
THE SEARCH FOR CLUSTER STRUCTURE IN 14C
WITH THE PROTOTYPE AT-TPC

By

Adam Louis Fritsch

A DISSERTATION

Submitted to
Michigan State University

in partial fulfillment of the requirements
for the degree of

Physics - Doctor of Philosophy

2014



ABSTRACT

THE SEARCH FOR CLUSTER STRUCTURE IN 14C
WITH THE PROTOTYPE AT-TPC

By

Adam Louis Fritsch

Certain light nuclei are known to have inherent cluster structuring, and the nature of

the triple-↵ structure of carbon isotopes is a subject of active discussion in nuclear physics.

Clustering in neutron-rich nuclei is of particular interest as such work could shed light on

how neutrons a↵ect ↵ clustering, making 14C a logical candidate for such a study. Clus-

ter structure in 14C was investigated at the University of Notre Dame with the prototype

Active Target-Time Projection Chamber (AT-TPC). A 38.2 MeV secondary beam of 10Be

was incident on an active target volume containing He:CO2 90:10 gas at 1 atm, in which

trajectories of beam particles and reaction products were measured using the tracking ca-

pabilities of the prototype AT-TPC. Angular correlations of 10Be and ↵ particles were used

to reconstruct kinematics of scattering. Excitation functions and angular distributions were

measured in both elastic and inelastic channels, which unraveled a number of resonances in

14C. Spin-parity assignments have been made for the elastic resonances by R-matrix analysis.

Evidence of a positive-parity rotational band has been indicated by the 14C resonances. The

proposed level scheme and the strong resonance strength observed in the inelastic channel

are in line with the prediction by the antisymmetrized molecular dynamics (AMD) method

indicating linear-chain structure in 14C. The results also demonstrate unique and powerful

potentials of active-target technology in radioactive-beam experiments and are an important

step toward the construction of the full-scale AT-TPC for the ReA3 facility at NSCL.
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Chapter 1

Introduction

Atomic nuclei are of fundamental importance to our understanding of the universe. Research-

ing nuclear physics tells us about the type of matter that comprises the visible universe and

how that matter is created. Knowledge of matter provides limitless potential for the advance-

ment of science and for real-world application, with medicine, energy, and defense being a few

examples. One of the most e↵ective ways to study the nucleus is through nuclear reactions.

In this chapter, some of the basic tools used in nuclear reactions studies are described.

1.1 Nuclear Reactions

By colliding nuclei with su�cient energy, information such as the internal structure of an

individual nucleus as well as the interactions between nuclei can be discovered. There are a

variety ways to investigate nuclear reactions, but all of them share some common character-

istics.

For a given reaction, there is a projectile nucleus and a target nucleus. The projectile is

accelerated to some energy, anywhere from hundreds of keV up to even GeV, and is directed

towards the target. In the event that the projectile strikes the target nucleus, a reaction

takes place. This reaction could be a simple elastic collision, where the projectile and target

simply bounce o↵ each other and both nuclei remain in the same internal states as before

the collision. Other possibilities include transfer reactions, where one of the nuclei loses a
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proton or neutron to the other nucleus, and fusion reactions, in which the two nuclei combine

to form one larger nucleus. There are many other types of reactions, but only elastic and

inelastic collisions will be covered in further detail in this dissertation.

1.2 Elastic Collisions

As mentioned above, reactions where the projectile nucleus and incident nucleus do not

change from their initial states are referred to as elastic collisions. Such a collision can be

written as

A+B ! A+B, (1.1)

that is, the incident projectile nucleus A enters and exits the reaction in the same nuclear

state, as does the target nucleus B. A common convention is to write Eq. 1.1 as

B(A,A)B, (1.2)

where again A represents the incident nucleus and B the target nucleus.

The individual kinetic energies of the two nuclei can change after the reaction, and often

do, but the internal states of the nuclei do not. For example, if A is incident on B at 15 MeV,

the elastic collision results in many possible exit angles and kinetic energies. The following

non-relativistic conservation laws of mass, energy, and momentum determine the allowed

exit angles and kinetic energies:
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mA +mB = m0
A +m0

B (1.3)

EA = E 0
A + E 0

B (1.4)

pppA = ppp0A + ppp0B (1.5)

where the unprimed notation denotes the states of the particle before the reaction and the

primed after. The target B has no initial energy or momentum in the lab frame; if calculating
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Figure 1.1: Allowed kinematical angles for 10Be and 4He nuclei after the elastic collision of
a 10Be projectile nucleus incident on a 4He target nucleus. This curve is independent of the
incident energy of 10Be. The angles are given in the lab frame.
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in the center-of-mass frame, these values must of course be included. Angles are calculated

from the momentum vectors.

An important feature of elastic scattering is that for a given elastic scattering system A

and B, the angular kinematics are independent of incident energy and only depend on the

masses of A and B. An example plot of allowed exit angles where A is a 10Be nucleus and

B is a 4He nucleus is shown in Fig. 1.1. From the figure, one sees that kinematically the

scattered beam particle 10Be can never have an exit angle larger than about 23� in the lab

frame, owing to its larger mass in comparison to the target nucleus 4He.

1.3 Inelastic Collisions

If during the reaction, either or both of A and B undergo a change in internal state without

changing mass or charge, the reaction is called an inelastic collision. In this case, the changed

nucleus or nuclei enter an excited state where the nucleus transitions to a higher energy state

from its initial ground state, the lowest energy state. The spin and parity of the nucleus also

may change. To denote an excited state, an asterisk (*) is put after it. Thus, if A transitions

into an excited state during the reaction, one writes

B(A,A⇤)B. (1.6)

The conservation laws are then

4



He Scattering Angle [deg]4
0 10 20 30 40 50 60 70 80 90

Be
 S

ca
tte

rin
g 

An
gl

e 
[d

eg
]

10

0

10

20

30

40

50

60

70

80

90

Figure 1.2: Allowed kinematical angles for 10Be projectile nucleus incident on a 4He target
nucleus. The black curve is for elastic scattering, which is energy independent. The other
three curves are for di↵erent 10Be incident energies of inelastic scattering to the first excited
state in 10Be at 3.368 MeV. The red dashed curve is at 35 MeV, the green dotted at 25 MeV,
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mA +mB = m0
A⇤ +m0

B (1.7)

EA = E 0
A⇤ + E 0

B +Q (1.8)

pppA = ppp0A⇤ + ppp0B (1.9)

where Q represents the Q-value of the reaction, given by

Q = (mA +mB �m0
A⇤ �m0

B)c
2 (1.10)

= (mA �m0
A⇤)c2. (1.11)

Since the excited state A* is at a higher energy than the initial state A, the Q-value is

negative. The Q-value can be interpreted in this case as the energy threshold needed to be

overcome by the incident nucleus A in order to inelastically scatter o↵ of the target B; if EA

is less than the Q-value, the inelastic reaction is not allowed.

Therefore, unlike elastic collisions, inelastic collisions kinematics depend on the incident

energy of nucleus A. Fig. 1.2 compares the allowed kinematical angles of the elastic collision

and those of an inelastic collision of the type found in Eq. 1.6 at three di↵erent beam energies.

As in the elastic example, here A represents a 10Be nucleus and B 4He. Notice that as the

energy of the reaction decreases, the angular domain in which the particles 10Be* and 4He

may scatter becomes smaller.

The two outcomes of elastic and inelastic scattering for the A+B system refer to possible

exit channels of the reaction. There is one exit channel for elastic scattering as written in
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Eq. 1.2. In inelastic collisions, however, there is one exit channel per possible inelastic

reaction. For example,

B(A,A⇤)B (1.12)

B(A,A)B⇤ (1.13)

B(A,A⇤)B⇤ (1.14)

represent three separate exit channels. If there is more than one possible excited state in A

or B, and there often are, then there are even more exit channels that can be populated.

Approaching nuclear reactions calculations by analyzing each exit channel separately allows

for the comparison of the relative influence of each channel on the reaction.

1.4 Cross Sections

Elastic and inelastic collisions can both provide information about the system being stud-

ied. A common method used to quantify the reaction rates of various exit channels is by

computing the cross section � for each channel. Cross section is a measure of the probability

of a nuclear reaction occurring; thus, comparing cross sections of various exit channels gives

the relative probability of the reaction taking each exit channel. When considering cross

section as a function of angle, it is referred to as a di↵erential cross section. The integrated

cross section is found by taking the integral of the di↵erential cross section over all angles.

The sum of the integrated cross sections for all possible exit channels is then called the total

cross section.
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The di↵erential cross section d�(✓,�)/d⌦ can be written as

�(✓,�) ⌘ d�(✓,�)

d⌦
=

N

Nincnt sin ✓d✓d�
, (1.15)

where N is the number of reactions in a given exit channel for a given solid angle (✓,�), Ninc

is the number of incident nuclei, and nt is the number of target nuclei per unit area. The

notation d�(✓,�)/d⌦ is often used to clearly illustrate that the di↵erential cross section has

units of area per solid angle. The unit often used when reporting a di↵erential cross section

is millibarn per steradian [mb/sr], where 1 mb = 10�27 cm2. It’s also common to report

the elastic cross section as a ratio to the Rutherford, or point-Coulomb, cross section [1]:

�(✓)Ruth =
⌘2

4k2 sin4(✓/2)
(1.16)

where ⌘ is defined as

ZpZte2

E
=

2⌘

k
(1.17)

for charges Zp and Zt of the projectile and target, elementary charge e, reaction energy E,

and wave number k. The variables ✓, E, and k are all in center-of-mass.

A sample plot of elastic and inelastic di↵erential cross sections is given in Fig 1.3. A

more detailed description of how di↵erential cross sections are calculated experimentally will

be given in the following chapters.
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Fig. 1. Elastic and inelastic α + 12C scattering data at Eα = 240 MeV [12] measured
for the 2+

1 state at 4.44 MeV in comparison with the OM, DWBA and CC results
given by the complex double-folded OP and inelastic FF.

the ground state 0+
1 to the 2+

1 , 0+
2 and 3−

1 states agree reason-
ably with the experimental values. As illustrated in Figs. 1 and 2
below, the AMD nuclear transition densities also give good de-
scription of the corresponding inelastic (α,α′)12C cross sections.
In difference from the shell-model like structure of the 2+

1 state,
the 2+

2 state has a well established cluster structure (see Fig. 5
of Ref. [11]), with a more extended and dilute mass distribu-
tion that corresponds to the mass radius Rm ≈ 3.99 fm which is
even larger than that of the Hoyle state. The more striking are
the predicted electric transition rates for the E2 transitions from
the Hoyle state to the 2+

2 state and from the 2+
2 state to the

4+
2 state: B(E2;0+

2 → 2+
2 ) ≈ 511 e2 fm4 and B(E2;2+

2 → 4+
2 ) ≈

1071 e2 fm4 that are much stronger than those of the E2 transi-
tions between the members of the ground-state rotational band:
B(E2;0+

1 → 2+
1 ) ≈ 42.5 e2 fm4 and B(E2;2+

1 → 4+
1 ) ≈ 28.5 e2 fm4.

As a result, the predicted B(E2;0+
2 → 2+

2 ) and B(E2;2+
2 → 4+

2 )

transition rates strongly suggest that the 2+
2 and 4+

2 states should
be the members of the excited rotational band built upon the
Hoyle state. The B(E2;0+

2 → 2+
2 ) values predicted by the RGM [4]

and FMD calculations [25] are even larger than that given by the
AMD calculation. Given a very weak direct excitation of the 2+

2
state from the ground state, B(E2;0+

1 → 2+
2 ) ≈ 2 e2 fm4 predicted

by the AMD calculation, we can draw a conclusion that the 2+
2

state should be an IS quadrupole excitation of the Hoyle state [1].
It should be noted that if we take the measured E2 strength of
the 2+

2 peak at 11.46 MeV in the 240 MeV (α,α′)12C spectrum,
which exhausts 2.15 ± 0.30% of the E2 energy weighted sum rule
(EWSR) [12], then we obtain B(E2;0+

1 → 2+
2 )exp ≈ 2.5±0.5 e2 fm4

based on the standard collective model treatment of the MDA
[22]. This value agrees surprisingly well with that predicted by
the AMD calculation and it is, therefore, not excluded that the

Fig. 2. Inelastic α + 12C scattering cross section measured for the 3−
1 state at

9.64 MeV [12] in comparison with the DWBA and CC results given by the com-
plex double-folded inelastic FF based on the AMD nuclear transition densities for
the 3−

1 and 2+
2 states.

observed 2+ peak at Ex ≈ 11.46 MeV in the 240 MeV (α,α′)12C
spectrum corresponds to the 2+

2 state, although the excitation en-
ergy is about 1 MeV above the value predicted by the AMD. The
width of this state has been determined from the 240 MeV spec-
trum to be Γc.m. ≈ 430±100 keV [12], which is somewhat smaller
than that (∼ 600 keV) suggested by Freer et al. [17]. A closer
look indicates that the 2+ peak at 11.46 MeV in the 240 MeV
spectrum might well be the adopted (2+) level of 12C [26] at
Ex ≈ 11.16± 0.05 MeV having a width of 550± 100 keV, observed
in the (3He,d) stripping reaction at E lab = 44 MeV [27]. It should
be noted, however, that this state has only been seen once in the
11B(3He,d) reaction, and not in other studies. Therefore, it is not
excluded that this observation was actually a target contaminant,
which it was not possible to establish in the measurements due
to limitations in the focal plane detector. We note further that the
2+
2 and 0+

3 states have been shown by the FMD calculation [25] to
be nearly degenerate at the excitation energy Ex ≈ 11.8–11.9 MeV.
Consequently, the probability is high that the 2+

2 state is indeed
the peak observed at Ex ≈ 11.46 MeV in the 240 MeV (α,α′)12C
spectrum [12].

To further investigate the excitation of the 2+
2 state in the

(α,α′)12C experiment, we have used the AMD nuclear transition
densities in our folding model analysis of inelastic α + 12C scatter-
ing data measured with high precision at Eα = 240 MeV [12] and
386 MeV [13,14]. A generalized double-folding method [21] was
used to calculate the complex α + 12C potential as the following
Hartree–Fock-type matrix element of the complex CDM3Y6 inter-
action [22,32].

U A→A∗ =
∑

i∈α; j∈A, j′∈A∗

[〈
i j′

∣∣vD|i j⟩ +
〈
i j′

∣∣vEX| ji⟩
]
, (4)

Figure 1.3: Elastic and inelastic scattering of 240 MeV ↵ particles incident on 12C. Com-
parisons of the data, in colored circles, to various reaction calculations, in solid and dashed
lines, are shown. Figure adapted from Ref. [2].
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Similarly, the integrated cross section is

� =

Z
d�(✓,�)

d⌦
d⌦. (1.18)

In addition to energy, the properties angular momentum, spin, and parity are used to

describe the internal state of the nucleus. The convention used to represent a nucleus’ given

state is J⇡ for

J = L+ S, (1.19)

where total angular momentum is represented by J , angular momentum by L, spin by S,

and parity by ⇡ = (�1)L. The angular momentum terms are added as vectors in Eq. 1.19.

By employing partial wave scattering theory [1], the single channel elastic cross section

can be separated into a sum of many partial waves, one for each relative angular momentum

L value:

d�

d⌦ el
=

�����
1

k

1X

L=0

(2L+ 1)PL(cos ✓)e
i�L sin(�L)

�����

2

(1.20)

for wave number k, Legendre polynomials PL(cos ✓), and partial wave phase shift �L [1]. Note

that the relative angular momentum L in Eq. 1.20 is not the same as the intrinsic angular

momentum L in Eq. 1.19.
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At small angles, the Coulomb potential dominates and causes the cross section to tend

to infinity. Because of this, Eq. 1.20 is often divided by the point-Coulomb cross section

from Eq. 1.16, allowing for the non-Coulomb processes present in elastic scattering to be

quantified.

Integrating Eq. 1.20 over all angles yields [1]

�el =
4⇡

k2

1X

L=0

(2L+ 1) sin2 �L. (1.21)

Quantifying cross sections as a function of exit angle is a useful method for assigning

angular momentum states L to various exit channels in a reaction. To make determinations

about the energy of excited states that are populated in a reaction, the dependence of cross

section on reaction energy must be studied.

1.5 Excitation Functions and Resonances

In addition to measuring cross sections at various angles, it is often useful to examine them

as a function of reaction energy. Such cross sections

�(E) ⌘ d�(E)

dE
(1.22)

are then called excitation functions [1]. If the excitation function is not fully integrated over

all angles, it is then expressed as

11



d�2(E, ✓,�)

d⌦dE
. (1.23)

Example plots of experimental excitation functions are given in Fig. 1.4.
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Figure 1.4: Excitation functions of ↵+12C elastic scattering at various angles. Resonances
in the compound nucleus 16O are seen. The points are experimental data. The solid lines
are a theoretical fit. Figure from Ref. [3].
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When looking at an excitation function, the structure of the data can reveal a resonance.

While it is not a bound state, the resonance forms a discontinuity in the excitation function

near the energy Er. Resonances can be described in part by their energy widths �, which

are related to the lifetime ⌧ over which the resonance occurs. This relation is constrained

by the Heisenberg Uncertainty Principle [4]

�E�t ⇠ ~ (1.24)

for the reduced Planck constant ~ = 6.58⇥ 10�16 eV·s. Thus, the longer lived the resonance

is, the narrower its peak will be:

� ⇠ ~/⌧. (1.25)

Experimentally, � is defined as the full width at half maximum (FWHM) of the resonance

peak found at Er in the excitation function. The contribution of the resonance to the

integrated elastic cross section is [5]

�res
el =

4⇡

k2
(2L+ 1)

�2/4

(E � Er)2 + �2/4
. (1.26)

Such a description is called a Breit-Wigner resonance. Eq. 1.26 is valid in its given form only

if the background phase shift �bg(E) is near zero and thus negligible; in other cases, there
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may be interference e↵ects between the resonance and the background potential scattering

that must be considered [1].

If there is also an inelastic exit channel for the same resonance as seen in the elastic

channel, Eq. 1.26 becomes [4]

�res
inel =

4⇡

k2
(2L+ 1)

�c�c0/4

(E � Er)2 + �2/4
. (1.27)

Here, �c represents the partial width from the elastic channel, �c0 represents the partial

width from the inelastic channel, and � = �c +�c0 is the total width of the resonance. Also,

the total cross section would become the sum of the two integrated cross sections [1]:

�res
tot = �res

el + �res
inel. (1.28)

If necessary, any other possible contributions from other exit channels must be included

when calculating the total width � of the resonance and thus the total cross section �res
tot of

the reaction.

Furthermore, the partial width of the resonance of a given exit channel c for angular

momentum L can be expressed as [5]

�c(L,E) = 2Pc(L,E)�2
c (L) (1.29)
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for Pc(L) as the penetrability and �2
c (L) as the reduced width of the channel. The penetra-

bility describes the barrier penetration of the two nuclei during the reaction. The reduced

width is defined, for a single-particle state, as [5]

�2
c (L) =

~2u2
L(R)

2µR
(1.30)

where µ is the reduced mass of the system and uL(R) is the energy eigenstate of the radial

Schrödinger equation [1]

u00
L(R) =


L(L+ 1)

R2
+

2µ

~2 (V (R)� E)

�
uL(R) (1.31)

at the interaction radius

R = 1.2

✓
A1/3

1 + A1/3
2

◆
fm (1.32)

for mass numbers A1 and A2 of the two nuclei [5]. Mass number is the number of nucleons

in a given nucleus and is dimensionless. The value of the partial width goes to zero at the

energy threshold of the resonance.

An important note is that the preceding expressions for cross section all assume that

the projectile and target both have a spin of zero. If the two nuclei have non-zero spin,

these spins must be taken into account in the cross section calculations by adding the spin

weighting function [4]
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g =
2J + 1

(2Sp + 1)(2St + 2)
(1.33)

where J is the total angular momentum and Sp and St are the entrance channel spins of

the projective and target, respectively. Notice that when Sp = St = 0, Eq. 1.33 simplifies to

2L+ 1, as has been used previously. The projectile and target investigated in this work are

both spin-zero particles, and thus have cross sections that are well described by the equations

found in this chapter where g = 2L+ 1.

1.6 Optical Potentials

When investigating nuclear reactions, it’s useful to pick a model describing the reaction that

has an e↵ective way to separate the elastic collision from other reaction mechanisms. One

such way to do so is by using an optical potential.

Optical potentials describe the interaction between colliding nuclei with a real and imagi-

nary term, where the imaginary term functions to absorb the flux to any non-elastic reaction

channels, which is analogous to the absorption of light in a semi-transparent medium; hence

the name, optical potential [6].

The complex potential has the form

V (R) + iW (R). (1.34)

The real part is given by
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V (R) =
�Vr

1 + exp
⇣

R�Rr
ar

⌘ , (1.35)

for the central depth of the potential Vr, di↵useness ar, and nuclear radius Rr for a distance

R between the nucleon and nucleus [1]. The free parameters Vr, ar, and Rr have typical

values of

Vr ⇠ 40� 50 MeV (1.36)

ar ⇠ 0.6 fm (1.37)

Rr ⇠ 1.2A1/3 fm (1.38)

where A is the mass number of the nucleus. Similarly, the imaginary term is [1]

W (R) =
�Vi

1 + exp
⇣

R�Ri
ai

⌘ (1.39)

for

Vi ⇠ 10� 20 MeV (1.40)

ai ⇠ 0.6 fm (1.41)

Ri ⇠ 1.2A1/3 fm. (1.42)
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The shape of these potentials is called the Woods-Saxon, or Fermi, shape [1]. The

values of the parameters are found by fitting the full complex potential to data and are

thus phenomenological. Generally, optical models must account for spin, but as discussed

previously, the spin of both of the projectile and target in the entrance channel in this work

are zero, and thus is ignored here.

Eq. 1.34 is inserted as the potential in the radial Schrödinger equation from Eq. 1.31,

allowing cross sections to be calculated over a continuous energy domain.

By utilizing an optical potential, elastic scattering can be well described and its contri-

bution to the total cross section understood. Other exit channels can then be investigated

in proper context to the elastic channel.

1.7 Relation to Current Work

The concepts and equations discussed in this chapter are of great importance to the fol-

lowing work in this dissertation. They will be referred to often, and understanding them

is essential to follow the arguments made going forward. For more detailed discussions of

nuclear reactions, cross sections, and resonances, as well as more general topics in nuclear

physics, see Refs. [1, 4, 5].
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Chapter 2

Motivation

The experiment and analysis discussed in this work has two main motivations: one of physics,

and one of technical development. The physics of interest is the study of the clustering of 14C

via resonant scattering of 10Be incident on 4He. The device used to measure the resonances

was the prototype Active Target-Time Projection Chamber. The following sections with

delve into detail on both of these motivations.

2.1 Molecular Clustering of Carbon Isotopes

Cluster structure in nuclei has long been predicted; ↵ clustering in particular has been

discussed since at least the mid-1930s [7]. It is still at the forefront of nuclear physics,

as shown by the impressive number of recent publications [8, 9, 10, 11, 12]. Clustering is

often described as molecular in nature, as the clustering of nuclei into a composite nucleus

is analogous to atoms forming a molecule [2, 13, 14, 15, 16]. For example, linear-chain

configurations have been proposed in nuclei over the years [17, 18].

One such nucleus that may be described via molecular clustering is 12C. How the three ↵

particles cluster to form 12C is important to understanding the properties of the energy levels

of 12C. Of particular interest is the Hoyle state in 12C [2, 19, 20, 21]. The 0+ Hoyle state

is the second excited state in 12C and is found at 7.6542 MeV. This energy is only 287 keV

above the three-↵ breakup threshold and can only be formed when a resonant state in 8Be
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The main aim of this Letter is to investigate a certain
type of state as discussed below. The effective interaction
is chosen so that one can describe reasonably well a
system comprised of ! clusters with relative distances
of a few fm and weakly bound neutrons. This means that
the interaction must reproduce low-energy !-! and !-n
scattering but should be simple enough for treating the
relevant many-body dynamics. Thus, we adopt theVolkov
version No. 2 interaction [9] with the exchange parame-
ters M ! 0:6 (W ! 0:4), B ! H ! 0:125 for the central
part, and the spin-orbit term of the so-called G3RS
interaction [10] for the spin-orbit part as in [8]. All the
parameters of this interaction were determined from the
!" n and !" ! scattering phase shifts and the binding
energy of the deuteron [11].

We first survey the intrinsic density distribution of
an excess neutron, which gives us a basic picture. An
equilateral-triangular configuration of three !’s is as-
sumed for simplicity. In Fig. 1, the intrinsic density of
one excess neutron before the angular momentum projec-
tion is presented by integrating along the z direction
going through a given point on the xy plane. Note that
the centers of three !’s are on the xy plane. The distance
between the centers of ! clusters is set to 3 fm, the most
appropriate value for a clustering structure as seen below,
while wave functions with various ~RRm values in Eq. (4)
are superposed. Figure 1 shows that, while the highest
integrated density is at the center of gravity of the 3!
triangle, the excess neutron is located also between two
!’s, and its density spreads farther outside the 3! triangle.
Consequently, the neutron density distribution comes up
with an inverse triangular shape, which can be contrasted
with a possible naive expectation that the neutron density

distribution has the same triangular shape as the three
! clusters.

Having the above basic picture, we evaluate energies
more precisely, by implementing the angular momentum
projection. Similar to the above calculation, we include
about 200 wave functions with different values of ~RRm
before the projection for the two excess neutrons, keeping
the !-! distance to 3 fm. Since the description of the two
excess neutrons appears to be almost complete within the
present model space with the fixed !-! distance, we call
this calculation a ‘‘full neutron configuration.’’ After the
J" projection, the energies turn out to be #100:5 and
#91:0 MeV for the 0" states and #91:6 MeV for the 3#

(K ! 3) state.
In order to clarify the mechanisms responsible for the

stabilization of the triangular configuration, we introduce
a model for the excess-neutron configurations. Therefore,
next, we compare this full neutron configuration calcu-
lation with such model results.

In the model being considered, the lowest orbit for the
excess neutron is the p wave in the z direction (pz),
assuming that the three !’s are on the xy plane. In this
model, this wave function is approximated by a linear
combination of two spherical Gaussians, whose centers
are shifted in the z direction by b and #b:

 z ! Gb~eez #G#b~eez : (5)

This state yields a neutron density distribution concen-
trated near the center of the 3! and is especially relevant
to the description of yrast states with relatively small !-!
distances. Figure 2 exhibits the 0" and 3# (K ! 3) en-
ergies for this $pz%2 configuration of excess neutrons. The
equilateral-triangular shape is assumed for the three !’s,
while their distance is varied. Similar quantities are
shown for comparison for 12C, where no excess neutrons
are present.

FIG. 1 (color). The density distribution of the excess neutron
on the xy plane before the angular momentum projection The
spheres show the positions of the ! clusters. The distance
between the centers of the ! clusters is set to 3 fm. The density
is integrated over the z axis.

FIG. 2. The 0" and 3# $K ! 3% energies of 12C (dashed lines)
and 14C (solid lines) as a function of the !-! distance. The
equilateral triangular configuration of 3! is assumed. The solid
lines represent 14C with the $pz%2 configuration for the excess
neutrons, and the dashed lines represent 12C.

P H Y S I C A L R E V I E W L E T T E R S week ending
9 APRIL 2004VOLUME 92, NUMBER 14

142501-2 142501-2

Figure 2.1: The density distribution of the excess neutrons in 14C on the xy plane before
the angular momentum projection, based on the molecular-orbit model. The spheres show
the positions of the ↵ clusters. The distance between the centers of the ↵ clusters is set to
3 fm, forming an equilateral-triangle shape. The density is integrated over the z axis. Figure
adapted from Ref. [22].

pairs with a free ↵ [1]. A narrow resonance of 8.3 eV breadth, the Hoyle state is essential

in explaining the observed nuclear abundances of the universe; without it, not only would

there be less or no 12C, but all of the nucleosynthesis processes that build on 12C would be

impacted. In fact, it’s from studying abundances of heavier isotopes that prompted Hoyle

to suggest an excited state in 12C near the three-↵ breakup threshold in the first place [19].

A complimentary nucleus to study of relevance to 12C is 14C. By analyzing a three-↵

system with two additional neutrons, the role that the neutrons play in the clustering of 14C

can shed light on how all C isotopes are structured [13].

An important feature of excited three-↵-cluster states is the configuration of the nucleus.

Various theoretical works have been made to describe these configurations [13, 22, 23, 24, 25].

Equilateral-triangle shapes in 14C have been predicted [22] based on the molecular-orbit
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FIG. 2. Energy surfaces of 14C on the β-γ plane. The top
panel shows the energy for the negative-parity states before the
total-angular-momentum projection and the bottom panel shows that
for the 3− states after the total-angular-momentum projection.

respectively. The minimum point of the negative-parity energy
surface is at (β cos γ ,β sin γ ) = (0.08, 0.04), and that of
the 3− energy surface is at (β cos γ ,β sin γ ) = (0.20, 0.09).
Again, the deformation of the energy minimum state changes
from an almost spherical shape to a triaxial one before and
after the total-angular momentum projection. In the largely
deformed prolate region, the behavior of the energy surface
for the negative-parity states is different from that of the
positive-parity states. Along the γ = 0◦ line, the energy rapidly
increases and there is no flat region in the negative-parity
surface. Even after the total-angular-momentum projection,
no flat region is found around the largely deformed prolate
region, as seen in the 3− energy surface.

B. Structures on the β-γ plane

In this section, we describe intrinsic structures obtained by
the β-γ constraint AMD.

We analyze the spatial configurations of the Gaussian cen-
ters {Z1, Z2, . . . , ZA} and the distributions of proton density
ρp and neutron density ρn of each intrinsic wave function
|$(β, γ )⟩. We also investigate the neutron-proton density
difference ρn − ρp to observe excess neutron behaviors. To
demonstrate density distributions, we show the density ρ̃
integrated along the y axis as

ρ̃(x, z) ≡
∫

dyρ(r), (20)

ρ(r) ≡ ⟨$(β, γ )|
∑

i

δ(r − r̂ i)|$(β, γ )⟩. (21)

First, we discuss the intrinsic structures of positive-parity
states of 14C. The density distributions of the intrinsic wave

�̃p �̃n �̃n � �̃p [1/fm2]

(a)

(b)

(c)

(d)

(e)

(f)

FIG. 3. (Color online) Density distributions of the intrinsic
wave functions for the positive-parity states of 14C. The proton
density ρ̃p , neutron density ρ̃n, and difference between the neutron
and proton densities ρ̃n − ρ̃p are illustrated in the left, middle,
and right columns, respectively. The density distributions of the
intrinsic wave functions at (a) (β cos γ , β sin γ ) = (0.00, 0.00),
(b) (β cos γ , β sin γ ) = (0.23, 0.04), (c) (β cos γ , β sin γ ) =
(0.45, 0.17), (d) (β cos γ , β sin γ ) = (0.25, 0.35), (e)
(β cos γ ,β sin γ ) = (0.78, 0.22), and (f) (β cos γ , β sin γ ) =
(0.93, 0.04) on the β-γ plane are shown. The size of the box is
10 × 10 fm2.

functions for positive-parity states are illustrated in Fig. 3.
The energy minimum state at (β cos γ ,β sin γ ) = (0.00, 0.00)
in the positive-parity energy surface shows almost spherical
density distributions as seen in Fig. 3(a). In this wave function,
the centers of the single-particle Gaussian wave packets gather
near the origin. That is, this state has no spatially developed
cluster structure and it is almost equivalent to the shell-model
state with the p3/2-subshell closed-proton configuration and
the p-shell closed-neutron configuration. The density distribu-
tion for the minimum point (β cos γ ,β sin γ ) = (0.23, 0.04)
in the 0+ energy surface is shown in Fig. 3(b). This wave
function is found to be the dominant component of the ground
state obtained by the GCM calculation, as is shown later.
In this state, an α-cluster core somewhat develops compared
with the state [Fig. 3(a)] for the energy minimum before the
total-angular-momentum projection. However, single-particle

044301-4

Figure 2.2: Density distribution of protons in positive-parity states of 14C of intrinsic wave
functions at (� cos �, � sin �) = (0.93, 0.04) on the � � � plane, showing a linear-chain struc-
ture with a 10Be + ↵ correlation. The size of the box is 10 ⇥ 10 fm2. Figure adapted from
Ref. [13].

model (Fig. 2.1), as have linear-chain structures [13] based on antisymmetrized molecular

dynamics (Fig. 2.2), among other possible configurations.

In Ref. [13], linear-chain structure is predicted not only for one state, but for an entire

rotational band, with a strong overlap with 10Be + ↵. Up to now, no experimental evidence

has been found for the existence of linear-chain structure in 14C.

Chapter 3 describes the theory presented in Ref. [13] that predicts linear-chain structure,

and includes more details on the properties of the rotational band.
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2.2 Development of Prototype AT-TPC and AT-TPC

Project

In addition to physics motivation, the technical development of the Active Target-Time

Projection Chamber, or AT-TPC, project is also important. The AT-TPC is a newly-built

device used to study nuclear reactions. The development of the project has included the

designing and building of a test chamber [26] and prototype AT-TPC [9, 27].

For this work, the prototype AT-TPC was used, and it has provided many important

details about the performance of the device and how to develop the full-scale AT-TPC.

Other prior tests and experiments [9, 26, 27] have been carried out to investigate the device’s

performance and scientific promise. The large angular coverage and active target nature of

the prototype AT-TPC is well suited to investigate ↵ clustering in 14C, as various resonance

energies can be probed while discriminating between elastic and inelastic scattering of 10Be

on ↵ particles.

In this section, a basic description of how the device functions will be given, as well as its

impact on the development of the full-scale AT-TPC. The details of the exact experimental

setup used in the collection of data in this work will be described in later chapters.

2.2.1 Context of the AT-TPC Project

The current and next generation of accelerators are able to provide radioactive isotope beams

at a large variety of energies and intensity, allowing for more types of nuclear reactions to

be studied [28, 29, 30, 31]. The development of the AT-TPC project has been undertaken to
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provide higher luminosity, e�ciency, and resolution in nuclear reactions experiments through

the use of active target and time projection chamber capabilities [27].

The full-scale device, installed at NSCL, provides (1) a large active volume defined by

an electron drift region of 100 cm along the beam axis and a circular readout plane of

60 cm in diameter, (2) a high electric field (1 kV/cm) for fast electron drift to minimize

the detector dead time, (3) high granularity of the readout plane (10,240 pads), (4) e�cient

waveform digitization of signals by the General Electronics for TPC (GET) currently under

development in collaboration with IRFU/SPhN CEA-Saclay, CENBG, GANIL, NSCL, and

RIKEN laboratories [32], (5) magnetic rigidity analysis using a superconducting solenoid

magnet, and (6) the application of a recently-developed electron amplification technology,

Micromegas [26, 33], to an active target [27].

This work was done using the prototype AT-TPC, which uses 253 readout pads in a

cylindrical volume 50 cm long and 28 cm in diameter. It is a larger and more e�cient device

than other existing active target TPCs [34, 35, 36].

The following subsections will describe how the prototype device achieves these features.

2.2.2 Time Projection Chambers

One of the defining features of the prototype AT-TPC is that it is a time projection chamber,

or TPC [34, 37, 38, 39, 40]. A TPC functions as a gas-filled ionization drift chamber that

allows for the reconstruction of the trajectory of a charged particle [39]. The TPC is filled

with a neutral gas, which is ionized by charged particles traversing the gas volume. By

setting a fixed electric field across the chamber, the freed electrons then drift to one end of

the TPC, where an electron amplifier is located. The segmentation of the electron amplifier

gives the position for the two in-plane spatial dimensions. The third spatial dimension is
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factors of 103 up to 104. The pattern of charges collected in
the individual pads results in a projection of the trajectories
of the charge particles that lose enough energy to induce a
measurable signal. See Fig. 3 for a schematic review of the
ionization process.

Fig. 4 shows experimental and simulated patterns for an
elastic p(8He,8He)p reaction at 3.9AMeV, with an angle of
60! for the proton recoil. The wires corresponding to the
beam region in the experimental plot are a factor of two
thicker in order to balance the difference in energy lose
between the proton and the 8He, making possible the
detection of both reaction products with the same
configuration. The amplification of the beam region in
the simulated patter is reduced by a factor of 10 for
reproducing the experimental conditions. We can observe a
good agreement between the experimental and simulated
events.

4. Electronics and data analysis

4.1. Electronics

The signals released from the proportional wires are used
to perform energy and time measurements. Usually, an
external beam detector consisting of a small drift chamber
[11] located upstream of MAYA provides the start signal

ARTICLE IN PRESS

Fig. 2. Upper view of hexagonal cathode pads. The arrow shows the
direction of incoming beam particles.

Fig. 3. Schematic diagram of the ionization process and the MAYA detection principle.

Fig. 4. Charge collected in the segmented path corresponding to a
simulated (upper panel) and experimental (lower panel) p(8He,8He)p
reaction at 3.9AMeV, within 1060mbar of C4H10. The reaction takes
place at 100mm from the entrance window, with a recoil angle for the
proton of 60!. The area of each dot is proportional to the charge collected
in the corresponding pad.

C.E. Demonchy et al. / Nuclear Instruments and Methods in Physics Research A 583 (2007) 341–349344

Figure 2.3: Schematic diagram of the ionization process for the MAYA detector, a type of
TPC. The electrons drift down against the electric field to the wire plane, where they are
detected. The charged particle trajectories can then be reconstructed. Figure from Ref. [34].

obtained by measuring the electron drift time. The time can be converted to a distance by

multiplying this time by the drift velocity of the electrons in the electric field. Fig. 2.3 gives

a schematic of the TPC principle as seen in MAYA, a TPC used at GANIL [34].

As the charged particles travel through the gas in the TPC, they lose energy. This

energy loss is dependent in part on the length of the particle tracks. By measuring the

length elements dx of a track that a charged particle has traveled in the TPC, the particle’s

energy loss dE can be calculated. The rate of energy loss per unit length is given by the

Bethe formula [41]

�dE

dx
=

4⇡e4z2

m0v2
NB (2.1)
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where
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� v2
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#
(2.2)

for velocity v and charge ze of the charged particle, number density N and atomic number

Z of the tracking gas in the TPC, electron mass m0, electric charge e, speed of light c, and

average ionization potential I of the gas [41].

The trajectories and energy losses of charged particle tracks can be measured in TPCs.

How the electrons freed by the ionization of the gas by the charged particles are detected

will now be discussed.

2.2.3 Micromegas

The number of primary electrons released in the ionization of the gas by charged particles

is too low to be measured; thus, an amplification of these electrons is needed before the

electronics can process the signal. For di↵erent TPC devices, various types of electron

multipliers can be used. Some examples include a Frisch grid with proportional wires [34]

and GEM detectors [42]. For the prototype AT-TPC, the detector plane is constituted by

Micromegas [33]. The name is derived from the term MICRO-MEsh-GAseous Structure,

and it is a type of gas-electron amplification device [33].

Micromegas consists of a micromesh held over an anode readout plane [27]. For the

Micromegas used in this work, the micromesh is held at a uniform distance of 128 µm above

the anode readout plane. The mesh itself is made of 18 µm thick stainless steel wire woven
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Figure 2.4: Schematic of Micromegas amplification technique. Figure adapted from Daniel
Bazin.

at a pitch of 63 µm. Insulated pillars are placed 2 mm apart on the readout plane in a grid

configuration to hold the micromesh at a uniform distance above the readout plane [27].

The electric field between the micromesh and the anode plane is much higher than that

found in the rest of the detector; the field in the Micromegas is on the order of 10 to

100 kV/cm while it’s only on the order of 1 kV/cm in the volume where the charged particles

ionize the gas in the TPC. This greatly increased field allows for amplification of the electrons,

which produces a much larger signal that then can be read out [27]. Typical amplification

factors can reach up to 10,000, depending on the gas, the gas pressure, and the electric field.

The anode readout plane is segmented into pads. Each pad has its own dedicated readout

electronics channel. Gain can be varied pad by pad by applying a unique voltage to each pad.

This gain variation capability of the Micromegas was essential for the triggering of reaction
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pads consist of a 5 mm diameter central pad and 2 mm pitch
coaxial strips, ach spaced by a gap of 0.25 mm. The coaxial strips
are divided into four quadrants and the five inner-most strips
into eight octants as shown in the inset of Fig. 5. Accordingly
individual quadrants have 63 coaxial strips, totaling 253 pads
over the entire plane. An illustration of tracking is shown in Fig. 6.
The beam particle travels perpendicular to the anode plane. The
central pad and its neighboring coaxial strips record the energy
deposit profile as a function of time, and the position along the
beam axis (z) is deduced from the drift time of ionization

electrons. The particles emitted from the reaction travel away
from the center to the perimeter. Each particle traverses over a
series of coaxial strips in a given quadrant. This set of strips thus
give the energy deposit profile as a function of the radius (r) of the
strip as well as z, providing the polar angle and range of the
reaction products. The coaxial strips are highly segmented in
the radial direction to provide a millimeter-level determination of
the range and thus determine the total kinetic energy precisely.
A trade-off is the absence of the azimuthal angle information. This
design is best suited for the missing mass method, wherein the
center-of-mass scattering angle and the excitation energy of the
scattered particle are deduced from the energy and the polar
angle of the recoiling particle only, and the azimuthal angle is not
necessary. A complete reconstruction of the kinematics is possible
for binary reactions involving two charged particles in the final
state since these particles are emitted at opposite azimuthal
angles on the reaction plane, and therefore traverse over opposite
quadrants.

The anode pads are routed to three surface mount connectors,
two with 100 ins and one with 60 ins, soldered on the back of the
board. These connectors are coupled to the feedthrough of the
endplate. An adapter can be inserted so that the distance from the
field cage to the Micromegas is adjustable. The Micromegas is
usually placed about 5 mm downstream of the last ring electrode
of the field cage. It is secured to the endplate via six threaded
stand-offs mounted on the back surface of the PCB. Self-sealing
screws are inserted from the outside of the endplate and mated
with the threads of the stand-offs. The micromesh is connected to
an SHV feedthrough on the KF40 flange of the endplate.

2.6. Readout circuit

Fig. 7 shows the schematic diagram of the electric circuit for
the signal readout. The readout circuit consists of the circuit for
the micromesh signal and for the anode signals. The anode
readout electronics serve to digitize and record waveforms of
signals from all of the 253 pads of the Micromegas. It features an
analog memory using a capacitor array with 511 channels, an
analog-to-digital converter, and zero-suppression. The micro-
mesh signal is either measured with an oscilloscope or used to
generate a trigger for the readout of the anode signals.

2.6.1. Micromesh circuit
The micromesh is biased to a negative voltage by a DC power

supply. A resistor of 100 MO is used to limit discharge currents
going through the Micromegas. The charge collected by the
micromesh is read out and amplified by a charge-sensitive
preamplifier, model 2001A of Canberra. A decoupling capacitor
of 20 nF is used. Another element to be noted is the capacitor of
10 nF from the micromesh to ground. The role of this capacitor is
to reduce cross-talk signals induced by capacitive coupling among
anode pads [22]. The anode pads of the Micromegas are capaci-
tively coupled to each other through the micromesh stretched
over the anode plane. Due to this coupling, when an electron
avalanche creates a signal in a pad, it induces reverse polarity
pulses in all the other pads. This effect can distort the pulse shape
when multiple pads have avalanche signals at the same time. The
amplitude of the cross-talk pulse is proportional to the ratio of the
inter-pad capacitance (Cpad2pad) to the total capacitance between
the mesh and ground (Cmesh2ground). Therefore, one way of redu-
cing this effect is to increase the detector capacitance with respect
to ground. Normally Cmesh2ground of the Micromegas is dominated
by the mesh-to-anode capacitance (Cmesh2anode). Cmesh2anode of the
present Micromegas is estimated at about 4 nF assuming an ideal
model of parallel plates in vacuum. The additional capacitor of

Fig. 6. Illustration of tracking. The beam particle (indicated by A and red) collides
with a gas nucleus and produces reaction products (B, green and C, blue). The
ionization electrons (dashed lines) are transported by the electric field (E), making
a projected image on the surface of the Micromegas. The energy deposit profile of
the beam particle is measured by the central pad, while those of particles B and C
are measured by the coaxial strips. The track is segmented by 2 mm pitch strips in
the R direction, thus providing a resolution of 2 mm or less, while the azimuth f
information is absent. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this article.)

250 mm

Fig. 5. Photograph of the Micromegas. The inset shows a magnified view of the
central region. The central pad has a diameter of 5 mm, while the coaxial strips
have a pitch of 2 mm. The pads are separated by a 0.25 mm gap.
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Figure 2.5: Photograph of the Micromegas. The inset shows a magnified view of the central
region. The central pad has a diameter of 5 mm, while the other coaxial strips have a pitch
of 2 mm. The pads are separated by a 0.25 mm gap. Figure from Ref. [27].

events investigated in this work. With the prototype in this work, there are 252 concentric

pads separated into quadrants; the full-scale device uses 10,240 much smaller pads over a

larger area. The 2 mm width of the pads used with the prototype allows for radial resolution

of also about 1 mm, achieving good precision in determining the range and thus kinetic

energy of charged particles in the device [27]. The radial structure of the pads is conducive

to measuring two-body reactions. A picture of the Micromegas used in this work is given

in Fig. 2.5. An illustration of the TPC technique for measuring a two-body reaction with

the Micromegas is shown in Fig. 2.6. More details on the specific Micromegas used in this
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pads consist of a 5 mm diameter central pad and 2 mm pitch
coaxial strips, ach spaced by a gap of 0.25 mm. The coaxial strips
are divided into four quadrants and the five inner-most strips
into eight octants as shown in the inset of Fig. 5. Accordingly
individual quadrants have 63 coaxial strips, totaling 253 pads
over the entire plane. An illustration of tracking is shown in Fig. 6.
The beam particle travels perpendicular to the anode plane. The
central pad and its neighboring coaxial strips record the energy
deposit profile as a function of time, and the position along the
beam axis (z) is deduced from the drift time of ionization

electrons. The particles emitted from the reaction travel away
from the center to the perimeter. Each particle traverses over a
series of coaxial strips in a given quadrant. This set of strips thus
give the energy deposit profile as a function of the radius (r) of the
strip as well as z, providing the polar angle and range of the
reaction products. The coaxial strips are highly segmented in
the radial direction to provide a millimeter-level determination of
the range and thus determine the total kinetic energy precisely.
A trade-off is the absence of the azimuthal angle information. This
design is best suited for the missing mass method, wherein the
center-of-mass scattering angle and the excitation energy of the
scattered particle are deduced from the energy and the polar
angle of the recoiling particle only, and the azimuthal angle is not
necessary. A complete reconstruction of the kinematics is possible
for binary reactions involving two charged particles in the final
state since these particles are emitted at opposite azimuthal
angles on the reaction plane, and therefore traverse over opposite
quadrants.

The anode pads are routed to three surface mount connectors,
two with 100 ins and one with 60 ins, soldered on the back of the
board. These connectors are coupled to the feedthrough of the
endplate. An adapter can be inserted so that the distance from the
field cage to the Micromegas is adjustable. The Micromegas is
usually placed about 5 mm downstream of the last ring electrode
of the field cage. It is secured to the endplate via six threaded
stand-offs mounted on the back surface of the PCB. Self-sealing
screws are inserted from the outside of the endplate and mated
with the threads of the stand-offs. The micromesh is connected to
an SHV feedthrough on the KF40 flange of the endplate.

2.6. Readout circuit

Fig. 7 shows the schematic diagram of the electric circuit for
the signal readout. The readout circuit consists of the circuit for
the micromesh signal and for the anode signals. The anode
readout electronics serve to digitize and record waveforms of
signals from all of the 253 pads of the Micromegas. It features an
analog memory using a capacitor array with 511 channels, an
analog-to-digital converter, and zero-suppression. The micro-
mesh signal is either measured with an oscilloscope or used to
generate a trigger for the readout of the anode signals.

2.6.1. Micromesh circuit
The micromesh is biased to a negative voltage by a DC power

supply. A resistor of 100 MO is used to limit discharge currents
going through the Micromegas. The charge collected by the
micromesh is read out and amplified by a charge-sensitive
preamplifier, model 2001A of Canberra. A decoupling capacitor
of 20 nF is used. Another element to be noted is the capacitor of
10 nF from the micromesh to ground. The role of this capacitor is
to reduce cross-talk signals induced by capacitive coupling among
anode pads [22]. The anode pads of the Micromegas are capaci-
tively coupled to each other through the micromesh stretched
over the anode plane. Due to this coupling, when an electron
avalanche creates a signal in a pad, it induces reverse polarity
pulses in all the other pads. This effect can distort the pulse shape
when multiple pads have avalanche signals at the same time. The
amplitude of the cross-talk pulse is proportional to the ratio of the
inter-pad capacitance (Cpad2pad) to the total capacitance between
the mesh and ground (Cmesh2ground). Therefore, one way of redu-
cing this effect is to increase the detector capacitance with respect
to ground. Normally Cmesh2ground of the Micromegas is dominated
by the mesh-to-anode capacitance (Cmesh2anode). Cmesh2anode of the
present Micromegas is estimated at about 4 nF assuming an ideal
model of parallel plates in vacuum. The additional capacitor of

Fig. 6. Illustration of tracking. The beam particle (indicated by A and red) collides
with a gas nucleus and produces reaction products (B, green and C, blue). The
ionization electrons (dashed lines) are transported by the electric field (E), making
a projected image on the surface of the Micromegas. The energy deposit profile of
the beam particle is measured by the central pad, while those of particles B and C
are measured by the coaxial strips. The track is segmented by 2 mm pitch strips in
the R direction, thus providing a resolution of 2 mm or less, while the azimuth f
information is absent. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this article.)

250 mm

Fig. 5. Photograph of the Micromegas. The inset shows a magnified view of the
central region. The central pad has a diameter of 5 mm, while the coaxial strips
have a pitch of 2 mm. The pads are separated by a 0.25 mm gap.
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Figure 2.6: llustration of tracking. The beam particle (indicated by A and red) collides
with a gas nucleus and produces reaction products (B, green and C, blue). The ionization
electrons (dashed lines) are transported by the electric field (E), making a projected image on
the surface of the Micromegas. The energy deposit profile of the beam particle is measured
by the central pad, while those of particles B and C are measured by the coaxial strips. The
track is segmented by 2 mm pitch strips in the R direction, thus providing a resolution of
2 mm or less, while the azimuth � information is absent. Figure from Ref. [27].

work, as well as the Micromegas circuit and readout electronics, are given in Sections 4.2.4

and 4.2.5.

2.2.4 Active Target Mode

Another defining feature of the prototype AT-TPC is that it acts as an active target, that is,

the gas medium used for TPC tracking also serves as the reaction target for beam nuclei [27].

When using an active target, the pressure at which the gas is held determines the density of

gas particles and thus the thickness of the target. If the study of the entire energy domain of
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a given beam energy is desired, the gas pressure should be su�ciently high to allow for the

stopping of the beam in the device. The energy loss profile of the beam particles is described

by the Bethe formula, defined previously in Eq. 2.1.

Since the gas is used as both a tracking medium and target, the choice of gas varies

experiment to experiment. In this work to study 10Be scattered by 4He, a He:CO2 90:10

mixture at around 1 atm of pressure is used. The 10Be beam particles are incident on the

gas at about 4 MeV/u. As they travel through the active target and lose energy, the 10Be

nuclei will, with some probability, scatter o↵ of target 4He nuclei. The position of the vertex

of the reaction along the beam axis can be calculated with the TPC capabilities of the

device. The vertex is converted to the energy of the reaction via Eq. 2.1. Since the 10Be

nuclei lose nearly all of their kinetic energy by the time they traverse the full length of the

detector, reactions in the prototype AT-TPC occur across almost the entire energy domain

of the beam. The number of reactions that occur at a given vertex, and thus reaction energy,

gives the cross section d�(E)/d⌦ of the reaction. The active target capability of the device

results in nearly the entire energy spectrum of the entering 10Be beam particles being probed,

allowing for 10Be + 4He reactions at many di↵erent energies to be studied.

Scattering of 10Be on the quench gas nuclei 12C and 16O was not observed due to the

short ranges of the 12C and 16O nuclei in the gas. Thus, such scattering events were not a

source of background scattering in the data.

As described above, the prototype AT-TPC was used in active target mode for this work.

If so desired, for other types of experiments a solid foil target can be placed in the detector.

In this case, the prototype device would act as a TPC. The prototype has not yet been

used in this fixed target mode. The full-scale AT-TPC in particular is designed with such a

capability.
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Chapter 3

Theory

This chapter describes the theoretical method of �-� constraint Antisymmetrized Molecular

Dynamics (AMD) and the Generator Coordinate Method (GCM), or the �-� constraint

AMD + GCM, presented by Suhara and Kanada-En’yo in their papers Refs. [13, 43]. Their

discussion of the structures of ground and excited states in 14C motivated this work. For

more details on how the results of Ref. [13] motivated this work, see Section 2.1.

3.1 Antisymmetrized Molecular Dynamics

First mentioned in Ref. [15] and described in Ref. [44], Antisymmetrized Molecular Dynamics

(AMD) is a theoretical framework used to model molecule-like structure of nuclear states,

among other approaches [22, 45, 46]. In this section, the basic formulation of AMD as used

in Ref. [13] is presented.

The origins of AMD are in other microscopic simulation methods, such as Quantum

Molecular Dynamics (QMD) [47], an N -body theory that can describe the mean field ef-

fect and the dynamics of fragment formation. However, since QMD represents nucleons as

distinguishable Gaussian wave packets in phase space, ground states of nuclei are described

semi-classically by imitating the Thomas-Fermi model of phase space distribution. Various

improvements have been made to QMD to improve its treatment of the fermionic nature of

nucleons, including introducing Pauli potentials [48, 49]. The introduction of an antisym-
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metrized version of molecular dynamics, called Fermionic Molecular Dynamics (FMD) [14],

created a method that treats the fermionic nature of nucleons exactly. In FMD, a Slater

determinant of Gaussian wave packets of nucleons is used to build the wave function of

a many-body system, and the time-dependent variational principle is used to describe the

time development of the wave packet parameters [50]. Modified versions of FMD, such as

found in Ref. [15], where the time variations of the width parameters and the spin wave

functions are neglected have been shown to make the FMD method free of assumptions such

as axial symmetry and even clustering structure. The incorporation of two-nucleon collision

processes has been successfully implemented into this modified FMD, which is now referred

to as Antisymmetrized Molecular Dynamics (AMD) [44].

3.2 Description of �-� Constraint AMD + GCM

3.2.1 AMD Wave Functions

The AMD method describes an A-nucleon system’s basis wave function |�i as a Slater

determinant of single-particle wave functions |'ii as [13]

|�i = 1p
A!

det {|'1i, ..., |'Ai}. (3.1)

Each single-particle wave function |'ii is described by its spatial |�ii, spin |�ii, and

isospin |⌧ii components as
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|'ii = |�ii|�ii|⌧ii. (3.2)

The spatial term is described as a Gaussian wave packet centered at Zi/
p
⌫ of the form

hr|�ii =
✓
2⌫

⇡

◆3/4

exp


� ⌫

✓
r � Zip

⌫

◆2

+
1

2
Z2

i

�
(3.3)

for width parameter ⌫ common to all single-particle Gaussian wave functions [13]. The

parameter ⇠i determines spin orientation as

|�ii = ⇠i"|"i+ ⇠i#|#i (3.4)

and isospin is fixed to be either up (proton) or down (neutron) [13]:

|⌧ii = |pi or |ni. (3.5)

For a basis wave function |�i, the complex variational parameters

{X} ⌘ {Z, ⇠} = {Z1, ⇠1,Z2, ⇠2, ...,ZA, ⇠A} (3.6)
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are determined by energy optimization [13].

3.2.2 Parity and Angular Momentum Projections

Projections of the AMD wave function |�i onto the parity and angular momentum eigen-

states are done with the parity projection operator P̂± and angular momentum projection

operator P̂ J
MK , respectively. The operators are defined as [13]

P̂± ⌘ 1± P̂

2
(3.7)

for parity operator P̂ and

P̂ J
MK ⌘ 2J + 1

8⇡2

Z
d⌦ DJ⇤

MK(⌦)R̂(⌦) (3.8)

for Euler angles ⌦ = (↵, ��), Wigner’s D function DJ⇤
MK(⌦), and rotation operator

R̂(⌦) = e�i↵Ĵze�i�Ĵye�i�Ĵz . (3.9)

Note that the operator given in Eq. 3.8 is written for the case of axial symmetry. Variation

is performed for the parity projected wave function
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|�±i ⌘ P±|�i, (3.10)

after which |�±i is projected onto the total angular momentum eigenstates. Thus, the

parity projection is made before the variation, while the total angular momentum projection

is made after [13].

3.2.3 Constraint Variation on Quadrupole Deformation Parame-

ters, � and �

When the energy variation is performed, constraints are placed on the quadrupole deforma-

tion parameters, � and �. These constraints are made so that the cluster and shell-model

structures in ground and excited states of 14C can be described with the AMD model and

have their deformation characterized [13]. The deformation parameters are defined as

� cos � ⌘
p
5⇡

3

2hẑ2i � hx̂2i � hŷ2i
R2

, (3.11)

� sin � ⌘
r

5⇡

3

hx̂2i � hŷ2i
R2

, (3.12)

R2 ⌘ 5

3

⇣
hx̂2i+ hŷ2i+ hẑ2i

⌘
, (3.13)

where the expectation value of an operator Ô for an intrinsic wave function |�i is represented

as hÔi. The inertia principal axes x̂, ŷ, and ẑ are chosen such that
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hŷ2i  hx̂2i  hẑ2i, (3.14)

hx̂ŷi = hŷẑi = hẑx̂i = 0, (3.15)

with the constraint

hx̂ŷi
R2

=
hŷẑi
R2

=
hẑx̂i
R2

= 0 (3.16)

necessary to satisfy Eq. 3.15 [13].

A constraint potential

Vconst ⌘ ⌘1
h
(� cos � � �0 cos �0)

2 + (� sin � � �0 sin �0)
2
i

+ ⌘2

✓
hx̂ŷi
R2

◆2

+

✓
hŷẑi
R2

◆2

+

✓
hẑx̂i
R2

◆2�
(3.17)

is introduced to the total system energy in the energy variation to obtain the energy minimum

state under the constraint condition in Eq. 3.16, where ⌘1 and ⌘2 are of su�ciently large

values. Thus, the constrained energy E±
const is defined as

E±
const ⌘

h�±|Ĥ|�±i
h�±|�±i + Vconst, (3.18)
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where Ĥ is the Hamiltonian, to determine {X}. Once the variation is made on the con-

straints, the optimized wave function |�±(�0, �0)i are obtained for each set of parameters

(�, �) = (�0, �0) [13].

3.2.4 Generator Coordinate Method

To calculate energy levels, the parity and total angular momentum projected AMD wave

functions P̂ J
MK |�±(�, �)i are superposed. The final wave function for the J±

n state is therefore

a linear combination of the basis wave functions:

|�J±
n i =

X

K

X

i

fn(�i, �i, K)P̂ J
MK |�±(�i, �i)i, (3.19)

where the coe�cients fn(�i, �i, K) are determined with the Hill-Wheeler equation,

�
⇣D

�J±
���Ĥ
����J±

E
� En

D
�J±

����J±
E⌘

= 0. (3.20)

Therefore, the wave function |�J±
n i is the superposition of multiconfigurations described

by parity and total angular momentum projected AMD wave functions. In the limit of

su�cient basis wave functions on the �-� plane, |�J±
n i corresponds to the Generator Co-

ordinate Method (GCM) with the two-dimensional generator coordinates of the quadruple

deformation parameters, � and � [13].
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3.2.5 Hamiltonian

The Hamiltonian Ĥ mentioned in the previous section is composed of a kinetic term as well

as three e↵ective two-body interactions:

Ĥ =
X

i

t̂i � T̂G +
X

i<j

V̂ central
ij +

X

i<j

V̂ spin-orbit
ij +

X

i<j

V̂ Coulomb
ij , (3.21)

for central force V̂ central
ij , spin-orbit force V̂ spin-orbit

ij , and Coulomb force V̂ Coulomb
ij . The central

force is described as

V̂ central
ij =

2X

k=1

vk exp


�
✓
r̂ij
ak

◆2�
(W +BP̂� �HP̂⌧ �MP̂�P̂⌧ ), (3.22)

the Volkov No. 2 interaction [51], for v1 = �60.65 MeV, v2 = 61.64 MeV, a1 = 1.80 fm, and

a2 = 1.01 fm. The spin-orbit term is given by the G3RS interaction [52] as

V̂ spin-orbit
ij =

2X

k=1

uk exp


�
✓
r̂ij
bk

◆2�
P̂ (3O), L̂ · Ŝ (3.23)

a two-range Gaussian with projection operator

P̂ (3O) =
1 + P̂�

2

1 + P̂⌧

2
, (3.24)
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for b1 = 0.600 fm, b2 = 0.477 fm, spin exchange operator P̂�, and isosopin exchange operator

P̂⌧ [13].

The interaction parameters used in the calculations presented in Ref. [13] are the same

as those used in Ref. [23], and they are the same as those adopted in many other studies,

including 9Be [53], 10Be [54], and C isotopes [22, 24], save for a small change in the spin-orbit

force strength. They are adjusted to reproduce the ↵+ ↵ phase shift, the binding energy of

the deuteron, and the ↵ + n phase shift. The width parameter of single-particle Gaussian

wave packets in Eq. 3.3 is set to a value of ⌫ = 0.235 fm�2, which is determined from a 9Be

ground state variational calculation in Ref. [53].

3.3 Calculations

With the AMD method described in Sec. 3.2, calculations were made for 14C [13]. Positive-

and negative-parity state calculations are presented separately.

3.3.1 Energy Surfaces

Variational calculations were made with the � � � constraint of the � � � plane triangle

lattice at 196 mesh points. From these calculations, energy surfaces as functions of � and �

are obtained. Positive-parity surfaces are shown in Fig. 3.1, while negative-parity surfaces

are found in Fig. 3.2. In both figures, the top panels show states before the total angular

momentum projections, while the bottom panels show states after the projection [13].

In Fig. 3.1, the top panel is called the positive-parity energy surface, and the bottom

panel is called the 0+ energy surface. The positive-parity energy surface’s minimum point

is located at (� cos �, � sin �) = (0.00, 0.00), indicating a spherical shape. The 0+ energy
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E. Hamiltonian and parameters

The Hamiltonian Ĥ consists of the kinetic term and
effective two-body interactions as

Ĥ =
∑

i

t̂i − T̂G +
∑

i<j

V̂ central
ij +

∑

i<j

V̂
spin-orbit
ij

+
∑

i<j

V̂ Coulomb
ij , (16)

where V̂ central
ij , V̂

spin-orbit
ij , and V̂ Coulomb

ij are the central force,
spin-orbit force, and Coulomb force, respectively. As the
central force, we use the Volkov No. 2 interaction [25],

V̂ central
ij =

2∑

k=1

vk exp
[

−
(

r̂ij

ak

)2 ]

× (W + BP̂σ − HP̂τ − MP̂σ P̂τ ), (17)

where v1 = −60.65 MeV, v2 = 61.14 MeV, a1 = 1.80 fm,
and a2 = 1.01 fm. For the spin-orbit part, we used the spin-
orbit term of the G3RS interaction [26], which is a two-range
Gaussian with a projection operator P̂ (3O) onto the triplet odd
state,

V̂
spin-orbit
ij =

2∑

k=1

uk exp
[

−
(

r̂ij

bk

)2 ]
P̂ (3O)L̂ · Ŝ, (18)

P̂ (3O) = 1 + P̂σ

2
1 + P̂τ

2
, (19)

where b1 = 0.600 fm and b2 = 0.477 fm. Here, P̂σ

and P̂τ are the spin and isospin exchange operators,
respectively.

We take the same interaction parameters as those in
Ref. [20], that is, the Majorana exchange parameter M = 0.6
(W = 0.4), the Bartlett exchange parameter B = 0.125, and
the Heisenberg exchange parameter H = 0.125 in the central
force and u1 = −1600 MeV and u2 = 1600 MeV in the spin-
orbit force. All these parameters are the same as those adopted
in the studies for 9Be [27], 10Be [28], and C isotopes, such
as 12C, 14C, and 16C [17,18], except for a small modification
in the strength of the spin-orbit force. They are adjusted to
reproduce the α + α phase shift (M , W = 1 − M , a1, a2),
binding energy of the deuteron (B = H ), and α + n phase shift
(u1 = −u2, b1, b2). We adopt the slightly weaker strengths of
the spin-orbit force than −u1 = u2 = 2000 MeV adopted in
Refs. [17,18,27,28] to fit the 0+

1 energy of 12C [20].
For the width parameter of single-particle Gaussian wave

packets in Eq. (3), we used the value ν = 0.235 fm−2, which is
determined from a variational calculation for the ground state
of 9Be in Ref. [27]. This value is also the same as those in the
studies for Be isotopes [28] and C isotopes [17,18,20].

III. RESULTS

We applied the β-γ constraint AMD + GCM to 14C. In this
section, we show the calculated results.

FIG. 1. Energy surfaces of 14C on the β-γ plane. The top
panel shows the energy for the positive-parity states before the
total-angular-momentum projection and the bottom panel shows that
for the 0+ states after the total-angular-momentum projection.

A. Energy surfaces

We performed variational calculations with the β-γ con-
straint at 196 mesh points of the triangle lattice on the
β-γ plane. Energy surfaces as functions of β and γ are
obtained. The calculated energy surfaces on the β-γ plane
for positive-parity states and negative-parity states are shown
in Figs. 1 and 2, respectively.

In Fig. 1, the top panel shows the energy of the positive-
parity states before the total-angular-momentum projection,
and the bottom panel shows the results for the 0+ states
calculated by the total-angular-momentum projection after the
variation. We call the former the positive-parity energy surface
and the latter the 0+ energy surface. The minimum point of
the positive-parity energy surface is at (β cos γ ,β sin γ ) =
(0.00, 0.00), which indicates a spherical shape. After the
total-angular-momentum projection, the minimum point of the
0+ energy surface becomes (β cos γ ,β sin γ ) = (0.23, 0.04).
It means that the deformation of the energy minimum state
changes from the spherical shape before the total-angular-
momentum projection to the triaxial shape after the pro-
jection, because higher correlations beyond mean field are
incorporated by the total-angular-momentum projection. In
a largely deformed region, there exists a flat region around
(β cos γ ,β sin γ ) = (0.80−0.90, 0.00) in the positive-parity
energy surface. After the total-angular-momentum projection,
a local minimum at (β cos γ ,β sin γ ) = (0.90, 0.04) emerges
from this flat region. As we show later, a rotational band with
the large prolate deformation is constructed by wave functions
in this region after the GCM calculation.

The negative-parity energy surface and the 3− energy
surface are displayed in the top and bottom panels of Fig. 2,

044301-3

Figure 3.1: Energy surfaces of 14C on the � � � plane. The top panel shows the energy
for the positive-parity states before the total angular momentum projection and the bottom
panel shows that for the 0+ states after the total-angular-momentum projection. Figure
from Ref. [13].
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FIG. 2. Energy surfaces of 14C on the β-γ plane. The top
panel shows the energy for the negative-parity states before the
total-angular-momentum projection and the bottom panel shows that
for the 3− states after the total-angular-momentum projection.

respectively. The minimum point of the negative-parity energy
surface is at (β cos γ ,β sin γ ) = (0.08, 0.04), and that of
the 3− energy surface is at (β cos γ ,β sin γ ) = (0.20, 0.09).
Again, the deformation of the energy minimum state changes
from an almost spherical shape to a triaxial one before and
after the total-angular momentum projection. In the largely
deformed prolate region, the behavior of the energy surface
for the negative-parity states is different from that of the
positive-parity states. Along the γ = 0◦ line, the energy rapidly
increases and there is no flat region in the negative-parity
surface. Even after the total-angular-momentum projection,
no flat region is found around the largely deformed prolate
region, as seen in the 3− energy surface.

B. Structures on the β-γ plane

In this section, we describe intrinsic structures obtained by
the β-γ constraint AMD.

We analyze the spatial configurations of the Gaussian cen-
ters {Z1, Z2, . . . , ZA} and the distributions of proton density
ρp and neutron density ρn of each intrinsic wave function
|$(β, γ )⟩. We also investigate the neutron-proton density
difference ρn − ρp to observe excess neutron behaviors. To
demonstrate density distributions, we show the density ρ̃
integrated along the y axis as

ρ̃(x, z) ≡
∫

dyρ(r), (20)

ρ(r) ≡ ⟨$(β, γ )|
∑

i

δ(r − r̂ i)|$(β, γ )⟩. (21)

First, we discuss the intrinsic structures of positive-parity
states of 14C. The density distributions of the intrinsic wave

�̃p �̃n �̃n � �̃p [1/fm2]

(a)

(b)

(c)

(d)

(e)

(f)

FIG. 3. (Color online) Density distributions of the intrinsic
wave functions for the positive-parity states of 14C. The proton
density ρ̃p , neutron density ρ̃n, and difference between the neutron
and proton densities ρ̃n − ρ̃p are illustrated in the left, middle,
and right columns, respectively. The density distributions of the
intrinsic wave functions at (a) (β cos γ , β sin γ ) = (0.00, 0.00),
(b) (β cos γ , β sin γ ) = (0.23, 0.04), (c) (β cos γ , β sin γ ) =
(0.45, 0.17), (d) (β cos γ , β sin γ ) = (0.25, 0.35), (e)
(β cos γ ,β sin γ ) = (0.78, 0.22), and (f) (β cos γ , β sin γ ) =
(0.93, 0.04) on the β-γ plane are shown. The size of the box is
10 × 10 fm2.

functions for positive-parity states are illustrated in Fig. 3.
The energy minimum state at (β cos γ ,β sin γ ) = (0.00, 0.00)
in the positive-parity energy surface shows almost spherical
density distributions as seen in Fig. 3(a). In this wave function,
the centers of the single-particle Gaussian wave packets gather
near the origin. That is, this state has no spatially developed
cluster structure and it is almost equivalent to the shell-model
state with the p3/2-subshell closed-proton configuration and
the p-shell closed-neutron configuration. The density distribu-
tion for the minimum point (β cos γ ,β sin γ ) = (0.23, 0.04)
in the 0+ energy surface is shown in Fig. 3(b). This wave
function is found to be the dominant component of the ground
state obtained by the GCM calculation, as is shown later.
In this state, an α-cluster core somewhat develops compared
with the state [Fig. 3(a)] for the energy minimum before the
total-angular-momentum projection. However, single-particle
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Figure 3.2: Energy surfaces of 14C on the � � � plane. The top panel shows the energy for
the negative-parity states before the total angular momentum projection and the bottom
panel shows that for the 3� states after the total-angular-momentum projection. Figure
from Ref. [13].
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surface’s minimum point is located at (� cos �, � sin �) = (0.23, 0.04), resulting in a defor-

mation of the energy minimum state from spherical before the projection to triaxial after

the projection due to higher correlations beyond the mean field that are incorporated by

the projection. Similarly for negative-parity states in Fig. 3.2, the minimum point before

projection is (� cos �, � sin �) = (0.08, 0.04) and (� cos �, � sin �) = (0.20, 0.09) after, again

changing from nearly spherical to triaxial in shape. While there is a flat region in the 0+

energy surface near (� cos �, � sin �) = (0.90, 0.04), there is no flat region in the 3� energy

surface. This flat region in the 0+ energy surface is important since a rotational band with

large prolate deformation is constructed by wave functions in this region after the GCM

calculation is made, and it is this prolate state that is theorized to be in the form of a

linear-chain. No such linear-chain structures are predicted for negative-parity states [13].

3.3.2 �-� Plane Structures

The intrinsic structures of the 14C states are obtained by the � � � constraint AMD. The

density distributions of protons and neutrons are analyzed, as is the di↵erence in density

between neutrons and protons so that excess neutron behavior can be observed. The densities

are defined as

⇢̃(x, z) ⌘
Z

dy ⇢(r) (3.25)

for
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FIG. 2. Energy surfaces of 14C on the β-γ plane. The top
panel shows the energy for the negative-parity states before the
total-angular-momentum projection and the bottom panel shows that
for the 3− states after the total-angular-momentum projection.

respectively. The minimum point of the negative-parity energy
surface is at (β cos γ ,β sin γ ) = (0.08, 0.04), and that of
the 3− energy surface is at (β cos γ ,β sin γ ) = (0.20, 0.09).
Again, the deformation of the energy minimum state changes
from an almost spherical shape to a triaxial one before and
after the total-angular momentum projection. In the largely
deformed prolate region, the behavior of the energy surface
for the negative-parity states is different from that of the
positive-parity states. Along the γ = 0◦ line, the energy rapidly
increases and there is no flat region in the negative-parity
surface. Even after the total-angular-momentum projection,
no flat region is found around the largely deformed prolate
region, as seen in the 3− energy surface.

B. Structures on the β-γ plane

In this section, we describe intrinsic structures obtained by
the β-γ constraint AMD.

We analyze the spatial configurations of the Gaussian cen-
ters {Z1, Z2, . . . , ZA} and the distributions of proton density
ρp and neutron density ρn of each intrinsic wave function
|$(β, γ )⟩. We also investigate the neutron-proton density
difference ρn − ρp to observe excess neutron behaviors. To
demonstrate density distributions, we show the density ρ̃
integrated along the y axis as

ρ̃(x, z) ≡
∫

dyρ(r), (20)

ρ(r) ≡ ⟨$(β, γ )|
∑

i

δ(r − r̂ i)|$(β, γ )⟩. (21)

First, we discuss the intrinsic structures of positive-parity
states of 14C. The density distributions of the intrinsic wave

�̃p �̃n �̃n � �̃p [1/fm2]
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FIG. 3. (Color online) Density distributions of the intrinsic
wave functions for the positive-parity states of 14C. The proton
density ρ̃p , neutron density ρ̃n, and difference between the neutron
and proton densities ρ̃n − ρ̃p are illustrated in the left, middle,
and right columns, respectively. The density distributions of the
intrinsic wave functions at (a) (β cos γ , β sin γ ) = (0.00, 0.00),
(b) (β cos γ , β sin γ ) = (0.23, 0.04), (c) (β cos γ , β sin γ ) =
(0.45, 0.17), (d) (β cos γ , β sin γ ) = (0.25, 0.35), (e)
(β cos γ ,β sin γ ) = (0.78, 0.22), and (f) (β cos γ , β sin γ ) =
(0.93, 0.04) on the β-γ plane are shown. The size of the box is
10 × 10 fm2.

functions for positive-parity states are illustrated in Fig. 3.
The energy minimum state at (β cos γ ,β sin γ ) = (0.00, 0.00)
in the positive-parity energy surface shows almost spherical
density distributions as seen in Fig. 3(a). In this wave function,
the centers of the single-particle Gaussian wave packets gather
near the origin. That is, this state has no spatially developed
cluster structure and it is almost equivalent to the shell-model
state with the p3/2-subshell closed-proton configuration and
the p-shell closed-neutron configuration. The density distribu-
tion for the minimum point (β cos γ ,β sin γ ) = (0.23, 0.04)
in the 0+ energy surface is shown in Fig. 3(b). This wave
function is found to be the dominant component of the ground
state obtained by the GCM calculation, as is shown later.
In this state, an α-cluster core somewhat develops compared
with the state [Fig. 3(a)] for the energy minimum before the
total-angular-momentum projection. However, single-particle
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Figure 3.3: Density distributions of the intrinsic wave functions for the positive-parity states
of 14C. The proton density ⇢̃p , neutron density ⇢̃n , and di↵erence between the neutron and
proton densities ⇢̃n � ⇢̃p are illustrated in the left, middle, and right columns, respectively.
The density distributions of the intrinsic wave functions at (a) (� cos �, � sin �) = (0.00, 0.00),
(b) (� cos �, � sin �) = (0.23, 0.04), (c) (� cos �, � sin �) = (0.45, 0.17), (d) (� cos �, � sin �) =
(0.25, 0.35), (e) (� cos �, � sin �) = (0.78, 0.22), and (f) (� cos �, � sin �) = (0.93, 0.04) on the
� � � plane are shown. The size of the box is 10⇥ 10 fm2. Figure from Ref. [13].
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Gaussian wave packets still gather around the origin; therefore,
this state is regarded as the intermediate between the shell-
model structure and the cluster structure. This feature is also
reflected in the expectation value of squared intrinsic spin of
protons ⟨Ŝ2

p⟩ = 0.77, which is smaller than the ideal value 4/3
for the p3/2-subshell closed configuration and larger than the
value 0 for a 3α-cluster configuration.

Figure 3(c) indicates the density distribution for a triaxial
deformed state. In this state, to be clear from the proton density
and also from the expectation values of the squared intrinsic
proton spin ⟨Ŝ2

p⟩ = 0.15, three α-cluster cores develop. Excess
neutrons occupy the sd-like orbitals distributing along the
bisector of the vertical angle of the isosceles-triangle which
consists of three α clusters. These neutron orbitals make this
state triaxial. After the GCM calculation, a Kπ = 0+ band
and its Kπ = 2+ side band dominated by this triaxial state are
obtained.

In the large deformation region, three α-cluster cores
develop well in 14C. Various configurations of three α clusters
appear, depending on the deformation parameters, β and
γ , as seen in Figs. 3(d), 3(e), and 3(f) for typical density
distributions of oblate, triaxial, and prolate deformed states,
respectively. It is found that the equilateral-triangular structure,
obtuse-angle-triangular structure, and linear-chain structure
of three α clusters arise in the oblate state [Fig. 3(d)], the
triaxial state [Fig. 3(e)], and the prolate state [Fig. 3(f)],
respectively. In these states, the expectation values of squared
intrinsic proton spin ⟨Ŝ2

p⟩ are smaller than 0.10, which is
almost consistent with the value for three (0s)4 α cores. It
is interesting that the excess neutrons distribute around two
of the three α clusters in the triaxial state [Fig. 3(e)] and
prolate state [Fig. 3(f)], which indicates 10Be + α correlations.
In the viewpoint of two-center 10Be + α-cluster structure, the
degree of the freedom for rotation of the deformed 10Be
cluster is described on the β-γ plane. We mention here that
the linear-chain structure [Fig. 3(f)] is the base of the flat
energy region at the large prolate deformation. After the
GCM calculation, the linear-chain state [Fig. 3(f)] constructs
a rotational band.

Next, we discuss the intrinsic structure of negative-parity
states. The density distributions for negative-parity states are
illustrated in Fig. 4. The density distribution of the intrinsic
wave function at the minimum point (β cos γ ,β sin γ ) =
(0.08, 0.04) in the negative-parity energy surface is shown
Fig. 4(a). In this wave function, the centers of the single-
particle Gaussian wave packets gather near the origin and
there is no spatially developed cluster structure. In this state,
the expectation value of squared intrinsic spin of protons
is 1.24, which is close to the ideal value 4/3 for the p3/2-
subshell closed configuration, while that of neutrons is 0.85,
which deviates from the p-shell closed-configuration value 0.
Therefore, this state is interpreted as the shell-model structure
having 1p-1h excitations on the neutron p shell with the
almost p3/2-subshell closed-proton configuration. Compared
with an almost spherical shape of the state [Fig. 4(a)], an
α-cluster core begins to develop slightly at the minimum
point (β cos γ ,β sin γ ) = (0.20, 0.09) in the 3− energy surface
[Fig. 4(b)]. However, single-particle Gaussian wave packets
still gather around the origin, and this state is regarded as the
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FIG. 4. (Color online) Density distributions of the intrinsic
wave functions for the negative-parity states of 14C. The proton
density ρ̃p , neutron density ρ̃n, and difference between the neutron
and proton densities ρ̃n − ρ̃p are illustrated in the left, middle,
and right columns, respectively. The density distributions of the
intrinsic wave functions at (a) (β cos γ , β sin γ ) = (0.08, 0.04),
(b) (β cos γ , β sin γ ) = (0.20, 0.09), (c) (β cos γ , β sin γ ) =
(0.25, 0.35), (d) (β cos γ ,β sin γ ) = (0.60, 0.17), and (e)
(β cos γ ,β sin γ ) = (0.93, 0.04) on the β-γ plane are shown.
The size of the box is 10 × 10 fm2.

intermediate between the shell-model structure and the cluster
structure.

Figures 4(c), 4(d), and 4(e) show intrinsic density distribu-
tions for typical deformed states—oblate, triaxial, and prolate,
respectively. It is found that the isosceles-triangular structure
and obtuse-angle-triangular structure of three α-cluster cores
arise in the oblate state [Fig. 4(c)] and triaxial state [Fig. 4(d)],
respectively, as shown in the proton densities. These structures
are similar to those obtained for the positive-parity states.

However, the structure of the prolate deformed states is
somewhat different from the positive-parity states. In the
prolate state [Fig. 4(e)], the proton density ρ̃p has three peaks,
which indicate three α-cluster cores. However, the expectation
values of squared intrinsic proton spin ⟨Ŝ2

p⟩ = 0.33 indicates
that the prolate state [Fig. 4(e)] contains components of the
(0s)4 α breaking. Moreover, three α clusters shows a bending
structure instead of the straight-line 3α configuration seen
in the linear-chain structure [Fig. 3(f)] of the positive-parity
prolate state. That is, the 10Be cluster rotates considerably
though the prolate state [Fig. 4(e)] has almost the axial
symmetric shape caused by the constraint parameters close
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Figure 3.4: Density distributions of the intrinsic wave functions for the negative-parity states
of 14C. The proton density ⇢̃p , neutron density ⇢̃n , and di↵erence between the neutron and
proton densities ⇢̃n � ⇢̃p are illustrated in the left, middle, and right columns, respectively.
The density distributions of the intrinsic wave functions at (a) (� cos �, � sin �) = (0.08, 0.04),
(b) (� cos �, � sin �) = (0.20, 0.09), (c) (� cos �, � sin �) = (0.25, 0.35), (d) (� cos �, � sin �) =
(0.60, 0.17), and (e) (� cos �, � sin �) = (0.93, 0.04) on the � � � plane are shown. The size
of the box is 10⇥ 10 fm2. Figure from Ref. [13].
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⇢(r) ⌘ h�(�, �)|
X

i

�(r � r̂i)|�(�, �)i. (3.26)

The positive- and negative-parity density distributions are shown in Fig. 3.3 and Fig. 3.4,

respectively [13].

Of particular interest to the work presented in this dissertation is Fig. 3.3(f), where a

linear-chain structure is shown. Such a structure is not seen in Fig. 3.4, indicating that

the prolate deformed negative-parity states are di↵erent from the prolate deformed positive-

parity states, though both show three ↵-cluster cores with 10Be + ↵ correlation [13].

3.3.3 Energy Levels

Energy spectra are calculated by superposing the � � � constraint AMD wave functions at

196 mesh points on the ��� plane by using the GCM. Positive-parity states are shown with

rotational band assignments in Fig. 3.5 [43], with negative-parity states given in Fig. 3.6

[13].

The GCM calculation results in multiple rotational bands. Consider the rotational band

formed by the 0+5 , 2
+
6 , and 4+6 states in Fig. 3.5, labeled as band (3). The main component

of the band comes from the AMD wave function located at (� cos �, � sin �) = (0.93, 0.04),

the linear-chain structure, with 64% overlap in the 0+5 state. Due to the large deformation

of the linear-chain structure of three ↵ clusters, the band is predicted to have strong E2

transitions with B(E2, 2+6 ! 0+5 ) = 67.2 e2 fm4 and B(E2, 4+6 ! 2+6 ) = 88.3 e2 fm4. Since

the ratio of these B(E2) values is 1.31, which is consistent with the rigid rotor model value
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Figure 1. Energy levels for the positive-parity states of 14C and the density distributions of the
intrinsic wave functions of bands. The dotted lines on the left and right show the experimental
and theoretical 10Be+� threshold energies, respectively. The proton density �̃p, neutron density
�̃n, and di�erence between the neutron and proton densities �̃n � �̃p are illustrated.

groups by analyzing the intrinsic structures and E2 transition strengths. It is found that the
ground band (1) has a shell-model-like structure, while three � clusters develop well in most
of the excited states. The second and third column is the K⇡ = 0+ and K⇡ = 2+ side band
(2), which has a triaxial structure. In these states, three � clusters have the isosceles-triangle
configuration and excess neutrons occupy the sd-like orbitals. The fourth column is the K⇡ = 0+

band (3), in which developed three � clusters have a linear-chainlike structure. It is interesting
that the excess neutrons distribute around two of the three � clusters. This indicates the 10Be
correlation in the linear-chain states. For the excited states of 14C, there are many experimental
studies that indicate the appearance of 10Be+� cluster states. Our results suggest that excited
states with 10Be+� correlation are the candidates for these states.
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Figure 2. Energy curves of 14C with the linear-chain structure whose length d1 + d2 is fixed to
be 5.2 fm, as a function of the di�erence of the �-cluster intervals, d2 � d1.

Next, to confirm the 10Be+� in the linear-chain structure, we investigate the linear-chain
structure in 14C with a generalized molecular orbital model which can describe asymmetric

3

Figure 3.5: Energy levels for the positive-parity states of 14C and the density distributions
of the intrinsic wave functions of bands. The dotted lines on the left and right show the
experimental and theoretical 10Be + ↵ threshold energies, respectively. The proton density
⇢̃p, neutron density ⇢̃n, and di↵erence between the neutron and proton densities ⇢̃n - ⇢̃p are
illustrated. Figure from Ref. [43].

of 10/7, this band is considered to be the rotational band of the linear-chain structure with

the 10Be + ↵ correlation [13].

3.3.4 Comparison to 12C and Discussion of Excess Neutrons

In 12C, no similar linear-chain rotational band is predicted; only the 0+3 state has a linear-

chain configuration in this model [13], while an entire rotational band exists in 14C. The

existence of triaxial bands in 14C is essential to the appearance of the positive-parity linear-

chain band since they prevent the linear-chain band from bending due to orthogonality. The

states that prevent bending in the 2+ and 4+ states in 14C, however, do not exist in 12C. In

fact, the excess neutrons found in 14C are essential for constructing the triaxial bands that

prevent bending [13].
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FIG. 6. Energy levels of the negative-parity states in 14C. The five
columns on the left are the experimental data and the five columns
on the right are the calculated results. The dotted lines on the left
and right show the experimental and theoretical 10Be + α threshold
energies, respectively.

interpreted as the intermediate between the cluster structure
and the shell-model structure with the almost p3/2-subshell
closed-proton configuration and the 1p-1h excited neutron
configuration. The calculated strength, B(E2, 3−

1 → 1−
1 ) =

1.3 e2 fm4 is reasonable compared with the experimental
value, B(E2, 3−

1 → 1−
1 ) = 3.0 ± 1.2 e2 fm4, though the level

ordering is somehow in disagreement with the experimental
one. As seen in the E2 transitions in Table III, E2 transitions
among the low-lying states below the 10Be + α threshold
are not strong and they show no remarkable collectivity nor
specific band assignments for these states.

In the highly excited negative-parity states above the
10Be + α threshold energy, we obtain many developed cluster
states having significant overlaps with the basis wave functions
in the large β regions. Some strong E2 transitions are found in
the calculated B(E2) values for high-lying states. However, the
E2 strengths are fragmented into many states; therefore, it is
difficult to classify these states in simple band assignments. In
Fig. 7, we show the calculated level scheme of the high-lying
negative-parity states above the 10Be + α threshold energy
with E2 transition strengths. Among these highly excited
states, some flows of strong E2 transition strengths are found
in the present calculations. Transitions from each state are,
however, dispersed. For example, the 5−

5 state has strong
transitions to the 3−

8 , 3−
10, and 3−

12 states. These states are
constituted by largely deformed states such as those shown in
Figs. 4(c), 4(d), and 4(e). What is different in the linear-chain
band in the positive-parity states is that the GCM amplitudes
of these negative-parity states do not concentrate on a single
basis wave function with a specific geometric configuration
but distribute into many basis wave functions. These features
indicate strong mixing of the largely deformed prolate, oblate,
and triaxial states. This mixing may be an origin of the
complicated level scheme of the negative-parity states. As a
result, the parity partner of the linear-chain band suggested in
the positive-parity states may disappear in the negative-parity
states. In spite of the largely scattered E2 strengths, there
are sets of states classified by flows of significant strong E2
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FIG. 7. (Color online) Calculated energy levels of the negative-
parity states above the 10Be + α threshold energy with E2 transition
strengths in 14C. An integer i to the right of a level denotes the order
of J π

i states. 5.0 e2 fm4 < B(E2) � 10.0 e2 fm4, 10.0 e2 fm4 <

B(E2) � 20.0 e2 fm4, 20.0 e2 fm4 < B(E2) � 50.0 e2 fm4, and
50.0 e2 fm4 < B(E2) transitions are described by broken, black solid,
green bold solid, and red bold solid arrows, respectively. The dotted
line shows theoretical 10Be + α threshold energy.

transitions. For example, a set consisting of 5−
5 , 3−

10, 3−
12, 3−

13,
1−

5 , 1−
6 , and 1−

8 states can be interpreted as members of a
quasiband with 10Be + α cluster structure in the negative-
parity states of 14C. In the next section, we explain a possible
reason why this mixing occurs.

We here comment the possible reason for missing of the
low-lying 0− state in the present calculation. It is expected
to have 1p-1h configuration with one neutron in the 1s1/2
orbital. In the present framework, the width parameter is taken
to be a common value for all the single-particle Gaussian
wave functions. The fixed Gaussian wave packets may not
be suitable to describe the 1s1/2 orbital because the spatial
extent of the 1s1/2 orbital should be large compared with other
orbitals.

IV. DISCUSSION

In this section, we discuss the linear-chain band and the
role of the excess neutrons. We also discuss the cluster
structures of 14C in comparison with the findings of earlier
works.

First, we discuss the reasons why the linear-chain band
appears in the positive-parity states of 14C. For appearance
of the linear-chain band, both the existence of the plateau
around the linear-chain structure in the energy surface and the
orthogonality to the lower states are essential. To explain more
details, we show the squared overlaps |⟨0+|P̂ J=0

00 |$+(β, γ )⟩|2
of the GCM wave functions for the 0+ states with the
basis AMD wave function at each point (β, γ ) in Fig. 8.
As mentioned before, the flat region exists near the largely

044301-9

Figure 3.6: Energy levels of the negative-parity states in 14C. The five columns on the left
are the experimental data and the five columns on the right are the calculated results. The
dotted lines on the left and right show the experimental and theoretical 10Be + ↵ threshold
energies, respectively. Figure from Ref. [13].
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Calculations from Ref. [24] imply that the linear-chain state is perhaps unstable in 14C.

Their work shows that the linear-chain is unstable against the bending mode due to the

lack of a local minimum in the energy curve. The work presented in Ref. [13], however,

takes into account the orthogonality to lower states in their GCM calculations. Further,

the work in Ref. [24] assumes the three ↵ clusters are separated by equal distances with

the excess neutrons occupying an orbital moving around the 3↵ core. The �-� Constraint

AMD + GCM used in Ref. [13] makes no assumptions on the clustering of ↵ particles. The

various 3↵+ 2n structures they obtain are a result of their energy variation method, with a

preference for a 10Be + ↵ configuration.

The 10Be+↵ structure of 14C was first proposed in Ref. [25], and a parity doublet linear-

chain band is predicted. The work of Ref. [13] only predicts a positive-parity band, as the

10Be core can easily rotate in the negative-parity 10Be + ↵ states, which results in strong

mixing of the linear-chain structure with bending 10Be + ↵ configurations. Also, the band

predicted in Ref. [25] is below the 10Be+↵ threshold, while it is above threshold in Ref. [13].

3.4 Relation to Current Work

By the 10Be+↵ entrance channel chosen in the present work, structures of the type 10Be+↵ in

14C clearly appear. These resonances in 14C are investigated in this work and are compared

to the model predictions of Ref. [13].
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Chapter 4

Experiment

The experimental data described in this work were collected at the University of Notre

Dame’s Nuclear Science Laboratory over a two-week span in October, 2011. The device and

electronics were set up and installed from October 11 to October 22, 2011. Beam tuning

and electronics setup were completed from October 22 to October 25. Finally, physics data

were collected from October 25 to October 31.

This chapter will discuss details of the beam facility at Notre Dame, the experimental

setup and detailed design of the prototype AT-TPC, and the data collection process.

4.1 Beam Facility

The Nuclear Science Laboratory is part of the University of Notre Dame’s Institute for

Structure and Nuclear Astrophysics, or ISNAP. The first accelerator for use in nuclear physics

research was built in the 1930’s on the campus, and the university has continued to produce

active research in the field ever since [56].

With the use of the Multi-Cathode Source of Negatives Ions by Cesium Sputtering (MC-

SNICS) ion source at ISNAP [57], a primary beam of 11B was extracted from a 11B + Ag

ion source. Of the two accelerators available at ISNAP, the FN Tandem Van de Graa↵

accelerator [58] was used to accelerate the 11B primary beam. The FN delivered the primary

beam to TwinSol, a low-energy radioactive nuclear beam (RNB) apparatus [55], where it
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stability [2]. In this paper, we describe some recent
results together with some operational details of
the TwinSol system. Additional information may
be found at www.physics.lsa.umich.edu/twinsol/

2. TwinSol RNB apparatus

As noted, the TwinSol system consists of two
large air-core, 6 T superconducting solenoid
‘‘lenses’’. The magnets are of a special design with
30K and 80K inner shields to minimize LHe
consumption to o0.1 l/h per magnet. This permits
economical operation without need for a helium
liquifier or recovery system. Likewise the magnets
are generally operated in persistent mode. Details
of the magnet design may be found in Ref. [3]. The
twin magnets are situated to permit transport of
the secondary beams into a number of experi-
mental locations (Fig. 1) including the aforemen-
tioned n=g cave. Two basic ion-optical
configurations are used: a cross-over mode and a
parallel mode. In the cross-over mode (Fig. 2) the
secondary beam collected from the RNB produc-
tion target is brought to a focus (a few mm2)
between the magnets. Here, an aperture and/or
energy-loss absorber (similar to that used in

dipole-based RNB systems) may be used to better
define and purify the secondary RNB.

3. Production of low-energy RNBs

Unlike high-energy RNBs (i.e. E/A>20MeV
per nucleon) which can be produced relatively
effectively using non-selective fragmentation reac-
tions, primary-beam fragmentation is not usually
effective at low energies [2]. Instead, a selective
one- or two-nucleon transfer reaction with a large,
forward-peaked cross-section must generally be
utilized and done in reverse kinematics (heavy
beam on a light target) where feasible [2]. Also, the
production target must be robust to withstand the
intense (>0.5 mA) primary beam. This again limits
the type of production reaction to those which can
utilize Be, C or similar targets. As examples, the
one-nucleon transfer reactions 9Be (7Li, 8Li) and
9Be (7Li, 6He) are used in TwinSol to produce
reasonably intense beams of 8Li (106/s) and 6He
(105/s). However, production of proton-rich 8B
requires use of the two-proton transfer 3He(6Li,
8B)n with a special 3He gas cell.

4. Recent results

4.1. Low-energy RNB direct and fusion reactions

A number of reactions have been studied using
8Li and 6He beams at 20–36MeV incident energy.

Fig. 1. Beam-line layout at the UND FN tandem accelerator
lab showing present location of the TwinSol RNB apparatus
and the new extended beam line to the low-background n=g
cave.

Fig. 2. Schematic diagrams of the cross-over and parallel
modes of TwinSol operation [2].

F.D. Becchetti et al. / Nuclear Instruments and Methods in Physics Research A 505 (2003) 377–380378

Figure 4.1: Part of the beam-line layout at the University of Notre Dame’s Nuclear Science
Laboratory. During this work, the prototype AT-TPC was located in the vault to the left
of, or beyond, TwinSol. Figure from Ref. [55].

impinged upon 13C foils, from which a secondary beam of 10Be was extracted. The secondary

10Be beam was then delivered to the prototype AT-TPC, where reactions between the 10Be

beam particles and target ↵ particles were measured. A schematic showing the beam-line

from starting from SNICS and ending at the end of TwinSol is shown in Fig. 4.1.

The three apparatuses mentioned above, in addition to the prototype AT-TPC, are de-

scribed below.

4.1.1 MC-SNICS Ion Source

For the experiment conducted in this work, a primary beam of 11B was extracted from

the MC-SNICS Source at the University of Notre Dame’s Nuclear Science Laboratory. An
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Figure 4.2: A schematic drawing of the MC-SNICS Source at the Nuclear Science Laboratory.
Figure courtesy Brad Mulder.

example of a sputter ion source, MC-SNICS, or Multi-Cathode Source of Negatives Ions

by Cesium Sputtering [57], is the primary ion source for the FN Tandem Van de Graa↵

accelerator. Fig. 4.2 shows a schematic of MC-SNICS.

Multiple identical ion source cathodes, in this case 11B + Ag cathodes, are loaded onto

a cathode wheel. This wheel, which comes in both 20- and 40-cathode options, is of great

convenience to the operation of MC-SNICS; the cathode wheel can be rotated remotely under

vacuum as it allows for multiple cathodes to be available for use without opening the device,

greatly lessening the amount of time needed to switch from a spent cathode to a new one

[57].

Once a cathode is in place and the device is under vacuum, a cesium reservoir is heated to

90 �C [57]. A vapor is formed, and gaseous cesium atoms condense on both a heated spherical
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Figure 4.3: A schematic drawing of the FN Tandem Van de Graa↵ accelerator at the Nuclear
Science Laboratory. Figure courtesy Brad Mulder.

ionizer and the cathode surface. Those on the ionizer are quickly boiled o↵, stripping them

of an electron. These positively charged ions are then attracted to the negatively-charged

cathode and focused onto the cathode with an immersion lens, where they impact the source

material and cause the material to be sputtered, including the desired 11B. Some of the 11B

atoms gain an electron as they pass through the cesium that coats the cathode, allowing the

now-negatively charged 11B to be extracted out of the source and focused and accelerated

towards the FN Tandem Van de Graa↵ accelerator [57].
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Figure 4.4: A schematic drawing of the FN Tandem Van de Graa↵ accelerator at the Nuclear
Science Laboratory with included detail on the stripper foil mechanism. Figure courtesy Brad
Mulder.

4.1.2 FN Tandem Van de Graa↵ Accelerator

As the 11B ions exit the MC-SNICS ion source, they are transported to the FN Tandem

Van de Graa↵ accelerator. The FN Tandem is 40 ft long and 12 ft in diameter and can be

operated at voltages of up to 10 MV [58]. It is shown in Fig. 4.3.

The 11B ions enter the FN Tandem in a 1� charge state. At the center of the FN Tandem

is a terminal, a metal electrode held up to a high voltage of +10 MV. This terminal attracts

the negatively charged 11B ions [58]. As the ions approach the terminal, they travel down

the FN column. This column focuses the charged ions, provides a vacuum for the ions to

travel in, and acts as mechanical support to hold the terminal in place in the center of the

FN Tandem by highly compressing it from either side. The part of the column where the
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Figure 4.5: A schematic drawing of the beam line including the FN Tandem Van de Graa↵
accelerator and analyzing magnet at the Nuclear Science Laboratory. Figure courtesy Brad
Mulder.

1� 11B ions travel is called the low energy, or LE column. The other half is called the high

energy, or HE column [58].

Upon entering the terminal shell, the 1� 11B ions traverse a stripper foil, as seen in

Fig. 4.4. This foil, made of 3 µg/cm2 carbon, is used to remove electrons from the 11B ions,

thus making it a positively-charged ion [58]. Multiple charge states may be produced; in

this work, fully-stripped 11B was desired. Thus, with a charge state of 5+, an energy of up

to 60 MeV is achievable.

The positive 11B ions, which are now completely free of electrons, accelerate away from

the terminal through the HE column. As various charge states may have been produced in

the FN Tandem, and other contaminants from MC-SNICS may also be present, the nuclei
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are sent from the FN Tandem to an analyzing magnet to be sorted (Fig. 4.5). The magnitude

of the field in the analyzing magnet is tuned to only accept nuclei of the desired magnetic

rigidity; other beam particles are stopped [58]. The beam slits at the exit of the analyzing

magnet provide a signal to stabilize the high voltage at the terminal of the accelerator. The

chosen nuclei are then sent further down the beam-line to TwinSol.

4.1.3 TwinSol

In front of the TwinSol device, the beam impinges on the production target at a beam current

of about 1 µA. For this work, 13C foils were used as the production target. The enriched 13C

foils were supplied by the Arizona Carbon Foil Co., Inc. and assembled to target frames at

the NSCL using the fishing technique on water. A stack of four 100 µg/cm2 13C foils was

chosen as no single 400 µg/cm2 13C foil was commercially available. The beam of 10Be nuclei

formed at the production target, referred to as the secondary beam, is then sent through

TwinSol.

TwinSol is a twin superconducting solenoid magnet low-energy radioactive nuclear beam

(RNB) apparatus [55]. The magnet is a 6 T superconducting solenoid comprised of two

“lenses,” the twin magnets in the device, as shown in (Fig. 4.6), which focus the just-

produced secondary beam and deliver it to an experimental detector [55].

There are two configurations in which TwinSol is operated: parallel mode and cross-

over mode (Fig. 4.7). In cross-over mode, the first magnet focuses the secondary beam

between it and the other magnet where either an aperture and/or an energy loss absorber

is used to further purify the secondary beam [55]. In parallel mode, the beam is not focused

between the magnets. Additionally, an absorber may be placed between the magnets to stop

unwanted neutrons from passing down the beam-line through TwinSol. In both modes, the
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Figure 4.6: A schematic drawing of TwinSol at the Nuclear Science Laboratory. Figure from
Ref. [59].

secondary beam is focused after the second magnet in TwinSol to the entrance window of the

experimental detector [55], which in this case is the prototype AT-TPC. The direct beam is

blocked by a beam stopper or slits. Between TwinSol and the prototype AT-TPC entrance

window is a beam steerer, which aids in the focusing of the beam onto the window. In the

experiment described in this work, TwinSol was operated in parallel mode.

4.2 Design of the Prototype AT-TPC

Before discussing how the prototype AT-TPC was installed and used at the Nuclear Science

Laboratory for this work, the design of the device will be described in detail. The device’s

most basic components are the exterior chamber, the field cage, the corona ring, the Mi-

cromegas, and the readout electronics. A schematic of the device is given in Fig. 4.8. It

was built to test the essential components of the AT-TPC at a smaller scale (1:2) for lower

cost. Much of the discussion in this section is based on Ref. [27], which additionally provides

information on the commissioning of the prototype AT-TPC.
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stability [2]. In this paper, we describe some recent
results together with some operational details of
the TwinSol system. Additional information may
be found at www.physics.lsa.umich.edu/twinsol/

2. TwinSol RNB apparatus

As noted, the TwinSol system consists of two
large air-core, 6 T superconducting solenoid
‘‘lenses’’. The magnets are of a special design with
30K and 80K inner shields to minimize LHe
consumption to o0.1 l/h per magnet. This permits
economical operation without need for a helium
liquifier or recovery system. Likewise the magnets
are generally operated in persistent mode. Details
of the magnet design may be found in Ref. [3]. The
twin magnets are situated to permit transport of
the secondary beams into a number of experi-
mental locations (Fig. 1) including the aforemen-
tioned n=g cave. Two basic ion-optical
configurations are used: a cross-over mode and a
parallel mode. In the cross-over mode (Fig. 2) the
secondary beam collected from the RNB produc-
tion target is brought to a focus (a few mm2)
between the magnets. Here, an aperture and/or
energy-loss absorber (similar to that used in

dipole-based RNB systems) may be used to better
define and purify the secondary RNB.

3. Production of low-energy RNBs

Unlike high-energy RNBs (i.e. E/A>20MeV
per nucleon) which can be produced relatively
effectively using non-selective fragmentation reac-
tions, primary-beam fragmentation is not usually
effective at low energies [2]. Instead, a selective
one- or two-nucleon transfer reaction with a large,
forward-peaked cross-section must generally be
utilized and done in reverse kinematics (heavy
beam on a light target) where feasible [2]. Also, the
production target must be robust to withstand the
intense (>0.5 mA) primary beam. This again limits
the type of production reaction to those which can
utilize Be, C or similar targets. As examples, the
one-nucleon transfer reactions 9Be (7Li, 8Li) and
9Be (7Li, 6He) are used in TwinSol to produce
reasonably intense beams of 8Li (106/s) and 6He
(105/s). However, production of proton-rich 8B
requires use of the two-proton transfer 3He(6Li,
8B)n with a special 3He gas cell.

4. Recent results

4.1. Low-energy RNB direct and fusion reactions

A number of reactions have been studied using
8Li and 6He beams at 20–36MeV incident energy.

Fig. 1. Beam-line layout at the UND FN tandem accelerator
lab showing present location of the TwinSol RNB apparatus
and the new extended beam line to the low-background n=g
cave.

Fig. 2. Schematic diagrams of the cross-over and parallel
modes of TwinSol operation [2].

F.D. Becchetti et al. / Nuclear Instruments and Methods in Physics Research A 505 (2003) 377–380378

Figure 4.7: Schematic drawings of the two modes of operation of TwinSol. The top image
shows cross-over mode, while the bottom is of parallel mode. Figure from Ref. [55].

The exterior chamber of the detector is 70 cm long and 40 cm in diameter, and contains

a cylindrical field cage measuring 50 cm in length and 28 cm in diameter, which is centered

on the beam axis. The field cage is filled with a gas, which acts as an active target as well

as a tracking medium. A 3.7 µm thick para-aramid foil is used as the beam window into

the device to separate the vacuum of the beam line (⇠ 10�5 torr) from the gas that fills the

detector (⇠ 1 atm = 760 torr). This foil thickness can also be expressed as 0.536 mg/cm2

given para-aramid’s density of 1.45 g/cm3. Incident beam particles pass through this window

and enter the active target gas in the field cage [27].

The beam particles can collide with target gas nuclei, resulting in a nuclear reaction. Both

the beam nuclei and the reaction products, being charged particles, ionize the gas. Due to

the applied electric field, the freed electrons drift to the Micromegas, which amplifies the

electron signal and allows for the reconstruction of the trajectories of the charged particles

56



except for highly endothermic reactions such as (p,t) involving
high-energy tritons [10].

Active gas targets based on time projection chamber technol-
ogy have been progressively developed to break through this
limitation and enrich reaction probes in inverse kinematics.
Pioneering detectors include IKAR [13], the multiple-sampling
and tracking proportional chamber (MSTPC) [14,15] and MAYA
[16]. A time projection chamber (TPC) encompasses a large gas-
filled detector volume that provides three-dimensional recon-
struction of tracks of charged particles. The key concept of active
target TPCs is to use the gas simultaneously as a reaction target as
well as a tracking medium of ions emitted from the reaction. The
location of the reaction vertex can be measured together with the
associated energy loss inside the target. This enables the use of a
thick target to increase luminosity while retaining good resolu-
tion and acceptance. This capability opens up a path toward low-
energy processes such as fusion, resonance scattering, or direct
reactions at far forward angles with a small energy transfer. The
existing TPCs have successfully measured various reactions in
different energy ranges, such as intermediate-energy deuteron
scattering at most forward angles [18], a reaction induced by carbon
[17], or a very low energy (p,t) reaction [19], demonstrating their
robustness in enhancing reaction studies using radioactive beams.

In pursuit of luminosity, efficiency and resolution, a new
generation active target TPC, the AT-TPC, is being developed
at the National Superconducting Cyclotron Laboratory (NSCL),
Michigan State University. The AT-TPC will be used at the Coupled
Cyclotron facility currently operated at the NSCL and the forth-
coming reaccelerated beam facility, ReA [3], providing a tool to
study nuclear reactions over a wide range of beam energy from
sub-MeV to a few hundreds of MeV per nucleon. The AT-TPC
will be an unprecedented active target in various ways. Notable
specifications include (1) a large active volume defined by an
electron drift region of 100 cm along the beam axis and a circular
readout plane of 60 cm in diameter, (2) a high electric field (1 kV/
cm/atm) for fast electron drift to minimize the detector dead
time, (3) high granularity of the readout plane (10,000 pads),
(4) efficient waveform digitization of signals by the General
Electronics for TPC (GET) currently under development [20],
(5) magnetic rigidity analysis using a superconducting solenoid
magnet, and (6) the first application of an electron amplification
technology, Micromegas [21,22], to an active target.

The present article reports on a half-scale version of the future
AT-TPC, the Prototype AT-TPC, which has recently been con-
structed at the NSCL. The objective of building the Prototype
AT-TPC was twofold. One is to test technical aspects envisioned
for the AT-TPC and validate the detector concept. The cutting edge
specifications for new technologies listed above involve several
technical challenges. The issues addressed in the present article
are the following: (1) establishing a large gas volume of 50 cm in
length and 25 cm in diameter in terms of gas quality and field
uniformity, (2) ensuring efficient insulation of the high cathode
voltage (!50 kV) in a limited space to realize a field gradient of
1 kV/cm, (3) characterizing performance of Micromegas in helium
mixtures, (4) characterizing performance of waveform digitizers
to image nuclear reactions, and (5) testing long-term stability of
the operation and the gas density under experimental conditions.
The other objective of the Prototype AT-TPC is to deliver a high-
efficiency and high-resolution tracking device for physics mea-
surements using RI beams. In regard to these characteristics, the
detector has several advantageous features. (1) The active volume
of the Prototype is larger than existing active target TPCs and
is capable of more efficient measurements. (2) The Prototype
AT-TPC samples ionization electrons in 2 mm bins in the radial
direction with respect to the beam axis, providing precise mea-
surements of the range and thus the kinetic energy of reaction

products coming off the axis. (3) A profile of energy loss obtained
along the track is used to differentiate isotopes of light elements,
which is essential to select the reaction channel of interest and
difficult in previous active-target TPCs. (4) In addition to the
detector, we constructed a readout electronics system that allows
flexible triggering depending on the type of reaction.

The design of the Prototype AT-TPC will be described in
Section 2, followed by reports on detector performance evaluated
in the offline tests using standard alpha sources at the NSCL in
Section 3 and the commissioning runs using radioactive 6He
beams at the University of Notre Dame in Section 4.

2. Design of the prototype AT-TPC

2.1. Outline

A schematic drawing of the Prototype AT-TPC is shown in Fig. 1.
The detector encompasses a cylindrical field cage measuring 50 cm in
length and 28 cm in diameter, which is centered on the beam axis.
The cage is filled with a gas, which serves simultaneously as the
tracking medium as well as the reaction target. The beam particles
entering through an entrance window travel down along the sym-
metry axis of the field cage and induce nuclear reactions with gas
nuclei. Both the beam particles and outgoing charged particles from
the reactions ionize gas atoms while traversing the gas volume. Their
paths are reconstructed from the ionization electrons: the electrons
are transported downstream by an electric field parallel to the beam
axis, and read out by the Micromegas gas electron amplifier [21]. The
electric field is generated by a negative potential applied to a cathode
plate at the upstream end of the cage, which is stepped down by a
series of equipotential rings toward the Micromegas. The field cage is
made gas tight and surrounded by an insulation gas such as nitrogen,
which provides a high dielectric strength to mitigate the risk of
discharge to the chamber ground independent of the choice of active
target gas. The Micromegas consists of an anode readout plane and
a micromesh stretched over it. The defining feature of this device is
its narrow amplification gap, typically about 128 mm, between the
anode and the micromesh. The micromesh is biased with a negative
voltage, typically several hundred volts, which creates a high field
gradient of 10–50 kV/cm over the gap, amplifying the primary charge
through electron avalanches. The anode plane is segmented into
multiple pads to read out and locate avalanche electrons. The charge
distribution over the anode plane gives a projected image of the

Beam entrance
Beam duct

Corona ring

Field cage

Cathode voltage feedthrough

Cathode

Micromegas
Endplate

Fig. 1. Cross-sectional view of the Prototype AT-TPC.

D. Suzuki et al. / Nuclear Instruments and Methods in Physics Research A 691 (2012) 39–5440

Figure 4.8: Cross-sectional view of the prototype AT-TPC. Figure from Ref. [27].

[27]. For a more general discussion of both the active target and TPC concepts, see the

previous descriptions in Section 2.2.

The following subsections will go into detail on each of the prototype AT-TPC’s basic

components.

4.2.1 Exterior Chamber

A stainless steel design, the outer chamber of the detector is cylindrical in shape and is 70 cm

long with a 40 cm diameter, as shown in Fig. 4.9. ISO 400 flanges are mounted on each end of

the chamber. The chamber houses the cathode, field cage, and Micromegas, described later

in this chapter. Inside of the chamber, a bellows is used to attach the upstream flange to

the beam duct and cathode high-voltage feedthrough. The di↵erence in length between the
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Figure 4.9: Image of the exterior chamber of the device. It’s 70 cm in length and has a 40 cm
diameter.

chamber and its internal components makes the bellows a practical choice for this situation

[27].

On the other end of the chamber, the downstream flange serves both as an endplate for

mounting the Micromegas and as a piece to secure the field cage inside the chamber, which

is done in such a way to allow for the Micromegas to be removed without dismounting the

field cage. A feedthrough on the endplate allows for anode signals from the Micromegas

to be relayed directly to exterior electronics, minimizing the addition of noise to the signal

between the anode and the preamplifiers. A gas inlet and a gas outlet are mounted on the

endplate for flowing the target gas through the field cage, as well as a KF40 flange with

four SHV feedthroughs. These SHV feedthroughs provide connections to a thermocouple

used to measure the gas temperature, supply bias and grounding and monitor the voltage

divider circuit of the field cage, and supply the bias voltage and readout the signal from the

micromesh of the Micromegas [27]. An image of the downstream flange is given in Fig. 4.10.
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4.2.2 Field Cage

Inside of the exterior chamber is the cylindrical field cage, which is 50 cm long and 28 cm in

diameter. The purpose of the field cage is twofold: it provides both (1) a gas-tight volume in

which the active target gas can be filled and thus where nuclear reactions can take place and

Figure 4.10: Image of the downstream ISO 400 flange. Readout electronics for the Mi-
cromegas are mounted on the vertical feedthroughs on the center of the flange. On the left
of the flange, there are the both a gas inlet and outlet, as well as a KF40 flange with four
SHV feedthroughs.
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(2) an interior and exterior surface on which to mount equipotential rings that step down

the voltage of the cathode across of the entire active target volume, allowing for a uniform

electric field that guides ionization electrons to the Micromegas. The direction of the field

is anti-parallel to the direction of the beam [27].

While the target for this work is 4He, CO2 is added as a quenching gas to stabilize the

operation in practice and to increase the dielectric strength of the target gas [27]. At 1 atm,

pure helium gas has a dialectic strength of about 5 kV/cm, much lower than that of the

nitrogen insulation gas (34 kV/cm) and CO2 (28 kV/cm) [60]. The ratio of He to CO2 is 9

to 1, resulting in a net dielectric strength of 7.3 kV/cm, as the strengths add linearly [60].

In addition to the active target gas that fills the field cage, a second gas between the field

cage and exterior chamber is also present. This gas serves as insulation to avoid discharge

from the cathode to the exterior chamber. Thus, a gas with a high dielectric strength, such

as nitrogen, is used as the insulating gas [27].

The field cage is made of grade G10 non-conducting glass reinforced epoxy laminate,

both for its high mechanical strength and low outgassing characteristics. While not flame

resistant like FR4, G10 is not doped with bromine, the flame resistant material found in

FR4. As bromine can be be a strong source of electron absorption when di↵used into the

the gas volume, G10 was used [27].

An aluminum flange is glued to the downstream end of the field cage, securing the field

cage to the endplate of the exterior chamber. On the upstream flange is glued a cathode

plate. Both the aluminum flange and cathode plate are hermetically sealed with an epoxy

resin glue, ensuring that the target gas inside of the field cage and the insulating gas outside

of it do not mix [27].
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The design of the field cage does not allow for a large pressure di↵erential between the

inside and outside of the field cage. A large di↵erential could result in the breaking of the

seals on the end of the field cage or substantial damage to the mechanical integrity of the field

cage itself. To protect the field cage in such a scenario, a thin polypropylene foil of thickness

70 µg/cm2 is located between the two gas volumes. A high pressure di↵erential would then

break the foil, allowing the pressures the quickly equilibrate before any damage to the field

cage could occur. The foil is located outside of the exterior chamber in a piece of vacuum

tubing that bypasses the inner and outer gas volumes. This location makes replacement

of the foil straightforward and simple. The foil is held in place in a KF25 flange, and its

di↵erential pressure limit was measured to be about 0.1 atm [27].

As mentioned above, equipotential rings are mounted on the field cage, as shown in

Fig. 4.11. The rings serve as electrodes, connected via a series of resistors, that step the

voltage provided from the cathode at the front of the field cage down to zero at the opposite

end of the field cage where the Micromegas are located. The interior and exterior surfaces

of the cage each have 50 rings mounted on them, for a total of 100. The electrodes all are

made of aluminum rod with a cross-sectional diameter of 0.5 cm. The interior rings have

a diameter of 26.0 cm while the exterior rings are 29.5 cm across. The spacing between

neighboring rings is about 1 cm [27].

All rings are supported by both aluminum pin stands (Fig. 4.11a) and two additional G10

supports (Fig. 4.11b). The stands and supports are grooved into a V-shape, into which the

rings can snap into place. Once in place, the rings are self-supporting. Interior and exterior

rings are located at the same position along the field cage axis, and secured into place at the

opposite ends of the aluminum pin stand. The stands are secured to the field cage with an

epoxy resign glue and are thus hermetically sealed [27].
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trajectory on the two-dimensional plane perpendicular to the beam
axis. The position in the third dimension, which is along the beam
axis, is determined from the time information of the anode signals by
taking into account the electron drift velocity. The trajectory of a
charged particle is thus reconstructed in three dimensions. The pad
signals are read out and recorded by a combined preamplifier/shaper/
waveform digitizer system.

2.2. Chamber

The detector chamber is made from a stainless steel tube,
measuring about 70 cm in length and 40 cm in diameter. Both ends
of the tube have standard ISO 400 high-vacuum flanges. The beam
duct and the cathode high-voltage feedthrough are secured to the
upstream flange by a bellows, which compensates for the mismatch
in length between the internal components and the chamber. The
downstream flange secures the field cage on one side and
the endplate mounting the Micromegas on the other side so that
the latter can be detached without dismounting the field cage. The
endplate has a feedthrough for reading out the anode signals of
the Micromegas. The readout electronics can be directly coupled to
the feedthrough to minimize noise pickup between the anode and the
preamplifiers. The endplate is also equipped with an inlet and an
outlet for flowing the active target gas and a KF40 flange with four
SHV feedthroughs, which can be used for multiple purposes such as
supplying bias, grounding, signal readout of the micromesh, monitor-
ing the voltage divider circuit of the field cage, and measuring the gas
temperature with a thermocouple.

2.3. Field cage

The main frame of the field cage is made of a cylindrical tube
with a length of 50 cm and a diameter of 28 cm. A glass reinforced
epoxy laminate was chosen as the material because of its high

mechanical strength and low outgassing characteristics. While
the flame-resistant grade FR4 is widely used for printed circuit
boards and can be readily prepared, the grade G10 was used. The
difference between these two grades is that FR4 contains bromine
for the flame resistance and G10 does not. As a halogen, bromine
can be a strong source of electron absorption once it diffuses into
the gas volume. G10 without bromine doping does not carry
this risk.

The cathode plate is glued to the upstream end of the tube,
while an aluminum flange is glued to the opposite end, which
secures the cage to the downstream endplate of the vacuum
chamber. Both joints are hermetically sealed by applying an
epoxy resin glue so that the inner and outer gases cannot mix.
The field cage is designed to be used without differential pressure
between the two gas volumes. A substantial pressure differential
could break the seals or compromise the mechanical integrity of
the cage. To mitigate this risk, a thin foil of polypropylene with a
thickness of 70 mg=cm2 is inserted between the two volumes.
Once the foil is cracked by a pressure differential, it opens a high
conductance path between the volumes and quickly equilibrates
the pressures. This foil is installed in the vacuum tubing outside of
the detector, which bypasses the inner and outer volumes. It is
glued by vacuum grease to a joint of KF25 flanges in the tubing.
The cracking differential pressure was measured to be about
0.1 atm.

Fig. 2 illustrates the main frame of the field cage with equipo-
tential electrodes. Fifty ring-shaped electrodes are installed in the
inner part of the G10 tube and 50 are installed in the outer part to
step down the electric potential from the cathode plate, which can
be biased up to !50 kV, toward the Micromegas. This double-array
structure was adopted to reduce the non-uniformity of the electric
field. The required non-uniformity was less than 1% to ensure that
the resulting uncertainty of the position along the beam axis is
comparable or smaller than the spatial bin size of 2 mm in the radial

~2 cm

Fig. 2. Schematic view of the field cage with equipotential rings. For presentation purpose, only one pair of inner (purple and smaller) and outer (red and larger) rings are
shown. The equipotential rings are secured to the main frame by (a) the aluminum pin stands and (b) the supports of G10. The pin stands are arranged in a zigzag pattern
to increase the inter-stand distance and to reduce the risk of sparking. Resistors are installed along the dashed lines between neighboring stands to step down the potential
by voltage division. The stands bore through the G10 tube to put the inner and outer rings at the same potential. The joints between the stands and the tube are
hermetically sealed by epoxy resin. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
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Figure 4.11: Schematic view of the field cage with equipotential rings. For presentation
purposes, only one pair of inner (purple and smaller) and outer (red and larger) rings are
shown. The equipotential rings are secured to the main frame by (a) the aluminum pin stands
and (b) the supports of G10. The pin stands are arranged in a zigzag pattern to increase
the inter-stand distance and to reduce the risk of sparking. Resistors are installed along the
dashed lines between neighboring stands to step down the potential by voltage division. The
stands bore through the G10 tube to put the inner and outer rings at the same potential.
The joints between the stands and the tube are hermetically sealed by epoxy resin. Figure
from Ref. [27].

In order for the position uncertainty of the electrons that drift down the field parallel

to the beam axis to be at most 2 mm radially, or the spatial bin size of the Micromegas

anode strips described below in Section 4.2.4, the field non-uniformity must be below 1%.

Mounting the rings in the double-array structure described above helps to reduce to field

non-uniformity to the required 1% [27].

Starting from the cathode, the electric potential is stepped down the rings via voltage

division with a series of resistors. Each ring is connected to its neighbors by a 20 M⌦
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resistor. The first ring is also connected to the cathode by a 20 M⌦ resistor. The resistors

are connected across the pin stands on the outside of the field cage. They are represented by

dashed lines in Fig. 4.11a. Each pair of interior and exterior rings for a given pin stand are

thus held at the same potential. Note that the pin stands are arranged in a zigzag pattern

to lower the sparking risk between stands. The last downstream ring is connected to the

exterior chamber with a terminating resistor. The resistance of the terminator is chosen

such that the electric field remains uniform all the way to the micromesh of the Micromegas,

which is held at a negative potential [27]. For this work, the cathode was held at -40 kV and

the micromesh at -245 V, and a terminator with a resistance of 25.5 M⌦ was used.

Garfield code [61] was used to simulate the electric field inside of the device [27]. The

code is limited to simulations of two-dimensional geometries, and therefore an infinite box

with a cross-section equivalent to that of the exterior chamber was used as an approximation.

Further, the rings and cathode plate were approximated in the simulation as an assembly

of infinitely long wires. Fig. 4.12 shows the equipotential surfaces produced by the code.

These surfaces reveal a very uniform field inside of the interior rings, located near a radius

of 13 cm in the figure. The uniformity is achieved by the screening of electric field lines from

the grounded exterior chamber at about 20 cm in radius by the outer and inner rings [27].

4.2.3 Cathode

An important feature of the prototype AT-TPC is its 1 kV/cm electric field. Such a high

field both limits the dead time of the detector, results in fast responses from it, and limits

the longitudinal and lateral di↵usion straggling. To generate this field, a negative potential

of up to -50 kV is held on the cathode of the prototype AT-TPC and then stepped down the
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direction, which is determined by the width of the anode strips of
the Micromegas as described later in Section 2.5. The inner (purple
and smaller) and outer (red and larger) rings are both made of an
aluminum rod with a cross-sectional diameter of 0.5 cm, having a
diameter of 26.0 and 29.5 cm, respectively. The neighboring rings
are spaced by about 1 cm. Electric fields inside the detector chamber
were simulated using an electric field simulation code, Garfield [24].
Since Garfield can only simulate two-dimensional geometries, the
cylindrically symmetric detector was approximated with an infinite
box having the same cross-sectional geometry. The internal compo-
nents such as the ring electrodes or the cathode plate were replaced
by an assembly of infinitely long wires. The equipotential surfaces
obtained from the simulation show a very uniform field inside the
interior rings (Fig. 3). This is realized by the outer rings, which
screen electric field lines coming from the chamber ground. Each
ring electrode is supported by an aluminum pin stand (Fig. 2(a)) and
two additional supports made of G10 (Fig. 2(b)). These parts have
V-shape grooves on the contact surface. The rings snap into these
grooves, making them self-supporting. An inner ring and an outer
ring located at the same position are secured at the opposite ends of
a pin stand that bores through the wall of the G10 tube, as shown in
the inset (a) of Fig. 2. An epoxy resin glue is applied to secure the
stands to the G10 tube and ensure a hermetic sealing.

The electric potential is stepped down along the ring array by
voltage division using a series of resistors. Neighboring compo-
nents (the rings or the cathode plate) are electrically connected
via resistors of 20 MO. The resistors are installed in the space
between the outer ring and the G10 tube along the dashed lines
denoted in Fig. 2(a). Their leads are secured to the pin stands. A
pair of the inner and outer rings installed at the opposites end of a
given pin stand are at the same potential. To mitigate the risk of
sparking between neighboring pin stands, the stands are aligned
in a zigzag pattern to maintain a larger distance. The voltage
divider circuit formed along the ring array is terminated by a
resistor between the most downstream ring and the vacuum
chamber. The resistance of the terminator is chosen in a way that

the electric field maintains its uniformity down to the micromesh,
which is biased to a negative potential. This ensures uniform
transport of drift electrons from the last equipotential plane
defined by the most downstream rings to the Micromegas.

2.4. Insulation of the cathode voltage

An important specification of the AT-TPC is its high electric
field of 1 kV/cm, which enables fast responses from the AT-TPC
and limits the detector dead time. This feature is essential for the
use of different gases as active targets because most of the active
target gases, such as hydrogen or helium mixtures, involve a
much lower drift velocity of electron than that of argon mixtures
widely used in non-active target TPCs. The use of different gases
ensures versatility in reaction studies. Low velocities result in a
long detector dead time to collect all the primary ionization
electrons, which in turn limits the particle rate that can be
applied to the AT-TPC. Fig. 4 compares the electron drift velocities
simulated by the Magboltz code [31] between He:CO2 90:10 and
Ar:CH4 90:10 (P10) mixtures. The drift velocity of P10 shows a
rapid rise at low electric fields and peaks at around 0.2 kV/cm/
atm, where large scale TPCs typically set the operating voltage
[23]. In contrast, the velocity slowly increases with electric field
in the helium mixture. At 0.2 kV/cm/atm, the drift velocity of the
He:CO2 90:10 mixture is about 0:5 cm=ms, which is smaller than
that of P10 by one order of magnitude. Given a drift length of
100 cm, the drift velocity of 0:5 cm=ms gives a maximum dead
time of 200 ms. At a particle rate of 1 kHz, the pile up ratio reaches
200 ms! 1 kHz¼ 20%.

It is thus important to provide a higher electric field than the
conventional operating value of around 0.2 kV/cm over the drift
region. The envisioned specification of 1 kV/cm typically gives a
drift velocity of a few cm=ms for helium or hydrogen mixtures at
atmospheric pressure. This requires a maximum operating cath-
ode voltage of #100 kV for the AT-TPC with a drift length of
100 cm and #50 kV for the half-scale prototype, respectively. While
insulation of such a high voltage requires space, the maximum
diameter of the vacuum chamber of the AT-TPC is limited to about
70 cm by the bore of the solenoid and the mechanical supports of
the detector assembly. Efficient insulation of the cathode voltage is
therefore paramount to maximize the active area of the future AT-
TPC. Special care was given to the isolation of the cathode of the
Prototype AT-TPC. The four components described in Sections

Fig. 3. Electric field simulations by the Garfield code [24]. The cylindrical detector
volume is approximated by an infinite box with the same cross-sectional
geometry. Equipotential surfaces are plotted by the solid lines as a function of
the radius with respect to the symmetry axis (Z). The cathode plate is located at Z
¼ 50 cm.
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Fig. 4. Simulated electron drift velocities for P10 (dotted line) and He:CO2 90:10
mixtures (solid line) as a function of electric field. The simulation was made using
the Magboltz code [31].
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Figure 4.12: Electric field simulations by the Garfield code [61]. The cylindrical detector
volume is approximated by an infinite box with the same cross-sectional geometry. Equipo-
tential surfaces are plotted by the solid lines as a function of the radius with respect to the
symmetry axis (Z). The cathode plate is located at Z = 50 cm. Along the horizontal radius
axis, the inner rings are located near 13 cm, the outer rings near 15 cm, and the exterior
chamber wall near 20 cm. Figure from Ref. [27].

equipotential rings [27], as described above. As mentioned previously, the cathode plate is

glued on the upstream flange of the field cage.

Even though the insulating gas between the field cage and exterior chamber has a di-

electric strength that is much greater than the voltage on the cathode, sharp edges or other

pointed structures of conducting material can greatly increase the field gradient, causing a

large non-uniformity in the field. Since the cathode plate itself has sharp edges, the design
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must limit its contribution to field non-uniformity. Thus, a corona ring is used, shown in

Fig. 4.8. Built out of aluminum by Ross Engineering, Inc., the corona ring has a diameter

of 30 cm and is toroidal in shape, hence its name. Part of the toroid is cut away such that

the ring encloses the edges of the cathode plate, providing better shielding of the edges. The

cross-sectional diameter of the ring is 3.8 cm; a diameter this large ensures that the electric

field on the corona ring surface is below the discharge threshold of the insulation gas. The

ring’s maximum voltage is rated at 130 kV in air [27].

A cathode voltage feedthrough mounted on the upstream flange of the exterior chamber

allows for the voltage to be fed to the cathode from a power supply, as seen in Fig. 4.8. The

feedthrough is custom-made and based on the feedthrough used for the beam deflector of

the NSCL’s K500 cyclotron. It has a maximum 80 kV rating. The feedthrough consists of a

hollow cylinder made of machined Macor, an insulating ceramic material. The radius of the

surface of the cylinder varies in thickness from 3 to 6 mm in an alternating wavy pattern.

The cylinder guides the power cable of the voltage supply to a conducting tip located at

the end of the cylinder. Via a conducting spring, this tip is connected to a 3.8 cm wide

aluminum sphere that is in contact with the corona ring, which is held at the same potential

as the cathode plate [27].

In order to allow beam particles to enter the field cage, a beam duct is located between

the upstream flange of the exterior chamber and the cathode plate. The duct is made of

alumina ceramic tubing and is 93 mm long with a 64 mm inner diameter and is built from a

CeramTec vacuum isolator. It has a 60 kV maximum voltage rating. The entrance window is

a hole 7.6 mm in diameter which is centered on an aluminum plate of thickness 12.7 mm that

is located at the interface of the duct and cathode plate. The duct itself if hermetically sealed

from all other volumes of the device [27]. Over the entrance window, epoxy resin is used
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direction, which is determined by the width of the anode strips of
the Micromegas as described later in Section 2.5. The inner (purple
and smaller) and outer (red and larger) rings are both made of an
aluminum rod with a cross-sectional diameter of 0.5 cm, having a
diameter of 26.0 and 29.5 cm, respectively. The neighboring rings
are spaced by about 1 cm. Electric fields inside the detector chamber
were simulated using an electric field simulation code, Garfield [24].
Since Garfield can only simulate two-dimensional geometries, the
cylindrically symmetric detector was approximated with an infinite
box having the same cross-sectional geometry. The internal compo-
nents such as the ring electrodes or the cathode plate were replaced
by an assembly of infinitely long wires. The equipotential surfaces
obtained from the simulation show a very uniform field inside the
interior rings (Fig. 3). This is realized by the outer rings, which
screen electric field lines coming from the chamber ground. Each
ring electrode is supported by an aluminum pin stand (Fig. 2(a)) and
two additional supports made of G10 (Fig. 2(b)). These parts have
V-shape grooves on the contact surface. The rings snap into these
grooves, making them self-supporting. An inner ring and an outer
ring located at the same position are secured at the opposite ends of
a pin stand that bores through the wall of the G10 tube, as shown in
the inset (a) of Fig. 2. An epoxy resin glue is applied to secure the
stands to the G10 tube and ensure a hermetic sealing.

The electric potential is stepped down along the ring array by
voltage division using a series of resistors. Neighboring compo-
nents (the rings or the cathode plate) are electrically connected
via resistors of 20 MO. The resistors are installed in the space
between the outer ring and the G10 tube along the dashed lines
denoted in Fig. 2(a). Their leads are secured to the pin stands. A
pair of the inner and outer rings installed at the opposites end of a
given pin stand are at the same potential. To mitigate the risk of
sparking between neighboring pin stands, the stands are aligned
in a zigzag pattern to maintain a larger distance. The voltage
divider circuit formed along the ring array is terminated by a
resistor between the most downstream ring and the vacuum
chamber. The resistance of the terminator is chosen in a way that

the electric field maintains its uniformity down to the micromesh,
which is biased to a negative potential. This ensures uniform
transport of drift electrons from the last equipotential plane
defined by the most downstream rings to the Micromegas.

2.4. Insulation of the cathode voltage

An important specification of the AT-TPC is its high electric
field of 1 kV/cm, which enables fast responses from the AT-TPC
and limits the detector dead time. This feature is essential for the
use of different gases as active targets because most of the active
target gases, such as hydrogen or helium mixtures, involve a
much lower drift velocity of electron than that of argon mixtures
widely used in non-active target TPCs. The use of different gases
ensures versatility in reaction studies. Low velocities result in a
long detector dead time to collect all the primary ionization
electrons, which in turn limits the particle rate that can be
applied to the AT-TPC. Fig. 4 compares the electron drift velocities
simulated by the Magboltz code [31] between He:CO2 90:10 and
Ar:CH4 90:10 (P10) mixtures. The drift velocity of P10 shows a
rapid rise at low electric fields and peaks at around 0.2 kV/cm/
atm, where large scale TPCs typically set the operating voltage
[23]. In contrast, the velocity slowly increases with electric field
in the helium mixture. At 0.2 kV/cm/atm, the drift velocity of the
He:CO2 90:10 mixture is about 0:5 cm=ms, which is smaller than
that of P10 by one order of magnitude. Given a drift length of
100 cm, the drift velocity of 0:5 cm=ms gives a maximum dead
time of 200 ms. At a particle rate of 1 kHz, the pile up ratio reaches
200 ms! 1 kHz¼ 20%.

It is thus important to provide a higher electric field than the
conventional operating value of around 0.2 kV/cm over the drift
region. The envisioned specification of 1 kV/cm typically gives a
drift velocity of a few cm=ms for helium or hydrogen mixtures at
atmospheric pressure. This requires a maximum operating cath-
ode voltage of #100 kV for the AT-TPC with a drift length of
100 cm and #50 kV for the half-scale prototype, respectively. While
insulation of such a high voltage requires space, the maximum
diameter of the vacuum chamber of the AT-TPC is limited to about
70 cm by the bore of the solenoid and the mechanical supports of
the detector assembly. Efficient insulation of the cathode voltage is
therefore paramount to maximize the active area of the future AT-
TPC. Special care was given to the isolation of the cathode of the
Prototype AT-TPC. The four components described in Sections

Fig. 3. Electric field simulations by the Garfield code [24]. The cylindrical detector
volume is approximated by an infinite box with the same cross-sectional
geometry. Equipotential surfaces are plotted by the solid lines as a function of
the radius with respect to the symmetry axis (Z). The cathode plate is located at Z
¼ 50 cm.
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Fig. 4. Simulated electron drift velocities for P10 (dotted line) and He:CO2 90:10
mixtures (solid line) as a function of electric field. The simulation was made using
the Magboltz code [31].
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Figure 4.13: Simulated electron drift velocities for P10 (dotted line) and He:CO2 90:10
mixtures (solid line) as a function of electric field. The simulation was made using the
Magboltz code [62]. Figure from Ref. [27].

to glue a thin foil of para-aramid, or Mictron, produced by Toray Industries, Inc. Mictron

has a density of 1.45 g/cm3. The specific foil used as the beam window has a thickness of

0.536 mg/cm2, or 3.7 µm.

To use the prototype AT-TPC for a wide variety of nuclear reactions studies, many

di↵erent types of gases must be available to use as active target gases. In order to achieve

this versatility in gas choice, the high electric field capability of the prototype AT-TPC is

vital due to the sometimes radically di↵erent electron drift velocities of various gases. Lower

drift velocities cause a longer detector dead time, limiting the beam particle rate that can

be delivered to the device.

Magboltz [62], a code used to simulate the transport of electrons in gas mixtures, is used

to compare the drift velocities of electrons in both He:CO2 90:10 and Ar:CH4, or P10, gas
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mixtures. The comparison is shown in Fig. 4.13. In the figure, one sees a sharp peak at low

electric fields in the P10 simulation, while for He:CO2 90:10 a smooth rise in drift velocity as

a function of electric field is seen. Near 0.2 kV/cm/atm, the drift velocity in P10 is about an

order of magnitude higher than that in He:CO2 90:10. This electric field value is the typical

operating voltage of many large scale TPCs [63]. At this value, for a given drift length of

100 cm, a drift velocity of 0.5 cm/µs results in a 200 µs maximum dead time. Such a dead

time, coupled with a beam particle rate of 1 kHz, results in a pile up ratio of 20% [27].

In order to avoid such a large dead time scenario, an electric field that is higher than the

typical value of 0.2 kV/cm must be used. By utilizing a field of 1 kV/cm at atmospheric

pressure, the electron drift velocity in He:CO2 90:10 is near 2.5 cm/µs. To achieve this field

across the 50 cm length of the field cage, a voltage of -50 kV is applied to the cathode [27].

As described in the preceding sections, insulating gas and the corona ring ensure that

there is minimal risk for sparking. Tests were performed to rate the maximum voltage on

the cathode. The active target gas was He:CO2 90:10 with an insulating nitrogen gas, both

held at atmospheric pressure. The tests were made with a 880PL-10 mA-A unit, a portable

DC insulation tester used to supply power to the cathode. The tester was manufactured by

Hipotronics. The voltage was increased up to -60 kV before any internal sparking occurred.

This -60 kV value corresponds to the maximum voltage rating of the beam duct, and is 20%

larger than the nominal -50 kV operating voltage of the cathode. Thus, the safety margin

over the maximum operating voltage of the cathode is 20% [27].

The nitrogen insulation gas has a dielectric strength of 34 kV/cm/atm [60]. At 1 atm

and with an approximately 6 cm separation between the field cage wall and exterior chamber

wall, the insulation gas has a strength of about 200 kV, well above the 50 kV rating of the

cathode [27].
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4.2.4 Micromegas

A basic description of the operating principles of the Micromegas electron amplification

device is found in Section 2.2.3. This section will describe more details about the specific

Micromegas used in this work.

The Micromegas is mounted on the downstream end of the field cage. The two basic

components of the device are the anode readout plane and the micromesh. Made of 18 µm

diameter SDC 45/18 stainless steel wire manufactured by Bopp, the wire is woven with a

63 µm pitch into a mesh plane. Insulated pillars 0.3 mm in diameter are arranged in a 2 mm

by 2 mm grid pattern on the anode readout plane to support the mesh at a uniform 128 µm

distance above the plane [27]. A field of about 50 kV/cm is held over this distance, which

serves as the amplification gap for the electrons.

The anode readout plane is made of printed circuit board (PCB) and was designed

and fabricated at the NSCL. The electrodes for the anode consist of copper that has been

electroplated with 3 µm of nickel and 1 µm of gold via immersion. This electroplating

was done to prevent oxidation damage of the surface of the electrodes and to provide a

smooth surface [27]. The assembly of the anode PCB and the micromesh was performed at

SEDI/IRFU CEA-Saclay using bulk technology [64].

The anode plane’s layout was designed to optimize resolution for kinematical reconstruc-

tion of binary events. The anode plane is circular and centered on the beam axis. The active

area of the plane is 250 mm in diameter. This area is divided into individual readout chan-

nels, referred to as pads. The segmentation of the pads is radially symmetric from the center

to optimize radial resolution. The central pad is circular with a 5 mm diameter. All other

pads are coaxial in shape and 2 mm wide, and are spaced with a 0.25 mm gap. The coaxial
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pads are separated into four quadrants, with the five inner-most pads further separated into

eight octants for improved resolution near the beam axis. Each quadrant is comprised of 63

pads, resulting in 253 pads in total [27].

The pads are routed to three surface mount connectors that are soldered on the back

of the PCB. Two of the connectors have 100 inputs, and the third has 60, enough in total

for all 253 pads. The three connectors couple to the feedthrough on the endplate where the

Micromegas is mounted. If so desired, an adapter can be inserted between the endplate and

the Micromegas to adjust the placement of the Micromegas relative to the field cage. For

this work, the Micromegas was located about 5 mm downstream from the last field cage ring

electrode. Six threaded stand-o↵s are mounted on the back of the PCB for mounting to the

endplate. The endplate has six holes drilled into it that are aligned with the stand-o↵s. The

Micromegas are the held to the endplate with six self-sealing screws that are inserted from

the backside of the endplate. The endplate’s KF40 flange contains an SHV feedthrough that

provides a voltage to the micromesh [27].

As first shown in Section 2.2.3, Fig. 2.5 is a photograph of the Micromegas used in this

work, while Fig. 2.6 illustrates the tracking detection technique of the Micromegas.

The beam particles enter the field cage perpendicular to the Micromegas. As a 10Be

beam particle traverses the active target, the central pad and some of the inner coaxial

pads record the energy deposit profile of the particle in time, from which the position of the

particle along the beam axis (z) can be calculated given the 24.0 mm/µs drift velocity of the

electrons in the active target gas. After an elastic scattering reaction, the outgoing 10Be and

4He particles travel over multiple coaxial pads in opposite quadrants as they leave the beam

axis. For each particle, the strips over which it travels give the energy deposit profile as a

function of radius r from the center in addition to z, from which the polar angle and total
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range of the particle can be calculated. The azimuthal angle cannot be calculated with this

design of Micromegas, but for binary reactions, the two products have opposite azimuthal

angles, ensuring that they are recorded in opposite quadrants and thus have separable energy

deposit profiles [27].

4.2.5 Readout Electronics

The schematic of the electric circuit used for the signal readout of the Micromegas is given

in Fig. 4.14. The circuit handles both the anode pad signals and the micromesh signal.

The micromesh signal is used as a trigger for reading out the pad signals. The pad signals

are digitized and the waveforms of each of the 253 pads (252 separated into quadrants

and one central pad) are individually recorded. The electronics includes a 511 channel

sampling capacitor array for analog memory, an analog-to-digital converter (ADC), and

zero-suppresion [27].

A DC power supply holds a negative bias voltage on the micromesh, and a 100 M⌦

resistor is included to limit discharge currents that may occur in the Micromegas. A 2001A

Canberra charge-sensitive preamplifier is used, with a 20 nF decoupling capacitor, to amplify

the signal of the collected charge on the micromesh [27].

One contribution to the signals in the Micromegas is cross-talk due to the capacitive

coupling of the pads. The pads are coupled because the micromesh spans the entire anode

plane. Thus, when one pad creates a signal due to an electron avalanche between it and the

mesh, reverse polarity pulses are induced on the other pads. The induced pulses can distort

the signals on the nearby pads if they also have avalanche signals simultaneously with other

pads. The cross-talk pulse amplitude is proportional to the ratio of the capacitance Cpad-mesh

and the total capacitance Cmesh-ground between the mesh and ground. This amplitude is
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10 nF inserted in parallel to Cmesh2anode increases Cmesh2ground and
decreases the Cpad2pad=Cmesh2ground ratio, thus reducing the effect
of the capacitive cross-talk. The capacitance value is determined
by a compromise between reduction of the cross-talk and the risk
of damage by discharge of the stored energy, which increases
with Cmesh2ground.

2.6.2. Anode circuit
The signals of the anode pads are read out by the electronics

[28] developed for TPCs of the Tokai-to-Kamioka (T2K) experi-
ment for neutrino oscillation measurements [29]. The T2K elec-
tronics consists of the Front End Card (FEC) for pulse shaping and
digitization, and the Front-end Mezzanine Card (FEM) for data
transfer. The FEC contains four ASICs (application-specific inte-
grated circuits) of 72 inputs each. Each channel has a preamplifier,
a shaping amplifier and an analog memory to record waveforms
of input signals. The memory is based on the Switching Capacitor
Array (SCA) consisting of 511 capacitor cells. Each capacitor cell
stores a charge proportional to the amplitude of the input signal
within a time window programmable from 0.02 to 1 ms. The
ensemble of the capacitor cells thus stores waveforms over a time
range of 10–511 ms. The SCA serves as a circular buffer in which
the sampling resumes from the first buffer cell after one sampling
cycle ends with the 511th cell. Once an external trigger is
received by the FEM, the SCA stops the sampling and sequentially
sends the charges stored in the buffer cells to a 12-bit analog-to-
digital converter on the FEC.

The feedthrough of the endplate interfaces the readout system
and the Micromegas plugged in to the opposite end. The input of
the FEC is connected to the feedthrough of the readout endplate
via an adapter board, referred to as ZAP. The FEC and the ZAP
boards are sandwiched by a pair of copper plates to shield these
boards from electromagnetic interference and tightly connect
the ground of the FEC to that of the enclosure of the Prototype
AT-TPC.

The ZAP board was developed at the NSCL. The role of this
board is twofold. The first is to have the ability to put a unique
bias on individual pads. The gain of a pad is governed by the
potential difference between the given pad and the micromesh.
Thus, we can have different gains for different pad positions by
increasing or decreasing the pad potential individually [22]. In
nuclear reactions, there can be a large difference between the
proton number (Z) of the beam and the target. In direct reactions
in inverse kinematics, for instance, the beam nucleus is usually
much heavier than the target nucleus. The higher Z beam particle
loses a larger amount of energy than the recoiling target ion over
a given distance. If a uniform gain is set over the entire anode
plane, a very large dynamic range is required for the readout
electronics. Furthermore the high charge density induced by the
beam increases the possibility of discharges. Biasing individual
pads allows one to lower the gain in the beam region while
retaining a higher gain in the outer region, which allows simulta-
neous recording of both beam and recoil particles with no
saturation of the electronics and less risk of discharges. Each
pad has three possibilities of bias voltages, selectable via a shunt
jumper labeled (B) in Fig. 7. The second role of the ZAP board is to

Fig. 7. Schematic diagram of the readout circuit for the Micromegas. For simplicity, only one pad is shown for each quadrant (Q1.a, Q2.b, Q3.c and Q4.d). The pad signal
Q#.X (#¼Quadrant ID, X¼Pad ID) can be routed to the T2K electronics, the quadrant output ’Q#’ and the central output ‘Central’, which can be selected by the jumpers A.
Signals can be split and sent to multiple outputs by installing resistive jumpers. The potential of individual pads can be selected to be ground, or a different choice of high
voltages HV1 or HV2 by the jumpers B.
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Figure 4.14: Schematic diagram of the readout circuit for the Micromegas. For simplicity,
only one pad is shown for each quadrant (Q1.a, Q2.b, Q3.c and Q4.d). The pad signal Q#.X
(# = Quadrant ID, X = Pad ID) can be routed to the T2K electronics, the quadrant output
‘Q#’ and the central output ‘Central,’ which can be selected by the jumpers A. Signals
can be split and sent to multiple outputs by installing resistive jumpers. The potential of
individual pads can be selected to be ground, or a di↵erent choice of high voltages HV1 or
HV2 by the jumpers B. Figure from Ref. [27].

minimized by increasing the detector capacitance relative to ground. The largest contributor

to Cmesh-ground is typically the capacitance Cmesh-anode between the mesh and anode plane. The

value of Cmesh-anode, when modeled in vacuum with a parallel plate configuration, is about

4 nF. Therefore, an additional 10 nF capacitor is added between the mesh and ground to

increase Cmesh-ground and thus decrease cross-talk [26]. The value of the capacitor was limited

to 10 nF to reduce the risk of damage by discharge of the energy stored in the capacitor and

to preserve a good quality signal of the mesh preamplifier [27].
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The readout electronics [65] used were originally developed for TPCs used in the Tokai-to-

Kamioka (T2K) experiment for neutrino oscillation measurements [66]. The Front End Card

(FEC) handles pulse shaping and digitization, and data transfer is done with the Front-End

Mezzanine card (FEM). Four Application-Specific Integrated Circuits (ASICs), each with 72

inputs, are located on the FEC. A preamplifier, shaping amplifier, and analog memory for

recording input signals and waveforms is included for each pad signal channel. A Sampling

Capacitor Array (SCA) built of 511 capacitor cells is used for the analog memory storage.

The charge stored in each cell is proportional to the input amplitude. The time window over

which the signal is stored in the SCA is programmable to between 0.02 and 1 µs, resulting

in a total time range of 10 to 511 µs . Acting as a circular bu↵er, the SCA samples the

input signal over its 511 cells. When the FEM receives an external trigger, the writing in

the SCA is stopped. After a read order, the stored charges are sent in sequence to the FEC,

where they are converted to a digital number by a 12-bit ADC [27]. A diagram depicting

the actions of the SCA is given in Fig. 4.15.

An adapter board, called the ZAP board [27], is used to connect the FEC to the

feedthrough from the Micromegas pads located on the back of the endplate of the pro-

totype AT-TPC. The ZAP board and FEC are shielded form electromagnetic interference

by two copper plates. The plates also ensure that the FEC is grounded to the exterior of

the prototype AT-TPC. A photo of the ZAP board is shown in Fig. 4.16.

The FEM is mounted on the back of the FEC and is unshielded. The fully mounted

electronics setup used in this work is shown in Fig. 4.17.

Developed at NSCL, the ZAP board serves two purposes: (1) it allows for each pad to

have a specific gain and (2) it relays signals from the pads to the FEC for generating a
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Figure 4.15: Diagram of the writing and readout of the Sampling Capacitor Array (SCA).
The SCA is continuously filled in a circular manner. When a trigger signal is received, all
511 cells are read out. Figure from P. Baron.

trigger [27]. In this work in particular, the gain variation feature of the ZAP was necessary

to trigger binary events.

Gain variation among pads is achieved in the ZAP board by applying specific biases to

individual pads. The gain is a function of the potential di↵erence between the pad and the

micromesh [26]. On the ZAP board, a shunt jumper for each pad is used to select one of

three possible bias voltages. These jumpers are labeled Jumper (B) in Fig. 4.14. A data plot

showing the relationship between gain and the applied voltage on the Micromesh is given in

Fig. 4.18.

The utility of gain variation comes from the di↵erence in the energy deposit profile of

nuclei with di↵erent atomic number Z. As described by the Bethe formula in Eq. 2.1, the

energy loss of charged particles in a gas is proportional to Z2. Considering the nuclei studied

in this work, a 10Be particle will deposit four times the energy per unit length as 4He at
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Figure 4.16: A photo of the ZAP board before mounting.

the same velocity. There are two scenarios for keeping a uniform gain across all pads in this

case, and both are limited by the finite dynamic range of the readout electronics. One is that

the energy deposit profiles of 10Be particles are successfully recorded. However, this would

result in the 4He signal being in the noise, and thus not recordable. On the other hand, if

the uniform gain is increased to allow for the 4He energy deposit profiles to be measured,

the pads over which the 10Be particles traverse would become highly saturated, resulting not

only in an unreliable measure of deposited energy on a given pad, but also in large cross-talk

between neighboring pads and channels, rendering the 10Be pad signals essentially useless.

The solution to this gain dilemma is to vary the gain on specific pads. The majority of

the pads are kept at a gain suitable for recording the energy deposit profile of 10Be. Every

fifth pad from the center, however, has an increased gain in order to record the energy

deposit profile of 4He particles, allowing for binary events to be triggered. A more detailed

description of the triggering scheme is found in Section 4.3 later in this chapter.

The second purpose of the ZAP board is to route signals from the pads to the electronics.

There are three options for signal routing [27]:
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Figure 4.17: A photo of the shielded ZAP board and FEC as mounted on the prototype
AT-TPC. The unshielded FEM is perpendicularly mounted on the back of the FEC.

1. Output each individual signal to the T2K electronics.

2. Output Q1, Q2, Q3, and Q4, each corresponding to one quadrant. The pad signals are

therefore separated only by which quadrant they are found in. These quadrant output

signals can then be used as a condition for triggering on product nuclei as they travel

through the TPC away from the beam axis.
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route selected anode signals to external electronics for generating
a trigger. Three paths are available:

1. Output to the T2K electronics.
2. Output Q1–Q4, each corresponding to a quadrant. The pads are

routed to the output of their own quadrants. This path is
available for the coaxial strips within a radius of 2 cm or
located at 2.5 and 3.0 cm. The output signal can be used as a
trigger condition for ions emitted away from the beam axis.

3. Output ‘Central’. This output is common to all the pads, thus
summing up the signals from the routed pads independent of
quadrants. It is available for pads within 2 cm from the center,
and meant to extract a beam signal.

These paths are selectable by a shunt jumper labeled (A) in Fig. 7.
By using a resistive jumper, it is possible to divide and route a
signal to different outputs simultaneously.

The digitized data of the FEC are collected and transferred to a
computer via the FEM. The FEM and the computer are interfaced
by the Data Concentrator Card (DCC) based on the ML507
Evaluation Platform of Xilinx, Inc., linked with a duplex optical
fiber to the former and an Ethernet cable to the latter. The optical
fiber decouples the ground of the front-end components
(FEC, FEM and the detector) from that of the DCC and the
computer to isolate potential sources of noise. The DCC controls
the acquisition and optionally compresses the data to reduce the
data traffic.

A reduced version of the FEM, which is directly coupled to the
computer with a Universal Serial Bus link, was used for offline
tests using standard alpha sources. The data acquisition rate of
the reduced FEM is limited to about 1 Hz, which is not suited for
measurements demanding a small dead time. The FEM-DCC system,
which works at a few tens of Hz as described in Section 4.1, was
used during the radioactive beam experiments.

3. Offline test with a standard alpha source 241Am

3.1. Setup

The performance of the Prototype AT-TPC was characterized at
the NSCL using a He:CO2 90:10 mixture and a standard 241Am
alpha source. An 241Am source, encased in a circular plastic disk of
2.5 cm in diameter and 0.6 cm in thickness, was centered on the
interior surface of the cathode plate. The active diameter of the
source was about 5 mm. The source was covered by a 50 mm thick
copper foil with multiple 0.5 mm diameter holes in order to
attenuate the rate of alpha particles to a few counts per second.
The copper attenuator was put at the cathode potential. The
operation voltage of the micromesh was !350 V if not specified
otherwise. The anode pads were grounded throughout the mea-
surements. The cathode voltage was set to !40 kV, providing an
electric field of 0.8 kV/cm. The capacitor cell sampling period
was set to 50 ns, while the peaking time of the amplifier was set
to 1 ms.

3.2. Gain

The gain of the electron amplification was deduced from the
micromesh signal. Measurements were performed in He:CO2

90:10 gas mixtures at three different pressures, 0.25, 0.5 and
1 atm. The preamplifier output of the micromesh signal was
measured with an oscilloscope. The maximum amplitude was
recorded and then translated into the charge collected after being
amplified by the micromesh (Q2). The range of 5.5-MeV alpha
particle for pressures of 0.25, 0.5 and 1 atm is 52, 26 and 13 cm,

respectively. At all three pressures, some of the alpha particles
deposit all the kinetic energy on the active area of the Micro-
megas, corresponding to the maximum amplitude of the signals
observed. The primary charge (Q1) created by the energy deposi-
tion of 5.5 MeV is estimated to be 29 fC. Here we assume a mean
ionization energy (W-value) of 30 eV, which is the typical value
for helium mixtures with a small ratio of a quencher [30]. The
gain (Gmes) was deduced as Gmes ¼Q2=Q1. The results shown in
Fig. 8 clearly demonstrate that the gain has an exponential
dependence as a function of micromesh voltage. The data at
1 atm are consistent with the results of our previous study [22], in
which we tested a Micromegas detector with the same anode–
micromesh gap size as the present Micromegas, but with a much
shorter drift distance (3 cm) compared to the present setup
(50 cm). This indicates there is no significant absorption of
electrons over the distance of 50 cm in the field cage of the
Prototype AT-TPC.

Note that the maximum gain in Fig. 8 was limited by the
dynamic range of the preamplifier output. The real upper limit of
the gain was governed by discharge, which induced a continuous
current in both the cathode and the micromesh. Once a discharge
took place, the current remained until the power supplies were
turned off. We presume that the discharges are triggered by
ultraviolet rays emitted from electron avalanches in the Micro-
megas. When these ultraviolet rays hit metallic parts, such as the
cathode or voltage divider electrodes, they produce electrons
through the photo-electric effect. The photo-electrons are trans-
ported to the Micromegas by the electric field and themselves
emit ultraviolet rays by avalanches. This recursive process devel-
ops a continuous current flowing from the cathode or the ring
electrodes to the Micromegas. The threshold voltage of the
micromesh for this phenomenon was measured at a rate of
37 kBq in a He:CO2 90:10 mixture at atmospheric pressure, and
was strongly dependent on the material of the cathode. With the
aluminum surface of the cathode exposed, the discharge started
at a micromesh voltage of !350 V. After a copper foil was
installed to cover the whole surface of the cathode, the threshold
voltage increased to !450 V.

3.3. Track analysis

Fig. 9(a) shows an example of a track of a 5.5 MeV alpha of
241Am in a He:CO2 90:10 mixture at atmospheric pressure. In
Fig. 9(a), the anode signal amplitudes are plotted against the drift
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Fig. 8. Electron amplification gain of the Micromegas as a function of micromesh
voltage. The data were measured in He:CO2 90:10 mixtures at 0.25 (triangles), 0.5
(boxes), and 1 atm (circles).
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Figure 4.18: Electron amplification gain of the Micromegas as a function of micromesh
voltage. The data were measured in He:CO2 90:10 mixtures at 0.25 atm (blue triangles),
0.5 atm (green boxes), and 1 atm (orange circles). Figure from Ref. [27].

3. Output ‘Central.’ This option sums the signals of all pads set to ‘Central’ and is only

available to pads within 2 cm of the center of the Micromegas. ‘Central’ is thus used

to record the energy deposit profile of the beam.

The three output options are selected by the use of a shunt jumper, labeled as Jumper

(A) in Fig. 4.14. If the jumper used is resistive, the signal can be divided and thus routed

to multiple output options simultaneously [27]. The exact options chosen for this work are

described in Section 4.3.

The FEC then digitizes the data during the read phase and transfers the data to a com-

puter for collection through the FEM. The FEM outputs the data to the Data Concentrator

Card (DCC) via an optical fiber. The fiber decouples the shared ground of the FEC, FEM,

and prototype AT-TPC from the DCC and the computer to isolate the analog electronics

from potential sources of noise. The DDC is based on the ML507 Evaluation Platform of
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Xilinx, Inc., and interfaces the FEM with the computer via an ethernet cable [27]. The

collection of data in this work is further described in Section 4.4.

The parameter settings used for the T2K electronics in this work include a 0.5 µs peaking

time, a 40 µs time window, and a gain of 360 fC over all 4,000 digitalized channels.

4.3 Experimental Setup

During the experiment, the prototype AT-TPC was installed in the vault beyond TwinSol,

as shown in Fig. 4.1. A schematic of the prototype AT-TPC including the Micromegas used

in this work is found in Fig. 4.19.

Figure 4.19: Schematic drawing of the experimental setup of the prototype AT-TPC. The
inset is a magnified view of the segmented anode pad plane of the Micromegas detector near
the beam axis. Figure adapted from Ref. [9].
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4.3.1 MCP and Beam Ladder

As mentioned in Section 4.1.3, a beam steerer is located after TwinSol. A high vacuum

ISO160 tee, shown in Fig. 4.20 was placed after the beam steerer. This tee houses a Micro-

Channel Plate (MCP) detector and a beam ladder, on which various items may be mounted.

An MCP is a fast amplification device. It consists of a bundle of glass tubes with

diameters and spacing on the order of a few microns. The upper and lower sides are plated

with Ni. The plate is typically held at a voltage of 500 to 1000 V. Each channel acts like a

miniature photomultiplier tube (PM tube [41]). When a particle, such as an electron, enters

one of the channels of the MCP, a cascade of electrons is formed, amplifying the signal. The

MCP used in this work is made of Ni-Cr and was built by tectra GmbH. Its model number

is MCP-33-D-R-A. The design employs two identical MCPs. The channels in each plate are

angled at 12� ± 1�, and the plates are stacked in a Chevron style such that the channels

of one plate are rotated 180� with respect to the channels of the other plate, forming a ‘V’

Figure 4.20: Image of the ISO160 tee with the retracting beam ladder. The MCP is mounted
on the top flange and is install inside of the tee. The black beam steerer can be seen located
a few inches upstream of the tee.
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recent test done at NSCL was performed Tuesday, March 29, 2011 at 11:13:09 
PM.  Data, shown below, was taken at 2 x 10-6 torr with the Si detector at 14 V 
and 0.93 µA.  Thus, if necessary, tests can be run using an alpha source from 
Notre Dame and the same Si detector to ensure that the MCP is functioning 
properly if the output of the MCP with the beam seems incorrect.  Also below is 
an image of where the Si detector is mounted during testing. 

Si Counts Coincidence Counts Efficiency Voltage (kV) 
20 40 66.7% 2.22 @ 50 microA 
16 40 71.4% 2.25 @ 50 microA 
22 40 64.5% 2.30 @ 50 microA 
14 40 74.1% 2.35 @ 60 microA 
9 40 81.6% 2.40 @ 60 microA 
10 40 80.0% 2.45 @ 60 microA 
7 40 85.1% 2.50 @ 60 microA 

 

 

• Due to the geometry of the flange, the last few magnets on the end of the two 
plates of the housing had to be moved about a centimeter from their last tested 
locations.  I do not expect this movement to greatly affect the field since they are 
furthest from the target, but one can check the field with a Hall probe if the 
efficiency seems low during testing.  The field should be as near to 63 G as 
possible. 

• Any materials not located in the experimental area at Notre Dame, such as the 
internal cables and spare resistors, are stored in boxes marked “MCP” in the semi-
clean room in the detector lab.  All necessary materials that were used in tests 
conducted at NSCL should be located in these boxes at Notre Dame. 

Figure 4.21: A side view of the copper plates and resistor chain on the MCP housing. The
MCP and foil are both located on the green PCB on the top of the chain.

shape. This stacking method is chosen to prevent positive ions from traveling back through

the plates. The channels have a diameter of 12± 0.5 µm and a pitch of 14.5± 0.5 µm. The

plates are 33 mm in diameter with a 25 mm active diameter. When biased to 2 kV, the pair

has a gain of about 5⇥ 106.

As part of the setup of the Protoype AT-TPC, the MCP is used as a beam diagnostic

tool. Its role is to measure the incoming beam rate into the AT-TPC and to output a trigger

signal for the incoming beam particles.

The beam is measured by the MCP without being intercepted. A double-sided-aluminized

polypropylene foil of thickness 70 µg/cm2 is placed in the path of the beam and held at a
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Figure 4.22: Image of the MCP mounted on its housing and flange. Inside of the red rectangle
are two of the small permanent magnets mounted on one of the soft iron walls. The orange
rectangle shows the location of the back of the MCP anode, while the black rectangle below
identifies the double-sided-aluminized polypropylene foil.

negative potential of �2400 V. As the beam particles pass through the foil, they lose negligi-

ble energy in producing secondary electrons o↵ of the thin foil before continuing onward into

the prototype AT-TPC. A 0.5 kV/cm electric field is established parallel to the beam axis,

and the electrons freed from the foil are accelerated in this field. Superimposed is a perpen-
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Figure 4.23: The MCP installed in the ISO160 tee, slightly downstream from the beam
ladder. Behind the tee, iron and steel plates are mounted to minimize the e↵ects of stray
fields from the beam steerer on electron traveling from the foil to the MCP. The foil can be
seen inside of the magenta square.

dicular 65 G magnetic field. This E ⇥B field transports the electrons a lateral distance of

4.5 cm to the MCP. The upper side of the MCP is at �2300 V, and the electrons therefore

have an energy of 100 eV when hitting the MCP. This energy corresponds to the maximum

detection e�ciency of the MCP for electrons. The electric field is created by stepping down

2.4 kV over twelve copper plates connected in series with a chain of 10 M⌦ resistors, seen

in Fig. 4.21. The plates are shaped such that there is an open path along the beam axis

and for also an open path for the electrons to be transported from the foil to the MCP. The

magnetic field is made by placing twenty small permanent magnets on the soft iron outer

walls of the housing, creating a uniform magnetic field between the two walls. While the
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electric and magnetic fields are of proper strength to accelerate and bend the electrons to

the MCP, they have a negligible e↵ect on the nearly 40 MeV beam particles. The assembled

housing as used in this work is shown in Fig. 4.22, and Fig. 4.23 shows it installed in the

ISO160 tee.

Once the electrons reach the MCP, they are amplified and the signal is sent to a three-

step cascade fast amplifier. From the amplifier, the signal is sent through a leading edge

discriminator and then a gate and delay generator, where a 10 µs window is set. This

window, in principle, acts as a trigger window for reactions in the prototype AT-TPC. For

this experiment, however, the MCP signal could not be used as trigger. The beam rate

through the MCP was about 10 kpps (kilo-particles per second), while the beam rate inside

of the TPC, as measured by the mesh signal (described later) was only 1 kpps, an order of

magnitude less. This di↵erence in rate is due to the large emittance of the secondary beam;

most beam particles that pass the MCP were not focused in the small 7 mm diameter beam

window of the prototype AT-TPC.

While the MCP did not give the rate of the beam delivered to the prototype AT-TPC,

the signal was used to determine how much beam was produced from TwinSol. In other

experiments where the beam had smaller emittance, the MCP signal was used as trigger.

In addition to the MCP, the ISO160 tee housed the beam ladder, a retractable arm

on which various items can be mounted. The ladder was manufactured by Kurt J. Lesker

Company, Part# KLSDDA, Screw Drive KLSD Series (Bellows Sealed), 6” travel, CF1.33”.

To accommodate the ladder, a KF40 sleeve was welded onto the ISO160 tee, perpendicular

to the beam axis and parallel to the floor. During this experiment, a pair of Si detectors, a

228Th 3 µCi ↵ source, and an iris collimator were mounted on the ladder, as seen in Fig. 4.24.
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Figure 4.24: The beam ladder installed in the sleeve of the ISO160 tee. On it are mounted,
from left, a stacked pair of Si detectors, a 228Th 3 µCi ↵ source, and an iris collimator.

The Si detectors are stacked on top of each other, one on each side of the beam ladder.

The detector further upstream acts as a �E detector, with the one downstream acting as an

E detector. Both detectors have an active area of 450 mm2 and are Ortec models. The �E

detector is model 43-017J and is 50 µm thick, while the E detector is model 31-493A with

a 1000 µm thickness. Together, the pair is used for beam diagnostics along with another

detector, described in detail in Section 4.3.2. A detailed description of Si detectors can be

found in Ref. [41].

A 3 µCi 228Th ↵ source was installed on the beam ladder for testing the detection e�ciency

of the MCP. In the testing, the ↵ particles travel through the foil mounted on the MCP

housing and are detected by a Si detector mounted on the back of the housing. The number

of events registered by the MCP is compared with that of the Si detector, from which an
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e�ciency is calculated. The Si detector used was model TB-24-450-300-5. The tests yielded

a detection e�ciency of between 80% and 85% for the MCP. Stray fields from the beam

steerer can alter the paths of electrons to the MCP, lowering the device’s e�ciency. Iron

and steel plates placed between the ISO160 tee and beam steerer minimize the stray fields,

alleviating this issue. Some of the plates can be seen clamped behind the tee in Fig. 4.23.

The last item on the beam ladder was an iris collimator, or iris diaphragm. Model #53-

911 from Edmund Optics, the diaphragm is made of stainless steel and has an outer diameter

of 37.00 mm. Its maximum aperture is 25.00 mm in diameter, and its minimum aperture is

0.90 mm in diameter. The purpose of the iris is to use its adjustable aperture to collimate

the beam before the MCP and prototype AT-TPC if needed. For this experiment, the iris

did not prove necessary.

The three items on the ladder were positioned on the ladder as follows, with respect to

the distance settings of the ladder: 136.84 mm to the center of the Si detectors, 99.3 mm to

the center of the ↵ source, and 56.97 mm to the center of the iris. Thus, when the ladder was

retracted to 136.84 mm, the Si detectors were centered on the beam axis, and similarly for

the ↵ source and iris. When the ladder was set to 17.00 mm, there were 35 mm of clearance

around the beam axis, which is larger than the 33 mm foil on the MCP housing. Therefore,

when the beam is delivered to the prototype AT-TPC, the ladder was set anywhere between

0 and 17 mm to clear the beam passage.

The MCP and beam ladder were both aligned on the beam axis with the use of a telescope

permanently installed in the vault where the experiment was held. The crosshairs of the

telescope are centered on the beam axis, and adjustment knobs on the telescope are available

to measure how far o↵ axis an object is both vertically and horizontally. For example, by

viewing the foil on the MCP housing through the telescope, its relation to the beam axis
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can be seen and measured. The MCP mounted is then adjusted until it is on axis. This

measurement and adjustment method is done iteratively until the foil is aligned to a precision

of about 1 mm from the axis center. The same method is done with the beam ladder. The

alignment of the prototype AT-TPC is similar and will be discussed in more detail later.

4.3.2 Position Sensitive Si Detector

Once the MCP and beam ladder were installed in the ISO160 tee, a Position Sensitive Si

Detector (PSSD) was temporarily placed after the tee for measuring the energy of beam

particles. The PSSD was placed at the location where the entrance window of the prototype

AT-TPC would later be located, about 36.8 cm downstream from the centering ring on the

downstream flange of the ISO160 tee. Thus, the PSSD provides a measure of the energy of

beam particles as they enter the prototype AT-TPC. Fig. 4.25 shows the installation of the

PSSD as used in this work.

Figure 4.25: The PSSD mounted past the ISO160 tee, at the eventual location of the beam
window of the prototype AT-TPC.
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Figure 4.26: Spectrum of E��E, showing separation of isotopes in the beam. The relative
intensities of the isotopes somewhat change as beam conditions change.

The PSSD is 230 µm thick and was custom-built by the UC-Berkeley detector group. It

is stacked with a thinner Si detector used as a �E detector. The �E detector is an Ortec

24-008A model, and is 50 µm thick.

The position sensitivity of the PSSD was calibrated with the ↵ source on the beam ladder.

An asymmetric mask was placed in front of the PSSD. The resulting image on the PSSD

provided the position determination of the device. Once calibrated, the mask was removed

and the ↵ source retracted. A 10 mm-diameter circular collimator was then placed in front

of the PSSD, centered on the beam axis. Beam was then delivered to the PSSD to determine

its energy. The E ��E detectors provided separation of di↵erent isotopes in the beam, as

shown in Fig. 4.26. From the measurement of E � �E on the beam ladder, the energy of

10Be was found to be between 38.765 and 38.799 MeV, while the E��E with the PSSD was
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39.543 MeV, resulting in an energy determination of 39.0+0.50
�0.25 MeV for 10Be beam particles

incident on the beam window of the device. This value was found to be consistent with the

energy measured by the E ��E Si detectors mounted on the beam ladder, as well.

Due to energy loss in the beam window, the energy of the beam delivered inside of the

prototype AT-TPC is 38.2 ± 0.5 MeV after the beam window. Confirmation of this beam

energy via analysis of the length of particle tracks in the active target volume is described

in detail in Section 5.3.1.

4.3.3 Prototype AT-TPC

Once the energy calibration measurement was finished, the PSSD was removed from the

beam line, and the prototype AT-TPC was put in place. The TPC was mounted on an

adjustable table that was bolted to the floor for stability. A bellows was used to join the

ISO160 tee with the front flange of the prototype AT-TPC. The pitch of the TPC was leveled

by adjusting the vertical height of the four bolts that connect the device to the table. Once

leveled, the TPC was then aligned on the beam axis. An image of the TPC during the

alignment process is shown in Fig. 4.27. Alignment was done in an iterative process with

the beam telescope, similar to the alignment procedures for both the beam ladder and MCP,

described in Section 4.3.1. The TPC alignment was more di�cult, however, as both the

entrance window at the front of the device and the center of the Micromegas located on the

back flange must be aligned.

During the alignment procedure, it was necessary to remove the back flange of the TPC

so that the beam window was visible. To keep dirt and debris from entering the chamber,

plastic wrap was placed over the open back flange. The beam window was then centered on

the beam axis. Once the beam window was centered, an alignment plate was installed on the
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Figure 4.27: The alignment plate as mounted on the back of the prototype AT-TPC. Clear
plastic wrap is taped over the flange under the plate to keep dust and dirt out of the interior
of the device. The bolts that secure the TPC to the table and allow for height adjustment
are highlighted inside the red square. The bolts used to horizontally adjust the TPC on the
table are shown inside of the cyan oval. More such bolts are found on the opposite side of
the table.

back flange of the TPC. The center of the plate corresponds to the center of the Micromegas.

The plate was then centered on axis. The plate would then be removed to check that the

alignment of the entrance window was not lost. If necessary, this process would be repeated

until both the beam window and rear alignment plate were centered on the beam axis to

within a couple of mm. The final distances between various components of the TPC and

ISO160 tee as mounted are shown in Fig. 4.28.

Once aligned, the back flange on which the Micromegas were mounted was installed on

the prototype AT-TPC. The ZAP, FEC, and FEM were then installed on the back flange

and connected to the DDC and computer.
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Figure 4.28: A schematic of various distances between the parts of the setup during the
experimental run.

4.3.4 Gases

In addition to mounting the Micromegas electronics, the He:CO2 90:10 active target gas

and nitrogen insulation gas must be also be setup and installed. Bottles of each gas were

connected to gas handlers, seen in Fig. 4.29, that controlled the pressure and flow of the

gases in the detector. The bottles of He:CO2 90:10 were pre-mixed. During the experiment,

the pressure of He:CO2 90:10 inside the field cage was 695.5 ± 0.1 torr, while the pressure

of the nitrogen surrounding the field cage was 754 ± 4 torr. These pressures, however, are

uncalibrated. From Weather Underground’s historical data, the sea level pressure during the

experiment was 30.05 inHg, or 760.3 torr. Accounting for the elevation of 211 m of Notre

Dame’s campus, the local atmospheric pressure becomes 743 torr. The ambient pressure
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Figure 4.29: An image of the gas handlers used for flowing He:CO2 90:10 (top) and nitrogen
(bottom) as the active target and as bu↵er gas, respectively.
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measured with the gauge for the inner volume at the beginning of the experiment was

699.8 torr. During the data collection it read 695.5 ± 0.1 torr. This di↵erence of 4.3 torr

is then scaled by (1 + (743 - 699.8)/743) to give 4.5 torr below atmosphere, or about

738.5± 0.1 torr. This pressure and the recorded 88� F temperature inside the chamber give

a target gas density of 0.3113 kg/m3.

The target gas was circulated to minimize the possibility of adverse e↵ects on the Mi-

cromegas signal due to contaminant buildup in the gas. In contrast, the nitrogen gas wasn’t

circulated.

As described in Section 4.2.2, the two gases are connected with a bypass valve that breaks

when an elevated pressure di↵erential is achieved. The purpose of this valve is to protect

the field cage in the scenario where the two gases achieve a pressure di↵erential of about

0.1 atm, or about 76 torr.

4.4 Trigger and Data Collection

As the beam nuclei enter the chamber, many types of scattering and reactions can occur.

In order to select the events of interest, a trigger must be implemented. The design of the

trigger was constrained by the limited tolerance in trigger rate of the T2K electronics, which

is practically around 10 Hz to ensure high live time. For this experiment, the trigger relied

on signals from (1) the micromesh of the Micromegas to measure the beam and (2) the pads

of the Micromegas to measure reactions.

The signal from the micromesh is not segmented, and it is used in the trigger as a method

of determining when a beam particle enters the TPC. A discriminator after the micromesh

signal amplifier delivers a 4 µs gate.
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Table 4.1: Table of trigger pad locations for each quadrant.

Quadrant Trigger Pads [Distance from center]

Q1 6 [9.85 mm] 7 [9.85 mm] 15 [24.55 mm]
Q2 6 [9.85 mm] 7 [9.85 mm] 15 [24.55 mm]
Q3 6 [9.85 mm] 7 [9.85 mm] 12 [18.25 mm]
Q4 6 [9.85 mm] 7 [9.85 mm] 15 [24.55 mm]

Table 4.2: Table of high gain pads by quadrant.

Quadrant High Gain Pads

Q1 15, 20, 25, 30, 35, 40, 45, 50, 55, 60
Q2 15, 20, 25, 30, 35, 40, 45, 50, 55, 60
Q3 12, 20, 25, 30, 35, 40, 45, 50, 55, 60
Q4 15, 20, 25, 30, 35, 40, 45, 50, 55, 60

The trigger scheme for the pad signals takes advantage of the binary nature of the reaction

and thus the quadrant design of the Micromegas. Since ↵+10Be elastic scattering is a binary

event, the quadrant the ↵ particle traverses will always be directly opposite the quadrant

that the 10Be traverses. The trigger logic therefore requires coincident signals from opposite

quadrants for an event to be identified as binary. The quadrant signals are from pads near

the center of the Micromegas, as described in Section 4.2.5 and seen in Fig. 4.14.

Table 4.1 lists the trigger pads used for each quadrant, and Fig 4.30 shows the layout of

the trigger pads in a schematic. For Q3, pad 12 is used instead of 15 due to a bad connection

of pad 15. Pad 12 was chosen as it was the nearest eligible trigger pad on the ZAP. In order

to trigger on the ↵ particles, the gain on the outer-most trigger pads for each quadrant was

increased. The higher gain was achieved by biasing the pads to +100 V. The micromesh was

held at �245 V.
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Figure 4.30: Schematic of the first 17 pads of a quadrant of the Micromegas, with trigger
pads in yellow. Pad 1 is common to all quadrants. One of the four quadrants uses trigger
pads 6, 7, and 12 as it has a bad connection to pad 15.
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In addition to the outer-most trigger pads, other pads were also held at a high gain.

They are found in Table 4.2. Each high gain pad is spaced 10 mm from its nearest neighbor,

except for the first high gain pad in Q3. These pads cover nearly the entire active area of

the Micromegas, making the tracking of ↵ particles possible.

If there is a coincidence between Q1 and Q3 or Q2 and Q4 during the gate of the mesh

trigger, an Event Trigger is sent to the T2K electronics. This stops the write in the SCA,

and is followed by a read of the SCA for all pads. The trigger scheme is show in Fig. 4.31.

Typical trigger rates were around 5 to 10 Hz, with live times near 85%.

The analysis performed on the recorded events is discussed in the following chapter.

Q1 Trigger
Q2 Trigger
Q3 Trigger
Q4 Trigger

Preamp
Preamp
Preamp
Preamp

Amp
Amp
Amp
Amp

Disc.
Disc.
Disc.
Disc.

Logic
Q1 + Q3

Q2 + Q4
or

Mesh Trigger Amp Gate 
Generator

Logic 
AND

Event 
Trigger

Disc.

Figure 4.31: The trigger scheme used in this work.
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Chapter 5

Analysis

Binary events that are accepted by the trigger are recorded. Software is then used to analyze

the events and compute cross sections for the various exit channels of ↵+ 10Be. This chapter

includes discussions on particle identification, energy calibration, angular determination, and

cross section calculations.

5.1 Ray Tracing and Angular Determinations

Electrons ionized by charged particles in the field cage drift towards the Micromegas at a

velocity of 2.4 cm/µs. By keeping track of the relative time of when the electrons reach the

Micromegas and which pads receive an amplified charge, the three-dimensional trajectories

of the nuclei are reconstructed. An example of 10Be scattering on 4He is given in Fig. 5.1.

The discrete reconstruction of the 4He trajectory in Fig. 5.1 demonstrates the importance of

adopting gain variation on individual pads for the reaction trigger. The reaction angles are

then calculated.

To calculate the angles, the trajectories are fit with a line, called a ray trace. The ray

trace extends from the furthest radial pad with signal back to the center of the beam axis,

as seen in Fig. 5.2. These traces are then converted into angles from beam axis with basic

trigonometry.
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Figure 5.1: Reconstructed trajectories of reaction products in the prototype AT-TPC. The
path of the incoming 10Be nucleus is seen, as are the paths of the reaction products 10Be and
4He. The ray traces of the latter two nuclei allow for their angles to be calculated.

Figure 5.2: A ray trace through pad signals in time for a triggered quadrant. The relative
time of each pad signal is denoted by a black diamond. The linear fit is shown in red.
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Certain conditions are placed on the ray trace. First, pads within the beam column are

excluded from the trace to ensure that signals from the beam or other the reaction product

do not a↵ect the trace. For example, the two innermost pads in Fig. 5.2 are excluded for

being in the beam column.

Also excluded are signals from pads whose nearest neighbors do not have signal. Such a

signal is likely spurious and does not result from the trajectory of the nucleus being traced

in the quadrant. For example, the pad signal near 125 mm in Fig. 5.2 is excluded for this

reason.

Other spurious signals may be found among pads with real signals, however. In this case,

an algorithm is used to sort the signals. From each pad i with signal, a line is drawn to every

other pad j with signal, and the slopes of each of these lines are calculated. This calculation

is performed for all N pads with signal from i = 1 to i = N . A standard deviation is

calculated for each pad i, defined as

�(i) =
X

j

(mj,i �mj,i)2

N
(5.1)

where mj,i is the slope of the line to each pad j from a given pad i and mj,i is the average

of all such slopes mj,i for a given pad i.

The values of �(i) for each pad i in a trace are then compared. The smallest such value

is denoted by �<(i). By comparing each �(i) to �<(i), the deviation in time of pad i from

the other pads in the trace is determined. If the deviation is too large, the pad is thrown out

of the ray trace. The process is then repeated until all signals which deviate too far from
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Figure 5.3: Illustrations showing the ray trace algorithm. For each panel, the red dot
represents the signal from pad i, from which lines are drawn to each of the other pad signals.
The top two panels show that, for a perfect fit, di↵erent pads i will results in lines to the
other pads that have equivalent slopes. In the bottom panels, however, there is a spurious
signal. If drawing from that spurious signal (bottom right panel), the slopes of the lines will
all be very di↵erent. If drawing from one of the good signals (bottom left panel), only the
line to the spurious signal has a slope that is di↵erent from the other lines. The algorithm
takes advantage of this di↵erence in the slopes of lines betweens pads to exclude a spurious
signal like the one seen in the bottom panels.
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the ray trace are excluded, at which point a final ray trace is made. Fig. 5.3 illustrates the

algorithm. The maximum deviation was empirically determined to be

�(i) < �<(i)
N

2
. (5.2)

The threshold set in Eq. 5.2 was chosen to be slightly above the level of standard statistical

fluctuations in the signals. In Fig. 5.2, the signal near 70 mm and 35 µs is excluded from

the ray trace due to this slope algorithm.

The ray trace is independent of pad signal amplitude and area, that is, it does not depend

on the amount of charge deposited on a pad as long as it is above noise. In principle, the

amount of deposited charge is proportional to the energy of the nucleus being measured.

Thus, measuring the charge allows for the energies of the products to be calculated, which

would be a useful tool for identifying particles based on the Bethe formula, Eq. 2.1. In this

work, however, the use of high gain pads for triggering makes the calculation of reaction

product energies unfeasible. When a 10Be nucleus deposits charge on a high gain pad,

the pad becomes highly saturated. Also, pads near the saturated high gain pad pick up

some of the signal via crosstalk, further complicating charge calculations. This results in

an unreliable calculation of reaction product energies. Therefore, in this work the reaction

product energies are not used in analysis.

If ray traces are successfully obtained in opposite quadrants of a triggered event, the

angles of the two traces are calculated, as in Fig. 5.1. This procedure is repeated for all

triggered events. Then, all calculated angle pairs are put into the matrix seen in Fig. 5.4.
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Figure 5.4: Angular data of all events where both reaction products are successfully tracked
through the detector volume. The x-axis denotes the angle associated with the reaction
product of lower charge Z, while the y-axis is of the higher Z reaction product.
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The structures seen in Fig. 5.4 are due to di↵erent reactions. By comparing these struc-

tures with basic kinematics for various reactions, the reactions for each structure can be

identified.

While the reaction product energies are not used in the analysis presented in this work,

the deposited charge information in the quadrants is still of use. If the two reaction products

of an event are not separable by their charge Z, the structures seen in Fig. 5.4 would be

symmetric with respect to the two axes, making kinematic comparisons more di�cult. Even

with the saturation issues on high gain pads, the di↵erence in deposited charge between two

nuclei with di↵erent charge Z is measurable. Thus, the matrix in Fig. 5.4 can be filled by

considering the relative charge of the two reaction products. When adding an entry to this

matrix, the total charge deposited in the two quadrants where the ray traces are made are

compared. The reaction product in the quadrant with a larger total charge across all of its

pads is labeled as the High Z Reaction Product, and the other reaction product is labeled

Low Z Reaction Product.

5.2 Particle Identification

Separating reaction products by their relative charges is only a first step in particle identifi-

cation. The next task is identifying and separating beam nuclei.

Beam particles of interest in this work are 10Be nuclei. As with most secondary beam

facilities, the purity of the beam produced at the Nuclear Science Laboratory at Notre Dame

is not perfect. As such, separating the desired beam particles from contaminants is important

for distinguishing various nuclear reactions. The isotopes present in the beam in this work

include 11B, 10B, 10Be, 7Li, and ↵ particles.
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Electrons ionized by beam particles in the field cage drift at a velocity of 2.4 cm/µs. The

beam column, the region defined as where the beam signal is measured by the Micromegas,

extends from the central pad to pad 15 of each quadrant, resulting in a 4.91 cm diameter.

The energy deposit profile read by the Micromegas is recorded over a 40 µs time window,

which is about double the full drift time of an electron in the 50 cm cage. The energy deposit

profile of a given beam particle is sampled between 1.6 µs and 3.2 µs after the profile is first

triggered on the micromesh. This sampling is called the �E of the beam, and is shown in

Fig. 5.5. For nuclei with di↵erent charge and mass, the value of �E will be di↵erent. Fig. 5.6

shows the separation of beam species by �E. While various structures are clearly visible

in Fig. 5.6, the identification of these beam nuclei relies on analyzing the kinematics of the

structures seen in Fig. 5.4.

A beam stabilization routine was implemented on the �E spectrum. This was done to

account for possible changes in electron absorption as the active target gas degrades over

time in the field cage. The 10Be peak was used as reference for stabilization. An initial

center-of-gravity and boundary limits are set on the peak. If a data point filled into the

histogram in Fig. 5.6 is located within the boundaries of the target peak, a new center-of-

gravity c is calculated based on the value of �E and the previous center-of-gravity c< by

the expression

c = c< +
�E � c<

N
, (5.3)

where N = 1000 is a constant weight. The ratio of the new and old center-of-gravity values is

called the gain g = c/c<. The boundaries of the target peak are then scaled by this gain. If,
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Figure 5.5: Plot of the energy deposit profile of a beam particle, in green. The horizontal blue
line at 3,000 represents the amplitude threshold. The red region represents the �E sampling
for beam particle determination. The shape of the energy deposit profile is described by a
Bragg curve. The value of �E is di↵erent for di↵erent nuclei. A histogram of �E values is
shown in Fig. 5.6.
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Figure 5.6: Histogram of beam species, as gated by �E after beam stabilization. The iden-
tification of the various species labeled in this plot is done by comparison to the kinematics
of reactions with target 4He particles in the angular correlations matrix.
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however, the data point is outside of the boundaries, its �E is simply scaled by the current

gain value. This process is then repeated for all events that fill the histogram, and it corrects

for the slow drift in pulse height due to gas degradation.

For example, consider the first peak in Fig. 5.6 from 0 to 50,000. When plotting angular

correlations with a gate on this peak, the data seen in Fig. 5.7 are obtained. Overlaying

kinematics curves on the matrix reveals the two particles in the reaction. In this case, both

particles are 4He, meaning that the first peak Fig. 5.6 is a 4He beam contaminant.

The identification of a 4He beam contaminant is useful in verifying the calibration of the

calculation of angles of the two reaction products. For 4He+ 4He elastic scattering, the sum

of the two angles must be 90�. The data in Fig. 5.7 nicely follow this sum rule, confirming

the suitability of the ray tracing method described in Sec. 5.1.

This comparison of kinematics is done for all of the peaks seen in Fig. 5.6. Further

examples are given in Fig. 5.8 and Fig. 5.9, the latter of which reveals both elastic and

inelastic scattering of 10Be on 4He.

The separation of elastic and inelastic scattering in Fig. 5.9 is particularly important for

this work, as it allows for separate analysis of the two exit channels. The black curve in

Fig. 5.9 represents elastic scattering, and the red curve shows inelastic scattering to the first

excited state in 10Be, which is a 2+ state at 3.368 MeV. There are higher lying inelastic

states as well. The data for these states are seen as a grouping near 15� in 10Be and 25� in

4He. Currently, they haven’t been further investigated as separating these unbound states

has proven di�cult due to their natural widths and low statistics. Thus, for convenience,

when further instances of inelastic data are mentioned, they refer only to the first inelastic

state, as shown in the red kinematical curve.
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Figure 5.7: Angular data of events gated on the 4He peak in Fig. 5.6. The kinematics curve
for elastic scattering overlays the data in black. The 4He + 4He scattering data are useful
for confirming calibration of the angles of the two reaction products.

Analysis of�E of the beam and reaction kinematics has resulted in the separation of elas-

tic and inelastic 10Be scattering on 4He from other triggered events. Next, the determination

of the reaction energy will be discussed.

5.3 Energy Calibration

To determine the energy at which a reaction occurs, the location of the reaction along the

beam axis must be determined. This location, called the reaction vertex, represents the

distance the 10Be beam particle has traveled through the active target before interacting
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Figure 5.8: Angular data of events gated on the 7Li peak in Fig. 5.6. The kinematics curve
for elastic scattering overlays the data in black.
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Figure 5.9: Angular data of events gated on the 10Be peak in Fig. 5.6. Kinematics curves
overlay the data: elastic scattering is in black, and the first excited state (3.368 MeV in
10Be) inelastic scattering is in red.
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with a target 4He nucleus. Thus, the reaction vertex can be converted into an energy by

comparing it to energy loss calculations of 10Be in He:CO2 90:10 of density 0.3113 kg/m3.

First, however, the energy of the incoming beam particle must be determined. Both of these

calibrations are described below.

5.3.1 Beam Energy Calibration

The beam energy was measured at the location of the beam window into the active target

volume with a Position Sensitive Silicon Detector (PSSD), described in Sec. 4.3.2. The 10Be

beam energy, as measured by the PSSD, was found to be 39.0+0.50
�0.25 MeV. This is the energy

incident on the beam window, and after accounting for the energy loss in the window, the

energy becomes 38.2± 0.5 MeV. The energy loss in the window was computed using SRIM

(the Stopping and Range of Ions in Matter), which is software that calculates the transport

of ions in matter based on experimental databases [67, 68].

The value of this beam energy as measured by the PSSD was checked by measuring the

penetration depth of the various beam particles in the active target and comparing the depths

to SRIM and LISE++ calculations. LISE++ is software [69, 70] that, among other features,

is used to calculate penetration depth of ions in matter, similar to SRIM. Both softwares are

commonly used for this purpose. Thus, comparing calculations with each software provides

an independent beam calculation from that of the PSSD.

Data were taken without the binary reaction trigger, and instead just with a micromesh

trigger on the beam. There are two main beam components seen in the spectrum: 10Be and

10B. They were identified by their �E values seen in Fig. 5.10. Lighter beam particles, such

as 4He and 7Li contaminants seen in Fig. 4.26, did not trigger the micromesh as they have

a lower charge than 10Be, which is the nucleus the trigger level was set to measure. A 4+
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Figure 5.10: Two dimensional histogram of beam particles. While the 10B particles stop in
the chamber, the 10Be particles punch through.

charge state is assumed for 10Be and B isotopes. The data in Fig. 5.10 are then projected

onto the x-axis for determination of penetration depth in the active target volume, as seen

in Fig. 5.11. While present in both figures, the 11B isotopes were not used for calibration

of 10Be as analysis of the low statistics 11B contaminant was not necessary considering the

strong presence of 10B.

In Fig. 5.11, the penetration depth of 10B beam particles is 360 ± 5 mm, while it is

480±5 mm for 10Be particles. However, this 480 mm depth is the full length of the chamber,

which suggests that the 10Be beam does not stop in the active target gas. To calculate its

energy, a calculation must first be made on 10B. With a penetration depth of 360 mm, the
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Figure 5.11: Projection of Fig. 5.10 onto the x-axis. The penetration depth of 10B is 360±
5 mm and is 480 ± 5 mm for 10Be, though this latter value reflects the total active target
volume length and not the stopping distance of 10Be.
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10B beam energy after the window was calculated using SRIM to be 40.150 MeV. Making a

calculation of the energy before the beam window gives 41.335 MeV. Since TwinSol selects

nuclei by their charge-to-mass ratio, or B⇢ value, 10Be has the same energy as 10B when

incident on the window since it has the same mass and 4+ charge state. The energy loss of

10Be is less in the window due to its lower charge, and results in an energy of 40.554 MeV

after the foil, which would have a penetration depth of 537.9 mm if the chamber were long

enough to contain it.

Using LISE++, the 10B energy was found to be 39.399 MeV after the window, and

40.539 MeV before it. The same energy in 10Be results in an energy of 39.79 MeV after the

window with a total range of 541.9 mm.

The particle track length approach to calculating beam energy is not as precise as the

E � �E method of the PSSD, and since the values of 39.79 MeV and 40.55 MeV from

LISE++ and SRIM, respectively, are quite similar to the value of 38.2± 0.5 MeV from the

PSSD, the PSSD value is adopted as the calibrated beam energy of 10Be. This implies an

estimated energy uncertainty in the center-of-mass frame of 0.5⇥ 4/14 = 0.14 MeV.

5.3.2 Reaction Energy Calibration

With the energy of the 10Be beam after the window calibrated, the reaction energy of data

can be calculated. A SRIM calculation is made to convert the reaction vertex to the beam

energy as a function of penetration depth. The penetration depth is defined as the di↵erence

in distance between the entrance of the beam particle into the active target and the reaction

vertex. The particle entrance is determined by the first signal over threshold of the incoming

beam particle, as shown in Fig. 5.5. Then, calculating the reaction vertex gives, via SRIM,

the reaction energy.

112



The vertex of a given reaction is computed by taking the beam axis intercept of the

reaction product 4He ray trace. An average of the intercepts of both 10Be and 4He ray traces

for a given event was considered, but the shorter paths of the 10Be particles result in a less

precise ray trace than 4He. Thus, only the 4He ray trace intercept is used to compute the

vertex. Uncertainty in the calculation is 20 mm with the preferred method, while using an

average results in an uncertainty a few mm larger.

5.4 Cross Section and Excitation Function Calculations

With energies and angles calculated and calibrated in the lab frame, they must be converted

into the center-of-mass frame in order to compute cross sections and excitation functions.

The acceptance of the detector, beam rate, and detector live time must also be taken into

account.

5.4.1 Energy and Angle Frame Conversion

Converting energy to center-of-mass is quite simple. The conversion depends only on the

masses of the system and the beam energy in the lab frame, defined as

ECM =
m4He

m4He +m10Be

ELab =
2

7
ELab. (5.4)

Converting angles from lab to center-of-mass is more complicated, however. The expres-

sion below is derived from energy and momentum conservation, and it is fully relativistic.

The center-of-mass angle is defined as
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tan ✓CM =

8
>>><

>>>:

↵, if ↵ � 0

⇡ � ↵, otherwise

(5.5)

for

↵ =
P3 sin ✓3

�
⇣
P3 cos ✓3 � �

p
m2

3 + P 2
3

⌘ (5.6)

where

� =

p
E2

Lab + 2m1ELab

m1 +m2 + ELab

(5.7)

� =
1p

1� �2
=

m1 +m2 + ELabp
2m2ELab � (m1 +m2)2

(5.8)

P3 =
sin ✓4

p
E2

Lab + 2m1ELab

sin(✓3 + ✓4)
(5.9)

where ELab is the lab frame beam energy and the masses m1, m2, m3, and m4 refer to the

the incident 10Be beam particle, the at-rest 4He target particle, the 4He recoil particle, and

the 10Be ejectile, respectively. Similarly, the lab angles are labeled as ✓3 for the recoil and ✓4

for the ejectile. All expressions use units of ~ = c = 1.

For elastic scattering, the center-of-mass angle does not depend on reaction energy, and

can be calculated from the 4He recoil angle ✓3 alone, provided the target nucleus is at rest in

the lab frame. In this case, the center-of-mass angle in the non-relativistic approximation is
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✓CM = 2

✓
⇡

2
� ✓3

◆
. (5.10)

Thus, Eq. 5.10 was used for elastic data, and Eq. 5.5 was used for the inelastic data.

5.4.2 Acceptance Calculation

Reactions that take place in the active target do not all have an equal likelihood of being

measured. For example, the paths of the reaction products may simply have angles that

are so far forward that the products do not escape the beam column as they travel through

the gas, resulting in a lack of trigger. Also, if a reaction occurs at a very low energy, the

two reaction products may simply have kinetic energies that are so low that the particles’

ranges are too short to traverse trigger pads on the Micromegas. To account for these

situations, pictured in Fig. 5.12, acceptance calculations of elastic and inelastic scattering in

the chamber were made. These acceptance calculations are then used to normalize the cross

section calculations.

The acceptance calculations, one each for elastic and inelastic scattering of 10Be on 4He,

are Monte Carlo simulations. In a calculation, the detector volume and gas are defined

as found in the experimental setup, and N = 1, 000, 000 reactions are simulated inside of

it at random energies and angles. The energy losses of the particles in the simulation are

obtained from SRIM calculations. A trigger is set in the simulation to mimic that of the

actual detector. The trigger used in the simulation requires both reaction products to reach

the first trigger pad in their respective quadrants. The probability of simulated reactions

in a given energy bin and angular bin to pass the simulation’s trigger condition gives the
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Figure 5.12: Four plots of possible reaction scenarios. All figures depict particle trajectories
in red, a blue active target volume, a dark blue beam column, and an orange Micromegas
plane at the bottom of the volume. Fig. 5.12(a) shows a binary reaction that would suc-
cessfully trigger the electronics and thus would be recorded. Fig. 5.12(b) would not trigger
as one of the reaction products has too small of an angle to leave the beam column. In
Fig. 5.12(c), the energy of the reaction is low so that the reaction products do not travel
over trigger pads, resulting in the event not being recorded. The reaction in Fig. 5.12(d)
takes place so close to the Micromegas that the products quickly leave the chamber and are
thus not detected. The acceptance calculation described in this section accounts for these
various scenarios for the normalization of the elastic and inelastic reaction cross sections.
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Figure 5.13: Acceptance calculation for elastic scattering of 10Be on 4He. The color scale
represents the probability that a reaction at a given center-of-mass energy and angle would
be recorded.

detector acceptance for reactions at such energies and angles. The acceptances for elastic

and inelastic scattering are plotted for center-of-mass energies and angles in Fig. 5.13 and

Fig. 5.14, respectively.

The simple trigger used in the acceptance calculations does not fully replicate the trigger

system of the experiment. Thus, the calculations are not fully reliable in regions where

acceptance is low, such as angles far from 90� and for low energies. An absolute uncertainty

of 10% is assumed for the calculations.
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Figure 5.14: Acceptance calculation for inelastic scattering of 10Be on 4He. The color scale
represents the probability that a reaction at a given center-of-mass energy and angle would
be recorded if it were to take place in the detector. The energy cuto↵ seen in the plot is due
to the 3.368 MeV excitation energy of the first excited state in 10Be.
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5.4.3 Elastic and Inelastic Cross Sections and Excitation Func-

tions

With the calculated detector acceptance and the center-of-mass energies and angles cali-

brated, elastic and inelastic cross sections and excitation functions can be computed.

The experimental cross section, adapted from Eq. 1.15, is calculated separately for elastic

and inelastic scattering as

�(✓) =
N

✏DAQ✏detNincnt 2⇡ sin ✓�✓
, (5.11)

where N is the number of reactions at angle ✓ within an angular bin of width �✓, Ninc is the

number of incident nuclei, nt is the number of target nuclei per unit area, ✏DAQ is the data

acquisition e�ciency, and ✏det is the detector acceptance from the Monte Carlo simulation

described above in Sec. 5.4.2. These values are defined as follows:

Ninc = f�E

⇣
10Be

⌘
NTPC

= 0.571 · 558, 872, 962

= 319, 116, 461 (5.12)

where f�E

⇣
10Be

⌘
is the fraction of beam particles identified as 10Be by �E in Fig. 5.6 and

NTPC is the number of total beam particles that triggered the micromesh in the prototype

AT-TPC;
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nt = ⇢dx = ⇢(dx/dE)�E (5.13)

where ⇢ = 2.15⇥ 1019 1/cm3 is the target gas density, dx/dE is the energy loss function of

10Be in He:CO2 90:10 as calculated in SRIM, and �E is the energy bin;

✏DAQ =
TimeLive

Time100

=
Time100 - DeadTime

Time100

=
33, 577, 009

38, 416, 240

= 0.874 (5.14)

where Time100 is the total amount of time the data acquisition (DAQ) electronics is running,

DeadTime is the time during which the DAQ is processing data and not accepting new trigger

events, and TimeLive is the amount of time the data acquisition electronics is accepting new

trigger events.

By filling a histogram of energy and angular bins with values calculated from Eq. 5.11,

the cross sections of the elastic and inelastic channels are obtained. The elastic scattering

data are shown in Fig. 5.15; the inelastic are given in Fig. 5.16.

In both cross section plots, resonances are present. To analyze these resonances, projec-

tion onto each axis are made. Projections onto the x-axis yield di↵erential cross sections for

a given energy bin, while y-axis projections produce excitation functions for a given angular

bin. These projections are useful for comparing the data to theoretical calculations, which
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Figure 5.15: Normalized experimental elastic cross section as a function of energy and angle,
given in mb/sr.
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Figure 5.16: Normalized experimental inelastic cross section as a function of energy and
angle, given in mb/sr.
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Figure 5.17: Elastic excitation function from 100� to 105�, a projection onto the y-axis from
Fig. 5.15. An x-axis projection produces an angular cross section plot. The uncertainties
are calculated from Eq. 5.15.

will be discussed in the following section. An example excitation function from elastic data

is shown in Fig. 5.17.

The projections include an uncertainty in the cross section values. This uncertainty is

defined, for each energy bin i and angular bin j, as

��i,j(E, ✓) = �i,j(E, ✓)

vuut(�✏det)2 +

 p
Ni,j

Ni,j

!2

+

 
�s.d.(Ninc)

Ninc

!2

(5.15)
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for an acceptance uncertainty of �✏det = 0.1, number of counts per energy and angular

bin Ni,j, and the number of incident 10Be beam particles Ninc. The uncertainty in Ninc is

given by the standard deviation of various beam measurements taken over the course of

the experiment. For each beam measurement, the percentage of 10Be beam particles was

calculated based on the �E spectrum. The standard deviation of these percentages of all

the beam measurements is called �s.d.(Ninc), and it is included in Eq. 5.15 with a value of

�s.d.(Ninc)/Ninc = 0.0283/0.571 = 0.0496.

5.5 Theoretical Calculations

Theoretical calculations to compare to the data are done in the following manner:

1. A non-resonant elastic scattering calculation is made based on the São Paulo (SP)

potential, an optical model potential.

2. An elastic R-matrix calculation is made without any resonances and matched to the

output of the SP calculation.

3. Resonances are added to the R-matrix elastic calculation and compared to the elastic

data.

4. A similar R-matrix calculation is then made to compare to the inelastic data.

5. Spins and parities are assigned to the elastic and inelastic resonances, and their widths

�res and spectroscopic factors SF are computed.

6. The relevance of the resonance assignments to 14C cluster predictions are discussed.

The following subsections will describe these points in detail.
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5.5.1 São Paulo Optical Model Calculation

Before making theoretical calculations of the resonances seen in the data, a reliable descrip-

tion of Coulomb and nuclear elastic scattering is desired. An optical model (see Sec. 1.6)

calculation is made based on the São Paulo (SP) potential [71]. The code used to make this

calculation was provided by Luiz Chamon of the Departamento de F́ısica Nuclear, Instituto

de F́ısica da Universidade de São Paulo.

Within the SP model, the nuclear interaction between two nuclei is described with a

density-dependent folding potential and energy-dependent exponential term as

VN(R,E) = VF (R)e�4V 2/c2 , (5.16)

where c is the speed of light. The velocity relates to the energy by

V 2(R,E) =
2

µ
[E � VC(R)� VN(R,E)] (5.17)

for the reduced mass µ of the system and Coulomb potential VC . By iteratively solving

Eq. 5.16 and Eq. 5.17, the SP potential is obtained. The folding potential is defined as

VF (R) =

Z
⇢1(r1)⇢2(r2)V0 �(R� r1 + r2)dr1dr2, (5.18)
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where V0 = �456 MeV · fm3, R is the relative displacement vector of the two nuclei, and

r1 and r2 are the radii of the two nuclei [71]. The nuclear density is modeled as a Fermi

distribution [72]

⇢(r) =
⇢0

1 + exp
⇣

r�R0
a

⌘ . (5.19)

Matter and charge densities are both computed, and they have average di↵useness values

of a = 0.56 and 0.53 fm, respectively. These densities are calculated without any adjustable

parameters, meaning that the resulting cross sections are predictions and not fits to data,

an important characteristic of the SP potential [71].

For this work, the SP potential is used for the real part of the optical model. The value

of the imaginary term is set as a scaled value of the real depth. Multiple scaling factors

around the value of W = 0.8VN suggested in Ref. [71] were considered, with the suggested

value ultimately adopted. A comparison of these values and their e↵ect on the transmission

probabilities |S| for each L is shown in Fig. 5.18.

Fig. 5.19 is a plot of the elastic output from the SP calculation. At low energies and

forward angles, the cross section due to Coulomb scattering is higher than found in the elastic

data in Fig. 5.15. This discrepancy is likely due to the acceptance calculation’s simplified

trigger condition. Further work may be done to address this issue.

This elastic SP calculation does not include the option of including resonances. Thus, a

separate R-matrix code is used. The SP calculation does, however, serve as a starting point

reference for the potential scattering of the R-matrix calculations done in this work.
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Figure 5.19: Elastic SP cross section calculation as a function of energy and angle, given in
mb/sr. This output is used as a reference for the R-matrix calculation.
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5.5.2 R-Matrix Calculations

In order to understand the resonances present in the data, interference e↵ects among the

resonances and potential scattering must be modeled. R-matrix theory can be used to

calculate the cross sections of the resonances in the Breit-Wigner form shown in Eq. 1.27 by

modeling the interaction during which the resonance is formed [5].

In R-matrix analysis, the cross sections for resonances are calculated through the use of a

unitary and symmetric collision matrix U. Each matrix element of U defines the interaction

between incoming channel c and outgoing channel c0 as

Ucc0 =
q
U0
ccU

0
c0c0

"
�cc0 +

i
p

�c(E)�c0(E)

Er � E � i
2
�(E)

#
(5.20)

for potential scattering elements U0, channel orthogonality condition �cc0 = hc|c0i, partial

widths �c and �c0 , resonance energy Er, and total width �(E) = �c(E) + �c0(E) for energy

E [77]. The di↵erential elastic cross section is then

d�el.

d⌦
=

1

(2I1 + 1)(2I2 + 1)

X

M1M2

X

M 0
1M

0
2

�����fC(⌦)�M
0
1M1�M 0

2M2 + f (cM1M2)

cM 0
1M

0
2

(⌦)

�����

2

(5.21)

for Coulomb scattering amplitude fC and elastic scattering amplitudes
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Figure 5.20: Level scheme of 14C with various exit channels. Neutron separation occurs at
8.18 MeV, while 10Be + ↵ starts at 12.01 MeV. The energy domain studied in this work
ranges from about 14 MeV to 22 MeV, over which the 13C+ n cross section is low and flat.
Thus, neutron emission can be modeled as background and absorbed with the optimal model
used in DSigmaIV. Figure from [73].
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Figure 5.21: Elastic cross section calculation with DSIV using the Li and Hird parameter
set, given in mb/sr. The results are similar to the SP calculation shown in Fig. 5.19.
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Figure 5.22: Comparison of various optical model parameter sets, given in mb/sr: (a) São
Paulo from Fig. 5.19, (b) final choice from Fig. 5.21, (c) 10Be+↵, 6 MeV CM [74], (d) 10B+↵,
16.07 MeV CM [75], (e) 9Be + ↵, 6.06 MeV CM set one [76], (f) 9Be + ↵, 6.06 MeV CM set
two [76].
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f (cM1M2)

cM 0
1M

0
2

(⌦) = i

p
⇡

k

X

J⇡

X

I`

X

I0`0

(2`+ 1)1/2ei(�`+�`0 )(I1I2M1M2|IM)

⇥ (I`M0|JM)(I 01I
0
2M

0
1M

0
2|I 0M 0)(I 0`0M 0M �M 0|JM)

⇥ (�c0c�I0I�`0` � UJ⇡
c0I0`0,cI`)Y

M�M 0

`0 (⌦). (5.22)

The di↵erential inelastic cross section is [77]

d�c!c0

d⌦
=

⇡

k2

1

(2I1 + 1)(2I2 + 1)

X

L

BL(E)PL(cos ✓) (5.23)

for

BL(E) =
1

4⇡

X

J⇡

X

I`L

X

J 0⇡0

X

I0`0L0

(�1)I�I0ei(�`+�`0��L��L0 )

⇥ Z(`JLJ 0, I�)Z(`0JL0J 0, I 0�)UJ⇡
c0I0`0,cI`(E)UJ 0⇡0⇤

c0I0L0,cIL(E), (5.24)

where Z are the 6j-symbols, also called the Racah coe�cients. The integrated inelastic cross

section has the form

�c!c0 =
⇡

k2

1

(2I1 + 1)(2I2 + 1)

X

J⇡

(2J + 1)
X

I`

X

I0`0

���UJ⇡
c0I0`0,cI`(E)

���
2

, (5.25)
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explicitly showing the dependence of the cross section on the modulus squared of the collision

matrix.

The partial width �c from Eq. 1.29 now includes the spectroscopic factor SF as a scaling

factor in the form

�c(L,E) = 2Pc(L,E)�2
c (L)SF. (5.26)

Then, the calculated partial width �res for a resonance is simply the partial width �c times

the transmission factor:

�res = �c|U0
cc|. (5.27)

Previously when discussing the SP calculation, the transmission factor was denoted as

|S|. Now, it is explicitly given as |U0
cc| for this R-matrix calculation.

Elastic R-matrix calculations in this work were made with code provided by Wang Hong-

wei of the Shanghai Institute of Applied Physics (SINAP) at the Chinese Academy of Sci-

ences, based on the Lane and Thomas [5] description of R-matrix theory. Reference calcula-

tions were made by my advisor Wolfgang Mittig of the National Superconducting Cyclotron

Laboratory and Daisuke Suzuki of Institut de Physique Nucléaire Orsay with their own

codes, based on the Lane and Thomas description and Descouvement and Baye description

[77], respectively. Preliminary inelastic calculations were made with the code of Suzuki.
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For a clear and complete description of R-matrix theory, see both the Lane and Thomas

description [5] and the Descouvement and Baye description [77].

As input for Wang’s R-matrix code, called DSigmaIV, resonances are entered for a given

energy, spin, parity, and spectroscopic factor. A Coulomb radius parameter must also be

given, and a choice between hard sphere scattering and an optical model parameterization is

made. Ideally, the SP output would be used as input for DSigmaIV, but the SP output is not

of the Woods-Saxon form required by DSigmaIV. Thus, various optical model parameter sets

were considered and used to compute the non-resonant scattering in DSigmaIV. By design,

the non-resonant scattering must represent exit channels other than 10Be+↵, such as 13C+n

by the absorption part of the optical model. The neutron separation energy is 8.18 MeV

above the 14C ground state, and resonances in 13C+n continue throughout the energy domain

probed in 10Be + ↵. However, in the energy region of interest for this work in 10Be + ↵, the

cross section in 13C + n is low and flat (Fig. 5.20), allowing for it to be modeled by the

imaginary part of the optical model.

No reliable optical model parameter set exists for elastic scattering of 10Be on 4He, so sets

describing similar reactions were considered, including 9Be + 4He and 12C + 4He at various

energies.

An optical model parameter set from Li and Hird [78] best reproduced the SP output,

and was thus adopted for this work. The Li and Hird set describes 9Be + 4He at E↵ =

48 MeV. The parameters are given in Table 5.1, and are found in Ref. [78] in Table I(a).

The DSigmaIV calculation with the Li and Hird parameter set without any resonances is

shown in Fig. 5.21; comparisons to other optical model parameter sets that were considered

are shown in Fig. 5.22.
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Table 5.1: Optical model parameter set [78] used with DSigmaIV. The real and imaginary
terms use the same radius and di↵useness, given in columns two and three, respectively.
Column six shows the Coulomb radius rc, and the last column displays the channel radius
Rc, which was adopted as a di↵erent value than in Ref. [78].

V [MeV] r [fm] a [fm] Wvol [MeV] Wsur [MeV] rc [fm] Rc [fm]

70.9 1.550 0.660 23.87 0 1.25 4.68

Table 5.1 also includes the channel radius Rc used in the DSigmaIV calculation. The

value of Rc was varied to best fit the DSigmaIV output to the SP calculation. Variations

between 3 and 5 fm were considered, as this range is common in literature [8, 78, 79]. A value

of Rc = 4.68 fm was found to produce the best fit to SP. This corresponds to a Coulomb

radius of rc = 1.25 fm in the expression Rc = rc
⇣
A1/3

1 + A1/3
2

⌘
= 3.74 rc. Other optical

model calculation sometimes use the expression Rc = rc A
1/3
1 = 2.15 rc for defining channel

radius.

With the optical model parameter set chosen, DSigmaIV was used to compute cross

sections, shown in Fig. 5.23, comparable to that of the elastic data seen in Fig. 5.15. A side-

by-side comparison of the two plots are given in Fig. 5.24. The DSigmaIV output shown

in Fig. 5.23 is convoluted to the energy resolution of the data. The convolution assumes a

Gaussian shape for the resonances, and incorporates both the uncertainty in beam energy

and the uncertainty in the location of the reaction vertex. The convoluted cross section

�conv(Ei, ✓) for the ith energy bin is defined in terms of the cross section �DSIV(E, ✓) from

the DSIV calculation as

�conv(Ei, ✓) =
X

j

�DSIV(Ej, ✓) · w(i, j) ·N(i) (5.28)
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where N(i) is a normalization factor and the Gaussian weight function is

w(i, j) = e
�(Ei�Ej)

2

2�E2 (5.29)

for

�E =

s✓
↵
�R

E

◆2

+�E2
b . (5.30)

In Eq. 5.30, �Eb = 143 keV is the uncertainty in beam energy in center-of-mass, �R =

20 mm represents the uncertainty in the vertex position, and ↵ is a constant relating the

first term to the Betha formula. Values of �E are in the range of 200 to 350 keV.

Including energy convolution allows for the R-matrix calculation to be more reliably

compared to the data. Since the angular resolution of the data is better than the 5� binning

used in DSigmaIV, angular convolution is not necessary.

Since both 10Be and 4He are 0+, the shapes of the resonances in the excitation functions

are of the form of the square of the Legendre polynomial PL for a given L value if potential

scattering is neglected. Thus, in a first step the experimental angular distribution was

compared to P 2
L to provide a first guess of the angular momentum of the resonance. These

initial comparisons ended up being qualitatively very similar to the output of DSigmaIV,

which includes potential scattering. Thus, assigning spin and parity for each resonance was

quite straightforward and not reliant on the optical model parameterization. Four examples
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Figure 5.23: DSIV elastic cross section calculation, given in mb/sr, reproducing the elastic
data in Fig. 5.15.

138



 stepso [deg] in 5.0CMθ
40 60 80 100 120 140

 [M
eV

] i
n 

0.
10

 M
eV

 s
te

ps
C

M
E

2

3

4

5

6

7

8

9

10

0

10

20

30

40

50

60

Absolute Elastic Cross Sections

 stepso [deg] in 5CMθ
40 60 80 100 120 140

 [M
eV

] i
n 

10
 k

eV
 s

te
ps

C
M

E

2

3

4

5

6

7

8

9

10

0

10

20

30

40

50

60

DSIGMA_IV Convoluted Elastic Cross Section [mb/sr]

Figure 5.24: Side-by-side comparison of the data, given in mb/sr, from Fig. 5.15 (left) with
the calculation from Fig. 5.23 (right).

are given in Fig. 5.25. Calculating the partial widths and spectroscopic factors and their

associated uncertainties is described in the following section.

5.6 Resonance Spin and Parity Assignments

5.6.1 Method of Making Assignments

Since the experimental resonances follow quite perfectly the square of the Legendre polyno-

mials, spin and parity assignments are easily made and unambiguous. Modeling the width

and cross sections of the data by varying SF in DSigmaIV is the next step. Due to interfer-

ence of the potential scattering with the resonances, perfect agreement cannot be expected

between the calculation and experimental data. Many iterations of parameters of energy and

spectroscopic factor were attempted, and the results in Table 5.2 and Fig. 5.23 represent the

best current fit to data. The error are estimated from the variations of these parameters,
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Figure 5.25: Angular cross sections for four elastic resonances seen in the data. The data
are given in black, the squares of the Legendre polynomials are in red, and the DSigmaIV
calculations are in blue. There is very good agreement in the oscillations of the angular
distribution of the data with the red and blue curves. Of particular note in this figure,
the good agreement of the data with the red P 2

L curves show that the spin and parity
assignments are not dependent on the optical model parameterization in DSigmaIV and are
thus unambiguous.
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Table 5.2: Table of elastic scattering resonances, as obtained from the R-matrix calculation
fit to the data. All of the spin-parity assignments are without ambiguity. The spectroscopic
factors SF all are assigned a 50% uncertainty as they are not precisely calculated. |U0

cc| is
the transmission factor for each resonance, as determined by the absorption chosen in the
calculation. �res is the width of the resonance, as defined in Eq. 5.27. �conv is the width after
convoluting the calculation with the energy resolution of around 150 keV.

E [MeV] J⇡ SF |U0
cc| �res [keV] �conv [MeV]

3.0± 0.15 2+ 0.3± 0.15 0.50 292 1.3± 0.5
4.7± 0.15 3� 0.2± 0.1 0.40 273 1.1± 0.2
5.6± 0.15 5� 0.4± 0.2 0.85 100 0.6± 0.2
6.5± 0.15 7� 1.6± 0.8 0.95 22 0.6± 0.2
7.0± 0.15 4+ 0.2± 0.1 0.35 344 0.7± 0.3
7.9± 0.15 5� 0.1± 0.05 0.50 104 0.5± 0.3
8.7± 0.15 5� 0.4± 0.2 0.40 566 0.9± 0.3

within the limits of their agreement with the data. A plot of transmission factors is given in

Fig. 5.26.

A short discussion is given for each resonance appearing in Table 5.2, after which evidence

of rotational band structure is discussed.

5.6.2 3.0 MeV, 2+

This resonance is the only 2+ resonance identified in the analysis. The apparent partial

width �conv is di�cult to precisely measure due to the low energy of the resonance near

the strong potential scattering background, which means that �res for this resonance is less

precise than for the others. Interference e↵ects result in the apparent energy to be 3.3 MeV.

5.6.3 4.7 MeV, 3�

The apparent partial width �conv is quite sharp for this resonance, resulting in confidence in

the value of �res. The forward-angle peak matches the data quite well, while there is slight
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disagreement at back angles. The data have an increase in cross section near 135� that is

not present in the calculation, though the calculation does reproduce the small increase near

115�. Interference e↵ects result in the apparent energy to be 4.9 MeV.

5.6.4 5.6 MeV, 5�

The calculation reproduces well each of the two backward-angle peaks in the data, both in

width and cross section, though the peak near 75� is not clearly apparent.

5.6.5 6.5 MeV, 7�

This is the highest L resonance assignment in this work. The peaks near 50� and especially

80� are well reproduced by a 7� assignment, which other spin-parity choices could not

accomplish. With a narrow partial width of 22 keV, this resonance is very sensitive to

changes in SF, energy, and interference.

5.6.6 7.0 MeV, 4+

While the spin-parity assignment of this resonance is clear due to the location of the three

peaks of the resonance in the data and calculation, the calculated width and SF are less

precise. Interference puts the energy at 7.2 MeV. A substantial cross section in the inelastic

data is found at this energy, implying a strong branching ratio to the 2+ state in 10Be, as

predicted for a linear-chain state [80].
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5.6.7 7.9 MeV, 5�

The peak near 50� and 80� are reproduced in the calculation, as is a small peak near 140�.

The resonance appears at 8.0 MeV due to interference. There is also a resonance at this

energy in the inelastic data, implying a branching ratio to the 2+ state in 10Be.

5.6.8 8.7 MeV, 5�

While the peaks near 50� and 80� are reproduced in the calculation, the calculation predicts

larger cross sections at backward angles than is seen in the data. The resonance in the

data at this energy may perhaps be two 5� resonances, but they are not separable given the

resolution of the data. Increasing the width of this 8.7 MeV calculation strongly increases

the 140� peak, in disagreement with the data, so a relatively narrow width compared to the

data is used. Interference puts the resonance at 8.8 MeV.

5.6.9 Experimental Results Compared to Theory: Positive-Parity

Rotational Band

As mentioned previously in Chapter 3, Ref. [13] predicts a positive-parity rotational band

for linear-chain structures in 14C with 10Be+↵ correlations. The resonances in this band are

0+, 2+, and 4+, as first shown in Fig. 3.5. A plot of this band in comparison to the 3.0 MeV

2+ and 7.0 MeV 4+ resonances from the DSigmaIV calculation is given in Fig. 5.27.

In Fig. 5.27, there is very good agreement between the experimental and theoretical 4+

resonances. The 2+ state di↵ers by less than 1 MeV. The lack of a 0+ resonance in the

data does not rule out the assignment of these resonances to the linear-chain band, for two

reasons: (1) with the substantial potential scattering background in the data at low energies,

144



 0

 2

 4

 6

 8

 10
E

n
er

g
y

 [
M

eV
]

10
Be + α

Experiment Theory

0
+

2
+

4
+

2
+

4
+

Figure 5.27: Comparison of resonances in this work (left column labeled “Experiment”)
with predictions for a rotational band with linear-chain structure [13] (right column labeled
“Theory”), given in MeV above the 10Be + ↵ threshold. The theory predictions are in good
agreement with the experimental results.

January 28, 2010 22:54 WSPC - Proceedings Trim Size: 9in x 6in hnp09

3

-110

-105

-100

-95

-90

-85

-80

En
er

gy
 [M

eV
]

0+

2+

1+

(6+,5-)
(1+)
(1+)

0+2+
4+

0+2+

(4+)
(4+)

10Be(0+)+α

10Be(2+)+α

Experiment
0+

2+

0+2+
4+

2+
3+4+
5+ 0+2+4+

0+
0+2+2+4+0+2+

Theory

Fig. 1. Energy levels of 14C. Four columns on the left are the experimental data and five
columns on the right are the calculated results. The broken lines in the experimental-data
and calculated-results regions show the experimental and theoretical 10Be+↵ threshold

energies, respectively. The details are described in the text.

Table 1. Overlaps between linear-chainlike states and artificial 10Be+↵ states.

J� of 14C (J 0,M 0) of 10Be Overlap

0+ (0, 0) 28.9%
(2, 0) 7.7%

2+ (0, 0) 28.2%
(2, 2) 0.3%
(2, 1) 6.7%
(2, 0) 10.1%

J� of 14C (J 0,M 0) of 10Be Overlap

4+ (0, 0) 15.7%
(2, 2) 1.2%

(2, 1) 14.0%
(2, 0) 13.1%

To discuss 10Be+� components, we calculated overlaps of theoretical
states |�J±

n i with 10Be+� cluster wave functions defined as

|10Be
�
J �±,M ��+ �i ⌘ P J±

MM �

⇣
P J �+
M �0|

10Bei � |�i
⌘
, (2)

which consists of a subprojected 10Be and an � cluster. The distance be-
tween 10Be and an � cluster is set to 5 fm. The calculated overlaps for
linear-chainlike states are listed in Table 1. In other states, 10Be+� com-
ponents are small and less than a few percent. These results mean only
linear-chainlike states have 10Be+� correlation definitely. Particularly, it
is interesting that 4+ state has the larger 10Be(2+) component than the
10Be(0+) one. The simple sum of the 10Be(2+) components, 28.3%, is about
two times of the 10Be(0+) component, 15.7%. In the experimental report of
Ref. 12, the state at 18.6 MeV has larger branching ratio for 10Be(2+)+�
than that for 10Be(0+)+�. This may suggest a significant 10Be(2+) compo-

Figure 5.28: Overlaps between linear-chainlike states and artificial 10Be + ↵ states. Tables
from Ref. [80].
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the 0+ resonance could be below the energy detection threshold, and (2) there is a strong

absorption for L = 0 resonances. Thus this resonance will be much more di�cult to see

above background scattering.

The theory predicts overlap factors of 0.282 for the elastic 2+ resonance and 0.157 for

the elastic 4+ resonance. From the elastic R-matrix calculation, values for spectroscopic

factors of 0.3 ± 0.15 for the elastic 2+ resonance and 0.2 ± 0.1 for the elastic 4+ resonance

were obtained, in very good agreement with theory. The predicted linear-chain band also

has a large inelastic component [80], as shown in the tables of Fig. 5.28. Theory predicts an

overlap factor of 0.283 for this inelastic channel. In the data, there is strong branching to

the inelastic channel for the 4+ resonance, as seen in Fig. 5.29 and the R-matrix calculation

in Fig. 5.30. The current inelastic R-matrix calculations are preliminary. Even without a

detailed analysis it is clear that the large cross section in the inelastic channel is compatible

only with a large spectroscopic factor.

The good agreement between the predicted band and resonances shown in Fig. 5.27,

along with the strong branching to the inelastic for the 4+, make these resonances excellent

candidates for a positive-parity linear-chain rotational band in 14C.

5.6.10 Experimental Results Compared to Theory: Negative-Parity

Rotational Band

With five negative-parity resonances in Table 5.2, various types of rotational band structure

have been considered. As of yet, no final determination of band structure has been made.

A few preliminary proposals are described below.
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• One possibility is that the 3�, first 5�, and 7� resonances constitute a rotational band.

These resonances are within 2 MeV of each other, resulting in a small band gradient of

around 60 keV compared to the positive-parity band discussed above. Band gradient

analysis allows for the comparison of di↵erent bands by moment of inertia, and is often

shown by plotting energy as a function of J(J + 1). Other works [81, 82, 83, 84] do

suggest sub-100 keV band gradients for ↵ clustering, so further investigation of this

150



possible band structure is planned.

• A second consideration is prolate structure. Ref. [25] proposes a 3�, 5�, and 7� prolate

band in 14C above the 10Be+↵ threshold. A comparison of this band with the data is

shown in Fig. 5.31. While the resonances do not generally agree in energy level spacing,

the 7� states are quite close in energy. The proposed band’s 3� and 5� resonances are

on the edge of the energy domain probed in this work, and are thus likely not to be

seen in the data. One explanation for the discrepancy is that the 7� seen in the data

belongs to this proposed prolate band, and is not part of a band with the 3� and 5�

resonances. Fig. 5.32 compares this 7� resonance with predicted prolate and oblate

band gradients from Ref. [25], showing much better agreement with the prolate band.

• Another view is that the 3� resonance forms a band with one of the two higher 5� res-

onances, as this would result in a more natural band gradient. Determining which 5�

resonance to pair with it may prove di�cult; more work must be done on this possibility.

• One possible explanation is that the data do not show clear band structure of the

negative-parity resonances. Ref. [13] predicts that while there is a positive-parity linear-

chain rotational band, the negative-parity linear-chain band fractions into multiple

negative-parity resonances. This interpretation is fully compatible with the data. In

this case, it is natural to see multiple negative-parity states that have substantial ↵

decay widths, but do not seem to constitute a distinctive rotational band.
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5.6.11 Comparison to Literature

In Table 5.3, the resonances from this work in Table 5.2 are listed with observed resonances

in 14C from other reactions and works. The energies are given in MeV in 14C, resulting in an

increase of 12.01 MeV compared to Table 5.2. While some of the resonances from this work

may be found at similar resonance energies, six have unique spin-parity assignment compared

to literature while the 19.91(15) MeV resonance (7.9 MeV in Table 5.2) is assigned 5�, as

is the 19.76 MeV resonance from Ref. [85]. The selectivity of di↵erent reactions is not the

same, and therefore exact correspondence is not expected. The results of this work provide

the most reliable spin-parity assignments due to (1) the simple and well-understood reaction

mechanism of resonant scattering and (2) clearly identified di↵ractive peak angles.
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Table 5.3: Comparison of resonances from this work with literature. Reaction mechanism
for each column is given under the reference. The last column show states which have been
observed to ↵-decay. Table adapted from Ref. [85].

This Work [85] [86, 87] [25] [88] [25] [89, 90, 91]
10Be + ↵ 10Be + ↵ Various 2n Transfer 13C(p, n) 9Be(7Li, d) ↵-decay

E J⇡ E J⇡ E J⇡ Ref. E J⇡ E J⇡ E J⇡ E J⇡

11.666 4� [87] 11.66 4� 11.7 4� 11.66 4�

11.73 5� [87] 11.73 4+ 11.73 4+

11.9(3) (1�) [86]
12.20 1� [86]
12.61 2� [86] 12.58 (3�)
12.863 [87] 12.86
12.963 (3�) [87] 12.96(4) 3� 12.96 12.96
(13.50) [87]
13.7 2� [86] 13.7(1) 13.56

14.0(1) 14.03 14.3(1) [91]
14.54

14.63 (1�) [86] 14.67(5) 6+ 14.67 6+

14.717 4+ [86]
14.91 (1+) [86] 14.87(4) 5� 14.87 5� 14.87 5� 14.8(1) [89, 90, 91]

15.01(15) 2+

15.11
15.20 4� [87] 15.18 (5�)

15.35 (15.37) [87]
15.44 [87] 15.40 (2+)

15.51 15.56 3� [86] 15.55(10) [89, 90]
15.8 (1�) [86] 15.75(8)

15.91 15.91 4+ [86] 15.9 [90]
(16.02) [87]

16.22
16.43 [87] 16.4(1) (6+) 16.43 6+ 16.43(10) [89, 90, 91]
(16.57) [87] 16.53 (2+)

16.71(15) 3� 16.715 (1+) [87] 16.72(5) (6+) 16.72 (1+)
17.30 4� [87] 17.3 4� 17.30 4� 17.3(1) [91]

17.50 (3�) (17.5) (1+) [87] 17.5(1) 17.52 (2+)
17.61(15) 5�

17.98 (4+) 17.95 [87] 17.91 (2+)
18.10 [87] 18.03 (7�) (18.1) [91]

18.51(15) 7� 18.53 (4�) 18.39 18.5(1) [89, 90]
18.6(1) 4� 18.60 18.6(1) [91]

18.8
18.86 5�

19.01(15) 4+ 19.14 (19.07(1)) [89, 90, 91]
(19.3(1)) [91]

19.76 5� 19.8(1) 2+ 19.73 (2+) 19.83(1) [89, 90, 91]
19.91(15) 5�

20.4 [87] 20.02 (20.3(1)) [91]
20.71(15) 5� 20.66 6+ 20.75 20.6(1) [89, 91]

21.00
21.4(2) 21.41 21.43(1) [89, 90, 91]

22.1 [87] 22.5(3) 22.45(3) [89, 91]
23.5 23.2 (23.15(1)) [89, 91]

24.3 [87] 24.0(3) [89]
24.5 [87]

153



Chapter 6

Conclusion

6.1 Summary

By studying elastic and inelastic scattering of 38.2 MeV 10Be nuclei on a 4He active target

gas with the prototype AT-TPC, various resonances in 14C were observed. The beam was

delivered to the prototype AT-TPC by TwinSol at the University of Notre Dame. The

Micromegas detector in the prototype AT-TPC employed individual pad biasing, and the

geometry of the segmentation of the pads was optimized for triggering binary reactions. A

2+ elastic scattering resonance at 3.0 MeV and a 4+ elastic scattering resonance at 7.0 MeV

are strong candidates for a predicted [13] linear-chain positive-parity rotational band in

14C. Preliminary analysis performed on the inelastic data shows strong branching of the

7.0 MeV 4+ resonance, also in agreement with the linear-chain prediction. These resonances

provide the first strong experimental evidence of a linear-chain structure in 14C. This evidence

provides important information and insight into the more general discussion of ↵ clustering in

light nuclei. This result also strongly supports the reliability of the ��� constraint AMD for

the clustering of carbon isotopes. Another important conclusion from the study by Suhara

and Kanada-En’yo [13] is that the 0+3 state of 12C has a linear-chain structure, which is not

true in the molecular-orbit model [22]. Our results thus imply that this conjecture of 12C by

the AMD framework is very probable and merits further experimental investigation. This

154



possible state may be a one-dimensional gas-like state, a novel nuclear structure proposed

by another work of Suhara [11], and this work points to a new horizon for cluster studies.

Negative-parity elastic resonances have also been investigated for possible band structure.

Preliminary analysis shows that a 6.5 MeV 7� elastic resonance may be part of a suggested

[25] prolate rotational band. The resonance may instead form a rotational band with the

observed 4.7 MeV 3� and 5.6 MeV 5� elastic resonances. There are also two additional 5�

elastic resonances observed at 7.9 and 8.7 MeV, with the former possibly having branching

to the inelastic. The general features of the negative-parity states are compatible with the

mixing of many configurations of rotational-like band structure.

This work has demonstrated the e↵ectiveness of the principles of the AT-TPC. A He:CO2

90:10 active target gas successfully allowed for the measurement of resonances in 14C across

an energy domain of nearly 40 MeV in the lab frame, about 10 MeV in the center-of-

mass frame. The TPC capabilities provided large angular coverage for the measurements,

with probed center-of-mass angles ranging from 35 to 145�. This work employed the first

demonstrated use of the Micromegas amplification device’s gain variation for specific pads,

which was essential for triggering the reactions in the prototype AT-TPC. Along with other

experimental work performed with the prototype AT-TPC [9, 26, 27], this work has provided

important information for the design and construction of the now-built full-scale AT-TPC.

6.2 Outlook

The prototype AT-TPC will be of continued use as a complimentary device to the full-scale

AT-TPC. Its smaller size makes it portable for work at other labs, providing the opportunity

for studies with a large variety of beams.
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While spin-parity assignments have been made for the seven of the observed elastic

resonances in 14C, the values of their partial widths and spectroscopic factors could be

determined with better precision if needed. Further analysis will be done for the inelastic

data, including performing detailed R-matrix calculations similar to those made for the

elastic data. In addition to the strong evidence of linear-chain structure in a predicted

positive-parity rotational band, other band structures will be further investigated among the

observed elastic and inelastic resonances.

Many other light systems show specific quasi-molecular structures. A proposed experi-

ment for 8He + ↵ scattering has been accepted for beam time at TRIUMF-ISAC, and will

be performed in the near future.
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