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Heavy ion collisions provide a probe of nuclear matter in extreme conditions. A particular area of interest is the density dependence of the symmetry energy term of the nuclear equation of state. The symmetry energy term describes the difference in binding energy between pure neutron matter and symmetric nuclear matter, which has an equal number of protons and neutrons. The density dependence of the symmetry energy affects the structure of neutron stars, which reach densities far exceeding what can be observed in the laboratory. The emission of charged pions from heavy ion collisions is expected to be sensitive to the symmetry energy at densities which are typically not otherwise observed in the laboratory.

An experimental campaign to measure charged pion production was performed with the new S $\pi$ RIT Time Projection Chamber, used in the SAMURAI spectrometer at RIKEN. The campaign included four secondary beams, produced from two primary beams. This work focuses on the measurement of pion emission from ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ systems, probing a single point of asymmetry at two center of mass energy points. This work serves to validate analysis methods, and to provide comparisons between the two experiments

The development of the S $\pi$ RIT Time Projection Chamber is discussed in detail, from design considerations to construction methods. Upgrades performed after the experimental campaign are also described. The entire experimental setup is described, with position measurements discussed and tabulated.

The analysis of beam data from the BigRIPS fragment separator is described in detail,
providing the beam PID, momentum, and angle on target. The absolute cross section is determined and a basic filter of impact parameter is implemented.

We determine the pion spectra for ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ systems, comparing them to inform the range of pion kinetic energy which are consistently reconstructed for both systems. This informs the study of more asymmetric systems, where the pion ratio is expected to differ.
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## Chapter 1

## Introduction

A fundamentally useful property of physical laws is that they are universal: the laws of physics are the same on Earth as they are in the cosmos. Discoveries made in the cosmos increase our understanding of the pale blue dot we occupy, and measurements in Earth-based laboratories can shed light on the stars. To learn more about the processes which occur in stars, we turn to nuclear physics. Nuclear physics is the study of the nucleus of an atom, the basic building block of all matter. By studying the physics of these tiny systems, we gain information about the entire universe, from nuclear processes on Earth to the nuclear processes occurring in astrophysical environments.

Every atom consists of three types of particles: protons, neutrons, and electrons. The protons and neutrons are localized at the core of the atom, comprising the nucleus of the atom. The electrons, which weigh almost 2,000 times less than a proton or neutron, form a cloud around the nucleus which extends many times beyond the size of the nucleus: typically, an atom has a radius about 10,000 times larger than the radius of its nucleus. Nuclear physics focuses on studying the nucleus of an atom: the protons and neutrons which are bound together by the strong nuclear force. The number of protons is fixed for a given chemical element, but the number of neutrons can vary, resulting in the existence of different isotopes of the same element. One isotope of an element may be radioactive, while another is stable. The chart of the nuclides, shown in Figure 1.1, depicts isotopes as a function of proton
number (along the Y-axis) and neutron number (along the X-axis). Stable isotopes are shown in black, and radioactive isotopes are shown with color corresponding to half life.


Figure 1.1: The chart of nuclides, with proton number $(Z)$ on the Y-axis, and neutron number $(N)$ on the X-axis. Stable isotopes are shown in black, and unstable isotopes with color corresponding to lifetime. Figure modified from [1]. For interpretation of the references to color in this and all other figures, the reader is referred to the electronic version of this thesis.

The stability of a nucleus depends on its binding energy $B E$ : the amount of energy required to dissociate the nucleus. If we model the nucleus as an incompressible drop of nuclear matter [13], the binding energy can be approximated using the Bethe-Weizsäcker liquid drop model, a semi-empirical formula which gives the binding energy as a function of the number of protons $Z$, neutrons $N$, and mass $A=N+Z$ :

$$
\begin{equation*}
B E=a_{V} A-a_{S} A^{2 / 3}-a_{C} \frac{Z^{2}}{A^{1 / 3}}-a_{A} \frac{(N-Z)^{2}}{A}+\mathcal{O} \tag{1.1}
\end{equation*}
$$

The first coefficient $a_{V}$ is the volume term: the nuclear interactions between nuclei are attractive, binding the drop together. The energy contribution from volume scales linearly with $A$. The surface term $a_{S}$ is a correction to the volume term, necessary since nucleons at
the surface of the drop interact with fewer neighbors than those inside the nucleus, reducing the attractive interactions and thus the binding energy. The Coulomb term $a_{C}$ accounts for the repulsive effect of the Coulomb force, scaling with $Z^{2}$ to account for proton charge, and divided by $A^{1 / 3}$ to account for the radius of the drop, providing a scale for the distance between protons. The asymmetry term $a_{A}$ is necessary to describe the decrease in binding energy that occurs due to asymmetry in the number of protons and neutrons. Baryons in the drop cannot occupy the same quantum states, as required by the Pauli exclusion principle. However, a neutron and a proton in a nucleus can occupy the same spatial and spin states, as they have different isospin projections ( $+1 / 2$ and $-1 / 2$, respectively). An imbalance of nucleon types causes one nucleon type in excess to occupy higher single particle energy levels than the deficient nucleon type, resulting in a reduced binding energy than for a nucleus with symmetric proton and neutron numbers. Additionally, the strong nuclear force interactions prefer symmetric ( $N=Z$ ) systems, leading to reduced binding energy for asymmetric systems. This energy difference is modeled with the asymmetry term $a_{A}$. Other terms such as pairing $(\mathcal{O})$ can be added to refine this model, but for our purposes, it is sufficient to only discuss up to the asymmetry term.

If we extend our liquid drop to a macroscopic nuclear system (such as a neutron star), we can consider the limit where $A \rightarrow \infty$. The surface term becomes negligible, and we can neglect long-range Coulomb forces (in systems such as a neutron star, the Coulomb forces are screened by the presence of mobile electrons), giving binding energy per nucleon

$$
\begin{equation*}
\frac{B E}{A}=a_{V}-a_{A} \delta^{2} \tag{1.2}
\end{equation*}
$$

with $\delta$ as the asymmetry: $\delta=(N-Z) / A$. For a symmetric system, $B E / A$ is described by
only the volume term $a_{V}$, while for pure neutron matter, $B E / A=a_{V}-a_{A}$. To describe astrophysical systems that exist at a range of densities, we must move beyond the liquid drop model, since its modeling of a macroscopic system as an incompressible fluid at normal nuclear density is not valid. For example, the gravitational force of a neutron star compresses the nuclear matter to extreme limits of much higher nucleon densities, requiring an Equation of State (EoS) to describe properties of nuclear matter over a range of densities. An equation of state relates an important property of a system, such as its energy/nucleon, to state variables, such as pressure, temperature, and asymmetry. For large nuclear systems, the asymmetry can be described in terms of the neutron and proton densities,

$$
\begin{equation*}
\delta=\frac{\rho_{n}-\rho_{p}}{\rho} . \tag{1.3}
\end{equation*}
$$

As a starting point, we use the insights learned from the liquid drop model to form a nuclear EoS:

$$
\begin{equation*}
E(\rho, \delta)=E(\rho, \delta=0)+S(\rho) \cdot \delta^{2} \tag{1.4}
\end{equation*}
$$

with separable contributions from symmetric matter $(E(\rho, \delta=0))$ and asymmetric matter $\left(S(\rho) \cdot \delta^{2}\right)$. The term $S(\rho)$ is the symmetry energy: the difference between the EoS for pure neutron matter $(\delta=1)$ and symmetric nuclear matter $(\delta=0)$. From such an equation of state, the pressure can be calculated,

$$
\begin{equation*}
P(\rho)=-E(\rho) / V, \tag{1.5}
\end{equation*}
$$

at zero temperature, for a fixed number of particles. By modeling the thermal properties of nuclei, one can extrapolate to non-zero temperatures. Determination of the pressure-density
relationship is necessary to model the structure of a neutron star where the nuclear matter is in hydrostatic equilibrium.

### 1.1 Density Dependence of the Symmetry Energy Term

The nuclear saturation density $\rho_{0}$ is defined to be the density which minimizes the binding energy per nucleon, and is experimentally determined as $\rho_{0}=0.16 \mathrm{fm}^{-1 / 3}$. For densities at or below saturation density, the symmetry energy can be determined using information about bound nuclei and by studying nuclear collisions. Much work has been done to constrain the symmetry energy around the saturation density, but the value of symmetry energy for higher densities must also be constrained. In particular, the value of the symmetry energy at twice saturation density $\left(2 \rho_{0}\right)$ is crucial for determining the structure of neutron stars. The symmetry energy density dependence is often parametrized by defining the quantity

$$
\begin{equation*}
x \equiv \frac{\rho-\rho_{0}}{3 \rho_{0}} \tag{1.6}
\end{equation*}
$$

and performing a Taylor expansion around the symmetry energy at saturation density:

$$
\begin{equation*}
S(\rho)=J+L x+\frac{1}{2} K_{\mathrm{sym}} x^{2}+\frac{1}{6} Q_{\mathrm{sym}} x^{3}+\ldots \tag{1.7}
\end{equation*}
$$

with $J=S\left(\rho_{0}\right)$, and $L, K_{\text {sym }}$, and $Q_{\text {sym }}$ the slope, curvature, and third derivative of the symmetry energy at saturation density. This form can be very useful for investigations around saturation density, as well as for making comparisons to symmetric nuclear matter [14]. An
alternative formalism is to describe the behavior as a power law, as in Reference [2]:

$$
\begin{equation*}
S(\rho)=S_{\mathrm{kin}}\left(\frac{\rho}{\rho_{0}}\right)^{2 / 3}+S_{\mathrm{int}}\left(\frac{\rho}{\rho_{0}}\right)^{\gamma} \tag{1.8}
\end{equation*}
$$

which has the advantage of using a single tunable parameter $\gamma$ to describe the density dependence of the symmetry energy. The term $S_{\text {kin }} \approx 12.3 \mathrm{MeV}$ is the kinetic term, and $S_{\mathrm{int}} \approx 20 \mathrm{MeV}$ the interaction term. Figure 1.2 shows the symmetry energy dependence using this formalism for three values of $\gamma$. A value of $\gamma=1$ would indicate a nearly linear dependence on density. Within this work, a value of $\gamma$ above 1 will be referred to as "stiff", and a value below 1 will be referred to as "soft".


Figure 1.2: Parameterizations for density dependence of symmetry energy, for three values of $\gamma$. Figure from [2].

To study the symmetry energy at around twice saturation density, we turn to Heavy-Ion Collisions (HIC), which enable us to produce short-lived, high-density regions of nuclear matter. By employing Rare-Isotope (RI) beams, we can probe systems with a range of asymmetry. In the past, HIC have been successfully used to study the symmetry energy, using probes such as the neutron/proton ratio emitted from HIC [15], isospin diffusion [16],
electric dipole polarizability and the ${ }^{208} \mathrm{~Pb}$ neutron skin [17], and transverse flow [18]. The fundamental challenge that must be faced when using HIC to constrain the symmetry energy at higher density is to separate high density and low density effects.


Figure 1.3: Cartoon graphic showing impact parameter $b$, and classification of spectator and participant nucleons.

In HIC, the relative centrality of a collision has a large effect on the reaction dynamics. Centrality is described by the impact parameter $b$, the transverse distance between the centers of a target nucleus and an approaching beam nucleus. The most central region of the collision will achieve the highest density, and models indicate that the density can reach $2 \rho_{0}[19]$. Nucleons in the most central region are referred to as participant nucleons, and nucleons outside this region are referred to as spectator nucleons. Figure 1.3 shows a cartoon representation of participant and spectator nucleons. Particles emitted from the central region of the collision can provide information about the symmetry energy at $2 \rho_{0}$, but particles will also be produced from lower density regions. To specifically study symmetry energy effects, it is necessary to select a probe which will preferably be produced in the high-density region. One such probe is pions [20, 21, 22], which are predominately produced in the early stages of the reaction, when the high density matter is produced (as shown in Figure 1.4), which shows maximum density achieved in a pBUU simulation (discussed in Section 1.3) of a ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ reaction, with a central collision $(b=3 \mathrm{fm})$.


Figure 1.4: Maximum density achieved in collision as function of time, simulated for two values of $\gamma$.

### 1.2 Pion Production and the Symmetry Energy

Within a heavy ion collision, pions can be produced through nucleon-nucleon scatterings, or through the decay of $\Delta$ resonances. If our beam energy is below or slightly above the pion production threshold $(\sim 300 \mathrm{MeV} / \mathrm{u})$, most pion production will be due to the decay of $\Delta$ resonances [19]. There are four distinct $\Delta$ resonances: $\Delta^{++}, \Delta^{+}, \Delta^{0}$, and $\Delta^{-}$. These $\Delta$ resonances are produced by nucleon-nucleon interactions in the high density region of the HIC, where the collective motion of nuclei provides the energy required to form the $\Delta$ resonances. The type of $\Delta$ resonance $(++,+, 0,-)$ produced depends on the nucleons involved in the production. The relative probabilities for a specific nucleon-nucleon interaction ( $p-p$, $n-p, n-n)$ to produce a $\Delta$ can be determined using conservation laws and Clebsch-Gordan
coefficients (see Appendix A for derivation):

$$
\begin{align*}
& p+p \rightarrow \sqrt{\frac{3}{4}}\left(\Delta^{++}+n\right)-\sqrt{\frac{1}{4}}\left(\Delta^{+}+p\right) \\
& n+p \rightarrow \sqrt{\frac{1}{2}}\left(\Delta^{+}+n\right)-\sqrt{\frac{1}{2}}\left(\Delta^{0}+p\right) \\
& n+n \rightarrow \sqrt{\frac{1}{4}}\left(\Delta^{0}+n\right)-\sqrt{\frac{3}{4}}\left(\Delta^{-}+p\right) . \tag{1.9}
\end{align*}
$$

Using the decay modes of $\Delta \mathrm{s}$, we can determine the relative probabilities of different pions being produced, for a specific nucleon-nucleon interaction,

$$
\begin{align*}
& p+p \rightarrow \sqrt{\frac{5}{6}}\left(\pi^{+}+p+n\right)-\sqrt{\frac{1}{6}}\left(\pi^{0}+p+p\right) \\
& n+p \rightarrow \sqrt{\frac{1}{6}}\left(\pi^{+}+n+n\right)+\sqrt{\frac{2}{3}}\left(\pi^{0}+n+p\right)+\sqrt{\frac{1}{6}}\left(\pi^{-}+p+p\right) \\
& n+n \rightarrow \sqrt{\frac{1}{6}}\left(\pi^{0}+n+n\right)-\sqrt{\frac{5}{6}}\left(\pi^{-}+n+p\right) . \tag{1.10}
\end{align*}
$$

From this, we can see that the production of $\pi^{-}$will largely depend on $n-n$ collisions in the high density region, while $\pi^{+}$production will largely depend on $p-p$ collisions. The production of $\pi^{-}$and $\pi^{+}$is equally likely for $n-p$ collisions. It follows that the relative production of $\pi^{-}$and $\pi^{+}$should depend on the relative numbers of neutrons and protons in the high density region.

The symmetry energy will affect the relative number of protons and neutrons in the high density region. A large symmetry energy (i.e., stiff) will favor symmetry in the number of protons and neutrons, and will compete with the Coulomb force which affects only the expulsion of protons from the high density region. A small symmetry energy (i.e., soft) will lead to comparatively fewer protons in the high density region. Therefore the relative numbers of $\pi^{-}$and $\pi^{+}$produced should provide an indication of the relative numbers of
neutrons and protons present in the high density region, and thereby provide a measure of the symmetry energy. This qualitative argument must be modeled to account for reaction dynamics and differences in the $\pi^{-}$and $\pi^{+}$production. The symmetry energy directly affects the relative quantities and expulsion of protons and neutrons within the high density region, but inferring the symmetry energy at $2 \rho_{0}$ from expelled protons and neutrons is difficult, most notably because neutrons and protons are emitted from all regions of the reaction, regardless of density. Measurements of $n-p$ spectra will therefore be affected by the symmetry energy at a range of densities.

### 1.3 Measuring Pion Multiplicities, and the Proposed Experiment

Measuring charged pions requires a magnetic field to separate positive and negative charge. To measure a range of asymmetry ( $\delta$ ), large isotopes are preferable. Many charged particles are produced in the HIC, and we must be able to resolve the momenta and Particle Identification (PID) of these particles to distinguish pions, especially positive pions, from other charged particles. To determine the kinetic energy of the particles in the reaction center-of-momentum frame, the angle of emission must be determined in addition to the momenta and PID. The measurement of protons, deuterons, tritons, ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ can be used for complimentary measurements of the symmetry energy, and provide necessary systematic information.

The use of a Time Projection Chamber (TPC) suits the desired measurement perfectly. A TPC, used in conjunction with a magnetic field, is able to distinguish between positively and negatively charged particles. A TPC covers a large solid angle, and can be used to distinguish
individual tracks in a high multiplicity collision. Since the experiment will be performed at sub-threshold energies, theory predicts that the pion production will be a relatively rare process compared to light charged particles such as hydrogen and helium isotopes [2], so it is important to maximize the detection efficiency of pions. The EOS TPC [23] has previously been employed to measure charged pion spectra for $\sim 1 \mathrm{GeV} / \mathrm{A} \mathrm{Au}+\mathrm{Au}$ collisions [24], thus demonstrating the feasibility of using a TPC for such measurements.

For the purpose of constraining the symmetry energy, a new TPC, called the S $\pi$ RIT (SAMURAI Pion-Reconstruction and Ion-Tracker) TPC [3], a joint project between Texas A\&M University and Michigan State University, was constructed at the National Superconducting Cyclotron Laboratory (NSCL) and used in an experimental campaign at the Radioactive Isotope Beam Factory (RIBF) at the RIKEN Nishina Center for AcceleratorBased Science in Wako, Japan. Two primary beams ( ${ }^{124} \mathrm{Xe}$ and $\left.{ }^{238} \mathrm{U}\right)$ were used to produce four beams $\left({ }^{108} \mathrm{Sn},{ }^{112} \mathrm{Sn},{ }^{124} \mathrm{Sn}\right.$, and $\left.{ }^{132} \mathrm{Sn}\right)$ which were impinged on two isotopic targets $\left({ }^{112} \mathrm{Sn}\right.$ and $\left.{ }^{124} \mathrm{Sn}\right)$, to probe a large range of asymmetry. Additionally, two beams were produced consisting of low-charge particles ( $Z$ ranging from 1 to 3 ) for momentum calibrations. The beam-target systems used is listed in Table 1.1.

| Primary Beam | Secondary Beam |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Isotope | Energy <br> $($ AMeV $)$ | Desired <br> Isotope | Target <br> Isotope | Energy at mid target <br> $(\mathrm{MeV} / \mathrm{u})$ |
| ${ }^{238} \mathrm{U}$ | 345 | ${ }^{132} \mathrm{Sn}$ | ${ }^{124} \mathrm{Sn}$ | $\sim 270$ |
| ${ }^{238} \mathrm{U}$ | 345 | ${ }^{124} \mathrm{Sn}$ | ${ }^{112} \mathrm{Sn}$ | $\sim 270$ |
| ${ }^{124} \mathrm{Xe}$ | 345 | ${ }^{112} \mathrm{Sn}$ | ${ }^{124} \mathrm{Sn}$ | $\sim 270$ |
| ${ }^{124} \mathrm{Xe}$ | 345 | ${ }^{108} \mathrm{Sn}$ | ${ }^{112} \mathrm{Sn}$ | $\sim 270$ |

Table 1.1: Beams used in the S $\pi$ RIT TPC experimental campaign

This dissertation will focus on the pion measurement from the ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ system and the ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ system, providing initial results from the S $\pi$ RIT TPC campaign and
demonstrating the capabilities of the TPC. The heavy ion collisions are modeled with a transport code, which predicts the pion production for given parameterizations of the symmetry energy [19, 2]. In this dissertation, a preliminary comparison of our data to the predictions of one transport model (pBUU) by Pawel Danielewicz [25, 26], which uses the Boltzmann-Uehling-Uhlenbeck equation, is performed. There has been ongoing efforts to compare to a suite of transport codes [27], which may be used in the future to interpret pion production spectra, and thereby constrain the symmetry energy.

### 1.4 Organization of Dissertation

This dissertation begins with a description of the design and construction of the STRIT TPC in Chapter 2. The TPC shipping process is also detailed in Chapter 2, along with a description of upgrades that were performed to the TPC after the experimental campaign. The experimental setup is described in Chapter 3, including the position measurement of the setup. A description of ancillary detectors and the experimental trigger is included in Chapter 3. Analysis of the beam and TPC data is presented in Chapter 4. The beam analysis involves beam particle identification and trajectory reconstruction. The absolute cross section is determined using scaler information, TPC information, and the beam information. An overview of the TPC analysis software is presented, with details on the pion extraction and analysis. A summary is provided in Chapter 5, along with an outlook for future work.

## Chapter 2

## Development of the S $\pi$ RIT Time

## Projection Chamber

The SAMURAI pion Reconstruction and Ion Tracking Time Projection Chamber (S $\pi$ RIT TPC) [3] was designed to detect pions and other light charged particles, observables which are sensitive to the symmetry energy. The operation principle is shown in Figure 2.1, with the field cage and pad plane illustrated, although not to scale. The S $\pi$ RIT TPC was designed to be placed inside the magnet gap of the SAMURAI Spectrometer [28], which provides the indicated magnetic field. The field cage produces a uniform electric field anti-parallel to the magnetic field, and is filled with P10 gas ( $90 \%$ Argon, $10 \% \mathrm{CH}_{4}$ ) at just above atmospheric pressure. A Rare-Isotope (RI) beam is impinges on a fixed target at the entrance of the field cage. When a beam nucleus collides with a target nucleus, neutrons and charged particles are released. As the charged particles pass through the field cage, they ionize the P10 gas, creating electron-ion pairs. The positive ions drift downwards towards the cathode plate, while the electrons drift upwards towards the ground wire plane, located 8 mm below the pad plane. The electrons are multiplied between the ground plane and the anode wire plane, which is located 4 mm below the pad plane. The high voltage potential between these two wire planes accelerates the drift electrons, giving them sufficient energy to liberate additional electrons from the gas. The additional liberated electrons will also be accelerated, liberating


Figure 2.1: Operation principle of the $\mathrm{S} \pi$ RIT TPC, modified from [3].
further electrons. This chain effect causes an avalanche of electrons; therefore, the region between the ground and anode wire planes is referred to as the avalanche region. The electrons terminate on the anode plane, but the motion of the positive ions produced in the avalanche region induces an image charge on the pad plane, creating a signal large enough to be amplified and digitized by readout electronics.

The highly-segmented pad plane allows determination of the trajectory of a particle in the $x-z$ plane, while the third dimension, $y$, is inferred from the relative timing of induced signals. The anti-parallel electric field, in combination with the encompassing magnetic field, causes the electrons to drift in tight spirals along the field lines, mitigating diffusion that would otherwise occur. A combination of magnetic rigidity $(B \rho)$ and energy loss $(d E / d x)$ provides the necessary information to determine particle identification, along with momenta of the charged particles created in the RI collision. The magnetic field separates the charged particles by magnetic rigidity, while the energy loss per unit length is determined from the amount of charge liberated beneath a pad. This chapter describes the design and construction
of the S $\pi$ RIT TPC. It should be noted that this chapter shares overlap with Reference [7], which was written before the first experimental run of the S $\pi$ RIT TPC.

### 2.1 General Design Considerations

To achieve the desired physics results, the TPC must be able to resolve light charged particles in reactions which can include projectile-like fragments and intermediate mass fragment particles in high multiplicity [29]. To this end, the design was based on the EOS TPC [23]. To take advantage of the 2 m pole face of the SAMURAI spectrometer, the S $\pi$ RIT TPC has a large pad plane ( 1344 mm by 864 mm ). Structural bolt covers within the pole gap of SAMURAI reduce the available pole gap to 75 cm (of 80 cm maximum). The pad plane is read out by front-end electronics, which must be mounted as close as possible to the pad plane to avoid signal loss and noise pickup. The combination of readout electronics and available pole gap limits the drift length of the field cage to 50.49 cm .

The S $\pi$ RIT TPC was designed to study central, heavy-ion collisions at around $E=300$ $\mathrm{MeV} / \mathrm{u}$, which result in a high multiplicity of produced particles. The particle identification and momentum measurement for pions, hydrogen isotopes, and helium isotopes are necessary for the physics goals. Specific goals focused on within this work are measuring chargedpion spectra and ratios, as well as determining multiplicity cross sections. As discussed in Chapter 1, the pion ratio measured with different beam/target systems is expected to provide constraints of the density dependence of the symmetry energy. Measurements of multiplicity cross sections provide impact parameter constraints, which is important for comparison to theory.

Typically, a larger pad plane size is required for a larger range of momentum acceptance,
while a smaller individual pad size allows a finer resolution of higher momentum values. The total number of pads is limited by channel cost, and a small pad size requires high density electronics for readout. The design of the pad plane had to optimize the momentum measurement over a range of momentum acceptance, without using a cost-prohibitive number of channels. Additionally, the pad plane should fit inside the region of uniform magnetic field of the SAMURAI spectrometer.

To safely operate within the SAMURAI magnet at 0.5 T , all parts had to be made of nonmagnetic materials. Many stainless steel parts and screws can be used, but must be checked for magnetism. Type 316 stainless steel, which contains a small amount of molybdenum, is typically non-magnetic, but can become magnetic when the metal is worked. To avoid using any magnetic electrical components, we avoided components which were nickel coated or had iron pins. Each component used was checked for magnetism using a rare-earth magnet.

An additional consideration made for materials used was to avoid introducing impurities in the field cage gas. Oxygen and halogenides have a relatively large electron affinity, and thus can absorb drift electrons, which do not typically have enough energy to form negative ions with noble gases or most organic compounds [30]. Materials were specifically chosen to be halogen free, to avoid introducing such impurities.

### 2.2 Design Overview

An exploded view of the S $\pi$ RIT TPC is shown in Figure 2.2. The pad plane and wire planes are mounted to the top plate, which is kept flat with ribs. The field cage seals against the top plate, forming a gas tight detection volume. Clean P10 gas enters the field cage through an inlet at the bottom of the field cage, and exits the field cage through an outlet on the top,


Figure 2.2: S $\pi$ RIT exploded view.
flowing through the rest of the enclosure volume, and exiting via a bubbler. The voltage step down bridges the electric potential between the field cage cathode and the ground potential of the enclosure. These parts, along with the target mechanism, are housed within the enclosure. An entrance window is mounted on the front flange of the TPC, allowing RI beams to enter the enclosure.

### 2.3 GET Electronics

For the pad plane readout, the Generic Electronics for TPC (GET) system is employed [31]. This section draws heavily from References [31] and [5]. The Application-Specific Integrated Circuit (ASIC) and Analog-to-Digital Converter (ADC) board, or AsAd board, is used to amplify, shape, and digitize the signals from pads. Each AsAd board has 4 ASIC for GET (AGET) chips, which amplify and shape the signals from 64 input pads. A schematic diagram


Figure 2.3: Schematic of AGET function, from [4].
of the AGET function is shown in Figure 2.3. Each of the 64 shaper outputs is sampled and stored on a 512-cell switched capacitor array, which provides a circular buffer for the analog signal. Upon receiving a trigger, these sampled signals are sent sequentially to a four channel ADC on the AsAd board, with one channel handling signals from one AGET chip. A single AsAd board therefore handles up to 256 input signals, with each input signal containing as many as 512 samples of the signal induced on the corresponding TPC pad. The sampling frequency is adjustable from 1 MHz to 100 MHz , allowing a time range from 512 $\mu \mathrm{s}$ to $5.12 \mu \mathrm{~s}$ to be sampled. Each of the 512 cells of the switched capacitor array store the amplified and shaped charge signal for its pad during the time corresponding to the sampling frequency, forming a granular "timebucket" with associated signal height. In addition to the input signals, each AGET has 4 Fixed Pattern Noise (FPN) channels, which can be used to determine noise levels. There is also a discriminator for each input signal that can be used for partial readout of pads with data above the threshold values. As the channel occupancy rates for the TPC are high, this feature was not used. Instead, all channels are written to disk on every event.

The digitized data from the AsAd boards are concentrated by Concentration Boards (CoBo). Each CoBo can handle signals from 4 AsAd boards, for a total of 1024 input signals. These CoBo boards send the concentrated data to a DAQ server, which writes the


Figure 2.4: GET architecture employed for S $\pi$ RIT TPC, from [5].
event to disk. The CoBo have DDRAM for event buffering, storing the time sequenced, digitized data from the 512-cell switched capacitor arrays. A control path on the CoBos is used to receive the trigger from the Multiplicity, Trigger and Time (MuTanT) module (see [4] for further details) and transfer it to the AsAd boards, and to configure the AsAd boards prior to data taking. When an event trigger is received, the buffered data from the CoBo modules are written to disk.

For the S $\pi$ RIT TPC, 48 AsAd boards are used with 12 CoBos. The CoBos are mounted in $2 \mu$-TCA crates located outside the magnetic field, with 8 CoBos and one MuTanT module in one crate and 4 CoBos and one MuTanT module in the other. The AsAd and CoBo were connected with 8 m long commercial Very-High-Density-Cable Interconnect (VHDCI) cables.


Figure 2.5: Adapter and ZAP boards.

The $\mu$-TCA crates send data from the CoBo modules through a 10 Gbps network switch to 2 DAQ servers, which employ NARVAL [32] as the DAQ framework. The GET architecture as employed for the S $\pi$ RIT TPC experiment is shown in Figure 2.4. During experimental runs, the AsAd sampling frequency was 25 MHz , with 270 of the 512 timebuckets digitized [5].

The connection between AsAd and pad plane is handled with custom made interface boards, as shown in Figure 2.5. The interface uses 2 types of rigid circuit boards, connected with flexible ribbon cables. Push-type connectors on the smaller rigid boards are used to interface to the pad plane, and the larger board is connected to the AsAd. Spacers are used to ensure that the force on the SAMTEC connector is sufficient to ensure electrical contact on all signal and ground lines, but not any more. Excessive force on the pad plane can break the gas seal between the pad plane and the top plate. The larger board is called a ZAP board, as it uses low capacitance diode arrays to protect the AsAd from huge signals which could be caused by sparking around the pad plane. The flexible ribbon cables allow the AsAd board to be installed in a tilted fashion, maximizing the limited space budget.


Figure 2.6: Schematic view of top plate and ribs (a), and photograph of TPC with GET electronics partially installed (b).

### 2.4 Top Plate

A rigid aluminum plate is used as a flat reference surface for the pad plane, wire planes, field cage, and target mechanism, and as the mounting point for the readout electronics. This plate is referred to as the "top plate". The top plate is made of a $3 / 4$ inch thick aluminum plate, 2035.2 mm long and 1498.6 mm wide. A recess is machined on the bottom side to fit the pad plane, and slots through the plate are machined for the interface boards (described previously) to connect to the pad plane. Machining the feed-throughs and recesses causes the plate to warp, as the machining process relieves stress within the metal, so a series of ribs is installed on the top plate to maintain planarity. The top plate and supporting rib structure is shown in Figure 2.6a, with a single AsAd and interface board installed. The ribs are used to hold a support structure for readout electronics, made of 80-20 aluminum extrusion. Figure 2.6b shows the TPC with GET readout electronics (described previously) installed on half of the pad plane.


Figure 2.7: The top plate and motion chassis in (a) doorway configuration and (b) table configuration.

### 2.4.1 Motion Chassis and Table Configuration

A motion chassis for the TPC was designed and fabricated at Texas A\&M University. The motion chassis connects directly to the ribs of the top plate, allowing the top plate to be moved and worked on easily and safely. The motion chassis is shown installed on the top plate in Figure 2.7a, in the "doorway motion" configuration. Casters on the motion chassis allow smooth motion across floors and through doors. An additional set of casters are employed for a "table" configuration, shown in Figure 2.7b. In this configuration, the bottom of the top plate can be worked on easily, and motion is also possible, although in the table configuration, the assembly will not fit through a typical doorway.

### 2.5 Pad Plane

An array of conductive, charge-sensitive pads called the "pad plane" is mounted to the bottom of the top plate. Each pad is 11.5 mm in the beam direction and 7.5 mm in the transverse direction, with 0.5 mm isolation between each pad. An electron avalanche will
induce a signal on the nearest charge-sensitive pads: if an avalanche occurs over an isolation area, the signal will spread over the two neighboring pads. Therefore, each pad covers an effective area of $12 \mathrm{~mm} \times 8 \mathrm{~mm}$. The pad plane spans 112 pads in the beam direction and 108 pads in the transverse direction, for 12,096 pads and overall dimensions of 1344 mm $\times 864 \mathrm{~mm}$. The pad dimensions matched the EOS TPC, which had previously been used to measure pions. The overall pad plane size is somewhat smaller than that of the EOS TPC, but is a reasonable match to the available region of uniform magnetic field inside the SAMURAI spectrometer.

The effect of pad dimension on momentum resolution can be investigated for a fixed number of channels. For an array of $108 \times 112$ pads of fixed length, we examine the relative error in determining momentum for pads of different widths. For particles starting at the origin of the pad plane with momentum aligned along the Z-axis, the magnetic rigidity can be used to determine the path length and number of pads crossed. We assume the error of point measurement varies as $\varepsilon^{2} \propto W^{2}+L^{2}$, with $W$ and $L$ the pad width and length, respectively. The momentum resolution is determined from the ability to measure track curvature. From [30], the variance for curvature measurement can be described as

$$
\begin{equation*}
\sigma^{2}=\frac{\varepsilon^{2}}{L^{4}} \frac{720 N^{3}}{(N-1)(N+1)(N+2)(N+3)}, \tag{2.1}
\end{equation*}
$$

where $\varepsilon$ is the error of measurement for each point along the curve, $L$ is the track length, and $N+1$ is the number of points measured.

Using the $8 \mathrm{~mm} \times 12 \mathrm{~mm}$ pad size as a reference, relative momentum measurement error is shown in Figure 2.8 as a function of magnetic rigidity (in $\mathrm{MeV} / \mathrm{c} / \mathrm{e}$ ). For low rigidity particles, wider pads increase the path length (by increasing the total pad plane


Figure 2.8: Relative error of momentum measurement for different pad sizes.
size), which increases the momentum resolution. For higher rigidity particles, the narrow pads increase the number of measurement points along the path, increasing resolution. A narrow pad size (and therefore narrow pad plane) drastically reduces the path length for low rigidity particles, disproportionately increasing the momentum error. Since our pions will typically be of rigidity less than $1000 \mathrm{MeV} / \mathrm{c} / \mathrm{e}$, the wider pads are better suited for our pion measurement.

The pad plane is made from a 6-layer Printed Circuit Board (PCB), with conductive surfaces coated in gold. Due to the complexity and size of the pad plane, it is technically difficult and cost-prohibitive to produce as a single board, so instead 4 different pieces were produced that could be combined to form the pad plane. The perimeter of the pad plan is bounded by a ground strip, causing an asymmetry which requires 2 designs for the 4 pieces. Opposing corners share the same design, as illustrated in Figure 2.9. The width of the ground strip is exaggerated in the figure. Dowel pin holes in the three outer corners are used to set the relative position of the 4 boards when mounting to the rigid top plate.


Figure 2.9: Pad plane symmetry, with hatched regions representing the ground strip, and arrows representing the symmetry of the pad layout. Not to scale.

### 2.5.1 Unit Cell

The pads are grouped into "unit cells" which span 7 pads in the beam direction and 9 pads in the transverse direction for a total of 63 pads. The unit cell is designed to be read out using either two STAR Front End Electronics (FEE) cards or by one AGET chip (described in Section 2.3). The layout and signal routing of the unit cell is shown in Figure 2.10. Pads are shown in blue, with pad number in white shown for one row and one column. The pad number increases from left to right, and top to bottom. The signal layer is shown in yellow. The signal routing was chosen to minimize the typical trace length. The green circles represent Vertical Interconnect Access (VIA) holes which transport signal between circuit board layers. The footprint for two SAMTEC FSI connectors are shown in red. These connectors are spring-loaded, and must be held against the pad plane circuit board. For a numbering convention, we have defined 4 rows from the 2 connectors, and labeled the pins in each of these rows from $0-24$. This numbering is indicated in gray in the figure. The unit


Figure 2.10: Circuit schematic of the pad plane unit cell.
cell pattern is repeated across the pad plane, and has mirror symmetry across the Z-axis (oriented along the typical beam direction).

Since each AsAd board has 4 AGET chips, 4 unit cells are serviced by each AsAd board. The pad plane dimensions are illustrated in Figure 2.11 along with the profile of a unit cell and the area serviced by a single AsAd board. The pad plane spans 16 unit cells in the beam direction, and 12 unit cells in the transverse direction. There are 196 unit cells in the pad plane, and 48 AsAd boards are used to read it out.

### 2.5.2 Layer Cross Section

To avoid crosstalk, we use a multi-layer circuit board. The signal plane is in the middle, shielded on either side by ground planes, with the pad side and readout side on the outside layers. This puts a requirement of a minimum of 5 layers, but it is best to use an even number of layers in a circuit board due to the manufacturing process, so a total of 6 layers were used. The cross section is shown in Figure 2.12, not drawn to scale. The layers of


Figure 2.11: Pad plane overall dimensions in mm, with the profile of a unit cell (cross hatched), and the area serviced by one AsAd board (hatched).
copper are all $0.7 \mathrm{mil}(1 \mathrm{mil}=0.001 \mathrm{inch})$ thick, and are drawn in an orange color. To simplify the manufacturing process, there are only two VIA routes with one route running through the entire board, and one route going from the top layer to layer 5. The insulating layers, drawn in green have thickness indicated with units of mil. The insulating materials are made of non-brominated G10 glass-epoxy resin. The VIA route which runs through all layers is used to connect the pads to the signal layers. On the top layer, the VIA is covered with insulating soldermask material to avoid grounding to the top plate. The VIA route which runs from the top layer to layer 5 is used to bring the signal from the signal layer to the top layer, as well as to interconnect all ground layers.

### 2.5.3 Pad Plane Signal Mapping

The interface board connecting the AsAd boards to the pad plane was described previously, and shown schematically in Figure 2.5. The signal mapping from one AGET chip to one unit cell is enumerated in Table 2.1, with pad numbers following the convention in Figure 2.10. In addition to 64 signal channels, the AGET chip has 4 Fixed Pattern Noise (FPN) channels,


Figure 2.12: Cross sectional view of the pad plane. The green hatched layers are G-10, with the thickness indicated in mil.
which are included in the map. Since each unit cell has 63 pads instead of 64 , one channel is Not Connected (NC). The mapping is the same for each unit cell/AGET chip in the pad plane.

### 2.6 Pad Plane Gluing

The pad plane was fastened to the top plate using Araldite 2013 epoxy. Since the pad plane forms a gas tight barrier, the gluing procedure was designed with redundancy for leaks. A double gasket fabricated from polycarbonate was glued to the top plate around each set of holes used for the GET electronics, as shown in Figure 2.13a. For this gluing, EZ-poxy was used. An aluminum jig was used to apply each gasket, to ensure uniform application. Uniform pressure was applied to the gaskets while the epoxy cured using tefloncoated, weighted aluminum plates. This made a gas-tight seal between the gaskets and the top plate. EZ-poxy does not provide the strongest structural bond to either aluminum or polycarbonate, but it is low viscosity, which allows the gaskets to be pressed flat against the top plate. This is essential to ensure a gas-tight seal.

With the gaskets installed, the pad plane was secured to the top plate using Araldite

| AGET | Pad | AGET | Pad | AGET | Pad | AGET | Pad |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 14 | 17 | 33 | 34 | 49 | 51 | 52 |
| 1 | 9 | 18 | 10 | 35 | NC | 52 | 30 |
| 2 | 15 | 19 | 34 | 36 | 42 | 53 | 59 |
| 3 | 16 | 20 | 3 | 37 | 43 | 54 | 38 |
| 4 | 21 | 21 | 26 | 38 | 50 | 55 | 60 |
| 5 | 7 | 22 | FPN | 39 | 44 | 56 | FPN |
| 6 | 22 | 23 | 4 | 40 | 51 | 57 | 39 |
| 7 | 8 | 24 | 25 | 41 | 35 | 58 | 61 |
| 8 | 23 | 25 | 5 | 42 | 56 | 59 | 40 |
| 9 | 0 | 26 | 27 | 43 | 36 | 60 | 62 |
| 10 | 31 | 27 | 6 | 44 | 57 | 61 | 41 |
| 11 | FPN | 28 | 20 | 45 | FPN | 62 | 55 |
| 12 | 1 | 29 | 12 | 46 | 37 | 63 | 48 |
| 13 | 24 | 30 | 18 | 47 | 58 | 64 | 53 |
| 14 | 2 | 31 | 11 | 48 | 28 | 65 | 46 |
| 15 | 32 | 32 | 19 | 49 | 45 | 66 | 54 |
| 16 | 17 | 33 | 13 | 50 | 29 | 67 | 47 |

Table 2.1: AGET channel to Pad signal mapping. The convention for pad number is detailed in Figure 2.10. Four Fixed Pattern Noise (FPN) channels are present per AGET card, but they are not connected to the pad plane. Channel 35 is Not Connected (NC) to any pad.


Figure 2.13: Gluing double gaskets to top plate (a) and application of Araldite epoxy for pad plane installation (b).

2013 epoxy, which bonds strongly to the pad plane circuit board and to the aluminum top plate. The pad plane corners were installed one at a time, using a vacuum table to ensure planarity. The epoxy was applied to the top plate as shown in Figure 2.13b, in square patterns covering each of the previously described gaskets. Although most of the Araldite application is not directly on the aluminum surface, it is squeezed over the aluminum when the pad plane is pushed against it. Each screw hole was filled with Teflon-coated screws to prevent the Araldite 2013 epoxy from flowing into them. Kapton tape was placed over the electrical connections of the pad plane, to keep them clean of epoxy.

With the epoxy applied, the pad plane corner is lowered into place using a vacuum table, as shown in Figure 2.14. The vacuum table has a precision flat surface with many holes which, when used with a vacuum pump, holds the pad plane circuit board flat while the epoxy cures. Precision shims are used to set the height and level of the vacuum table. Metal weights on top of the vacuum table apply pressure to the pad plane and epoxy. The epoxy was cured in this configuration for 24 hours for each pad plane corner.

With this pad plane gluing procedure, each gasket was glued by two rectangular beads


Figure 2.14: Vacuum table in use for pad plane installation.
of Araldite 2013 epoxy to the top plate. The innermost rectangle surrounds the electrical contacts for the SAMTEC push connector, and the outermost rectangle surrounds two screw holes used to secure the SAMTEC connector to the top plate and pad plane. When testing the TPC with P10 gas, some leaks were detected on the top plate using a combustible gas detector with sensitivity to methane at the 5 ppm level. All such leaks were then sealed by injecting EZ-poxy through the two screw holes, into the captive volume between the two rectangular seals.

### 2.6.1 Pad Plane Flatness Measurement

After the pad plane was installed on the top plate, the flatness of both the pad plane and top plate were checked. The top plate was moved to a clean tent, and secured in table configuration. A FARO brand laser alignment system was used to probe the relative height of many points over the surface of the pad plane and top plate. A picture of the measurement in progress is shown in Figure 2.15a, and the resulting measurement is shown in Figure 2.15b, with dimensions in inches. The measurement indicated deviation from planarity of up to $\pm$ 0.125 mm for the pad plane, and up to $\pm 0.203 \mathrm{~mm}$ for the top plate. The pad plane is
offset from the bottom surface of the top plate by 1 mm .


Figure 2.15: Dave Sanderson (NSCL staff) measuring top plate and pad plane flatness (a), with topographical map of measured flatness (b).

### 2.7 Wire Planes

The wire planes are used to create an electron avalanche and produce a signal on the pad plane that is read out by the front end electronics. Each wire plane is divided into 14 sections, which allows us to replace or repair individual sections without replacing the entire wire plane. The wires from each wire plane are mounted under the pad plane, running transverse to the beam direction. For each section, a pair of circuit boards are mounted on spacer bars on either side of the pad plane, screwed to the top plate. The wires are epoxied and soldered to these circuit boards to form a section of the wire plane. Figure 2.16 shows the wire planes mounted on the top plate. The properties for the wire planes are listed in Table 2.2.

The amplification occurs between the ground and anode wire planes, and the gating grid plane is used to prevent amplification of events which are not of interest. The relative

| Plane | Wire material | Diameter <br> $(\mathrm{\mu m})$ | Pitch <br> $(\mathrm{mm})$ | Distance to <br> pad plane $(\mathrm{mm})$ | Tension <br> $(\mathrm{N})$ | Nominal <br> voltage $(\mathrm{V})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Anode | $\mathrm{Au}-\mathrm{plated} \mathrm{W}$ | 20 | 4 | 4 | 0.5 | 1420 |
| Ground | BeCu | 76 | 1 | 8 | 1.2 | 0 |
| Gating | BeCu | 76 | 1 | 14 | 1.2 | $-110 \pm 70$ |

Table 2.2: Wire plane properties.


Figure 2.16: Wire planes mounted on the top plate.
voltage between ground and anode planes determines the electron multiplication, and since the ground plane remains fixed at ground potential, the gain is adjusted by varying only the anode voltage. The average voltage of the gating grid is set to match the local electric field, with alternating wires offset in opposite polarity from the average voltage when the gating grid is closed.

The wire planes are connected to feed-throughs in the top plate, with the feed-through mapping shown in Figure 2.17. The figure perspective shows the top plate from underneath, with the wire planes visible and numbered 1-14, with 1 at the upstream end and 14 at the
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Figure 2.17: Wire plane feed through mapping.
downstream end. A design error blocked two anode plane feed-throughs, as indicated by red hatched feed-throughs. Due to this, the high voltage supplies for two pairs of anode planes were provided through the same feed-throughs, thus, the voltages on anode planes 12 and 14 are linked together, as are the voltages on anode planes 11 and 13. The anode high voltage is supplied using MHV feed-throughs (Amphenol model 10400), and the ground is supplied using BNC feed-throughs (Amphenol model 031-4237). The ground plane is connected on both left and right sides with BNC feed-throughs (Amphenol model 031-220H), with two spare feed-throughs. The gating grid plane is connected on both left and right sides using Dual-Lemo feed-throughs (LEMO model HGP.0S.302.CLLPV) and transmission lines that are shown alongside the gating grid boards.

### 2.7.1 Anode Plane

The anode plane consists of 364 gold-plated tungsten wires, 26 wires on each of the 14 sections. The thin diameter of $20 \mu \mathrm{~m}$ is necessary for a high gain, and although the wires
are biased to a high electrical potential, they are vulnerable to a high electric current. Therefore, the anode plane circuit requires protection against sudden electrical discharge, which can occur when an electron avalanche terminates on a wire. The circuit for a single anode section is shown in Figure 2.18, with wires represented by arrows.


Figure 2.18: Anode plane circuit and termination. This circuit is repeated for each of the 14 sections.

The bias is provided on one side of the pad plane through a $10 \mathrm{M} \Omega$ resistor, with a virtual ground made using a 1 nF capacitor. When negative charge is deposited on an anode wire, the positive charge on the capacitor cancels the negative charge, partially discharging the capacitor. The capacitor is recharged through the resistor, with an RC time constant of 10 ms. This maintains the voltage on the wire while gas-amplification occurs on the anode wire during an event. It also limits the current on the wire in the event of a spark and allows a controlled recharging of the anode wires. The high voltage for each section is supplied using an SHV feed-through in the top plate, and a BNC feed-through, J1, is located on the top plate, which allows the individual anode signals to be observed or grounded. A switchboard installed to allow this configuration to be remotely switched between ground and a LEMO terminal, which can be attached to a pre-amp readout. The complementing circuit board on the opposite side of the pad plane is left unconnected to high voltage or ground.


Figure 2.19: Anode plane circuit board. Dimensions in mm.

The layout of the anode boards is shown in Figure 2.19. Each section consists of 26 wires, and includes pads for installing the resistor and capacitor. The top (blue) is the signal layer, to which the wires are affixed. The bottom (red) is the layer to which the resistors and capacitors are soldered. VIAs are shown in green which link the two layers.

### 2.7.2 Ground Plane

The ground plane consists of 1456 beryllium-copper wires, 104 wires on each of the 14 sections. The main purpose of the ground plane is to define a ground potential for electron amplification. Additionally, the ground plane can be pulsed so as to induce regular signals on the pad plane. This is a very useful feature for testing and calibration. The wires for each section are connected to an impedance line which is built into the circuit board. The impedance was introduced to match the intrinsic capacitance of the ground plane wires. This impedance line has a set impedance per unit length, and is represented as an individual capacitor and inductor for each wire in Figure 2.20. The arrows represent wires from either side, and the dashed lines indicate repetition for the 1452 wires which are not shown. The

## Beam Right



Figure 2.20: Ground plane circuit. Dashed lines indicate the pattern repeats over the entire plane.
circuit is mirrored on the opposite side of the pad plane, so that there are 2 BNC feedthroughs used to control the ground plane. The BNC feed-throughs are also connected to switchboards, allowing a pulser signal to be injected on the beam right side, or allowing the ground plane to be shorted to ground through a $7 \Omega$ resistor. The beam left side can be shorted through a $50 \Omega$ resistor, or through the $50 \Omega$ and a $7 \Omega$ resistor, or effectively $6.14 \Omega$.

The signal line runs across the top of the board, with the signal line of each board connected to adjacent sections in series. The ground line runs along the bottom side of the board, and this line is also connected to the ground lines of adjacent sections. The ground line and the signal line for a section can be seen in Figure 2.21. The bottom (blue) layer is at ground potential, and the top (red) layer is the signal layer. The wires are affixed to the signal layer. VIAs, shown in green, connect the signal and bottom layer.


Figure 2.21: Ground plane circuit board. Dimensions in mm.

### 2.7.3 Gating Grid Plane

The gating grid wire plane is used to block drift electrons from reaching the avalanche region. During an experiment, reactions occur within the detector that are either not of scientific interest, or are not able to be recorded while the data acquisition is writing the last event. One particularly problematic situation is that of unreacted beam particles that pass through the field cage. The high charge and energy of the beam particle results in heavy ionization within the field cage. If the ionized electrons pass to the avalanche region, there are undesirable results. The first problem arises from the production of positive ions within the avalanche region. A sustained production of positive ions can cause a buildup of "space charge", net charge within the gas which distorts the electric field within the field cage, affecting the drift speed of electrons, drift path of electrons, and the detector gain, all in an unpredictable manner. Further, the buildup of positive ions can lead to the production of polymer chains which bind to the thin anode wires, changing their effective radius and irreversibly reducing the gain. This effect is commonly known as detector aging [33]. Finally, the amplification of a highly ionizing event produces a saturating signal on corresponding pads, causing the corresponding readout channel to be unresponsive for up to 35 ms [5].

For the reasons outlined above, it is necessary to have a gating grid wire plane which


Figure 2.22: Gating grid operation principle [6].
serves to close the avalanche region to drift electrons from undesired events. This is achieved by using two alternating sets of wires, with each wire neighbored by wires of the opposite set. In the "open" configuration, both sets of wires are biased to a voltage $V_{\text {avg }}$, allowing drift electrons to pass through unimpeded. The best value of $V_{\text {avg }}$ was determined using GARFIELD simulations. In the "closed" configuration, both sets are offset from $V_{\text {avg }}$ by a voltage $\Delta V$, with one set above the average voltage at $V_{H}=V_{a v g}+\Delta V$ and one set below the average voltage at $V_{L}=V_{a v g}-\Delta V$. This causes an electric field between wires, so that drift electrons are attracted to the set at $V_{H}$. The closed and open states are illustrated in Figure 2.22, with the open state allowing electrons to pass through, and the closed state resulting in electron drift lines terminating on the $V_{H}$ set of wires.

The choice of $\Delta V$ must account for two factors: $\Delta V$ must be sufficiently high to prevent drift electrons from passing through, but as $\Delta V$ is increased, the time required to switch to the open state increases. A gating grid driver is used to change the state of the gating grid, and is described in Reference [6]. GARFIELD simulations were used to determine the minimum necessary offset voltage to close the gating grid. Figure 2.23 shows the electron


Figure 2.23: Garfield simulation of gating grid [6]. The left panel shows the opened gating grid, allowing electrons to reach and terminate on the anode wires. The right panel shows the closed gating grid, which causes electrons to terminate on the $V_{H}$ wires.
drift lines for the open (left) and closed (right) states, from a GARFIELD simulation [6]. The simulation assumes P10 gas at atmospheric pressure, with $V_{A}=-110 \mathrm{~V}$ and $\Delta V=70$ V. The drift field is $131 \mathrm{~V} / \mathrm{cm}$ and the simulation is performed without magnetic field. The quantification of open or closed is determined by "electron transparency". For example, if 1000 electrons were initialized, and 995 passed through the gating grid, terminating on the anode plane, the configuration would have an electron transparency of 0.995 , or $99.5 \%$.

The inclusion of a magnetic field increases the difficulty to close the gating grid. Since the drift field and magnetic field are anti-parallel, the Lorentz force suppresses transverse diffusion and causes the electrons to follow the anti-parallel electric and magnetic field lines closely as they drift upwards. These electric field lines terminate on the gating grid when it is closed. As electrons approach the region where the electric field has a large transverse component due to the closed gating grid, they are guided away from the electric field lines by the $\mathbf{E} \times \mathbf{B}$ effect, in a direction parallel to the wires, with some electrons missing the


Figure 2.24: Gating grid closing with magnetic field [6].
gating grid wires biased at $V_{H}$. This results in a higher electron transparency, which must be overcome by increasing $\Delta V$ [30]. To determine the $\Delta V$ required for closing with magnetic field, GARFIELD simulations were performed using 4000 electrons per simulation and determining the electron transparency for various values of $\Delta V$ with a magnetic field set at $0,0.5$, and $1.0 \mathrm{~T}[6]$. The results are shown in Figure 2.24.

The effective circuit for one of the gating grid boards is shown in Figure 2.25. The matching gating grid board on the opposite side of the pad plane mirrors this circuit. Two distinct sets of wires are used $\left(\mathrm{V}_{\mathrm{H}}\right.$ and $\left.\mathrm{V}_{\mathrm{L}}\right)$, and they are connected to the opposing polarities of the transmission line (shown in Figure 2.17). The transmission line is represented by the capacitor and inductor in Figure 2.25, and is described in the next Section.

The gating grid circuit boards are shown in Figure 2.26, with a relatively straightforward circuit board layout. The main consideration that must be taken is to allow sufficient space between the front row of pads and the wires from the rear row that run between those pads. The electrical connections made to the board must be done on both the top and bottom


Figure 2.25: Gating grid circuit for a single section of the wire plane.


Figure 2.26: Gating grid plane circuit board. Dimensions in mm.
sides, and so it is required that the boards are larger than the spacer bars that they are mounted on.

### 2.7.4 Gating Grid Transmission Line

A bi-polar gating grid driver[6] is used to drive the gating grid between open and closed states. The gating grid plane has an inherent impedance due to capacitance with neighboring gating grid wires as well as neighboring ground plane wires, and thus a transmission line must be used between the gating grid driver and the gating grid wires to improve the impedance matching. Opening of the gating grid must be done as rapidly as possible without introducing
large signals on the pad plane, as every $1 \mu \mathrm{~s}$ required to open the gating grid results in 5.5 cm of drift distance being not detectable, or approximately $9 \%$ of the detection volume.


Figure 2.27: Cross section of gating grid transmission line. Dimensions in inches.

Two transmission lines, one for each side of the wire plane, run the length of the pad plane as shown in Figure 2.17, and are connected to each section of the gating grid plane through connections for each $V_{H}$ and $V_{L}$, placed every 104 mm . The design copies the dimensions of commercially available transmission line. For the signal lines, a 1.4 mil thick by 0.25 inch wide copper foil was used. A 2 mil thick Kapton strip was used to set the distance between signal lines. The cross section is shown in Figure 2.27. The Kapton has a dielectric constant of 3.4 , so the transmission line has capacitance of $3.8 \mathrm{nF} / \mathrm{m}$, or 5.5 nF per transmission line. The entire assembly is encapsulated in EZ-poxy for insulation, and the signal lines are supplied through a dual-Lemo feed-through on the downstream end of the top plate. The EZ-poxy insulation is wrapped with copper for shielding; however, this changes the impedance characteristics of the transmission line in a non-uniform manner.

### 2.7.5 Wire Plane Installation

The first step of the wire plane assembly is to attach the circuit boards to spacer bars using epoxy. The circuit boards and spacer boards are aligned to each other using dowel pins. Uniform pressure is applied to the circuit boards and spacers while the epoxy cures, using a vacuum bag. The anode spacer boards have cutouts to accommodate the electrical
components used. After the circuit boards have been attached to the spacers, these cutouts are filled with epoxy to provide electrical insulation, as shown in Figure 2.28. Note that half the anode boards do not have electrical components, as the wires are biased from only one side.


Figure 2.28: Anode circuit boards attached to spacer boards.

The wires are wound to a precise tension and approximate spacing before they are mounted to the circuit boards. The wire winding was performed in the NSCL detector lab, using the wire winding machine shown in Figure 2.29. A wire-feeding table uses a spring tensioning system to feed the wire at a set tension. This machine spins two wire plane frames at a constant rate, wrapping the wire around the frames. The machine moves the wire-feeding apparatus along the frame at a rate to set the initial pitch of the wires. When the wire is wound to the frames, it is secured using 5 -minute epoxy. The wire between the two frames is then trimmed, and the wire plane frames are removed from the machine for installation on the wire bars. The tension of the wire planes was verified using a speaker


Figure 2.29: Winding machine for wire planes.
to vibrate the wires. The diffraction pattern of a low power laser incident on the middle of a wire indicates when the speaker was tuned to form a standing wave on the wire. The frequency that forms the second harmonic is used to infer the wire tension.

The wire bars are numbered and installed on the top plate. The height of each bar is set individually using shim stock and a height gauge, with the top plate as a reference surface. The gating grid and ground plane bars are removed to install the anode wires. The wire plane frame, with wound wires, is set above the anode bars. Figure 2.30 shows the the anode wires being glued to the anode bars. A wire comb, made with an electrical discharge machine to $1 / 10,000$ inch precision, is used to align the wires while they are glued. After the epoxy has cured, each wire is soldered to the circuit board. Excess wire is trimmed away, and the wire combs and wire plane frame are removed. The soldered region is then covered with EZ-poxy to cover any sharp edges or points.


Figure 2.30: Gluing the anode wires to the anode bars.

### 2.7.6 Wire Plane Repair

Repairing a broken wire or wire plane requires one to remove all wire planes above the damaged portion. Thus, to replace a single section of the anode wire plane, the corresponding gating grid and ground plane sections must both be removed. During fabrication, we discovered that the tensioning of one anode plane was incorrect and therefore it needed to be replaced. Ideally, replacing such an anode wire plane section should be done without having to remake the ground and gating gird plane sections. A procedure to remove ground and gating grid wire planes was planned and implemented to correct the wrongly tensioned anode plane. Thus we tested this procedure during the construction of the TPC to replace anode plane 6 , which exhibited sparking issues.

First, the electrical connections are removed from the wire plane sections that must be removed. A removal fixture, shown in place in Figure 2.31, was designed which would screw to the wire bars from either end. This maintains the wire plane section tension and overall shape when the wire plane section is removed from the top plate. To install the removal


Figure 2.31: Schematic of wire plane removal fixture on upside-down top plate.
fixture, the gating grid transmission line must first be removed. Swivel-tip set screws on each corner of the removal fixture are used to control the height, allowing us to lift the wire plane section off the top plate in a controlled manner. Once the wire plane section is raised above neighboring sections, the entire fixture is removed from the top plate. The left and right sides can be marked on the removal fixture using a marker. A Lexan cover is installed on the removal fixture, keeping the wires safe until they are reinstalled. Both the gating grid and then the ground wire plane section can be removed in this way.

When the repairs are finished, the wire planes are reinstalled, returning the left and right bars to their original position, using the dowel holes and pins to reproduce the original position. The first step is to remove the Lexan cover. Then the removal fixture and wire plane can be placed on the top plate above the position for the wire plane. The wire plane is lowered into position using the swivel-tip screws.

### 2.8 Field Cage

The field cage provides a containment box for the counter gas, and produces a uniform electric drift field for the electrons ionized from the counter gas. Together with the rigid top plate, the


Figure 2.32: Dimensions of field cage in mm, with details A and B highlighting the top perimeter.
field cage forms a sealed rectangular box which contains P10 gas at just above atmospheric pressure. P10 gas is used in the STAR TPC[34], and performance properties have been studied in detail [35]. Key design considerations included maximizing the drift distance while still fitting inside the magnet gap of the SAMURAI spectrometer, and maintaining a uniform electric field throughout the detection volume underneath the pad plane. The overall exterior dimensions are shown in Figure 2.32, which shows views of the field cage from the front, side, and a perspective from the top.

The field cage interfaces with the top plate using an assembly called the top perimeter. A Lexan ring, formed of two pieces, surrounds the wire planes, while an aluminum perimeter forms the seal between field cage walls and the Lexan ring. The field cage and its enclosed
drift volume can therefore be made gas-tight allowing the gas mixtures in the drift region and the insulation gas to be different. The top perimeter is shown in Figure 2.32, with detailed closeups. O-ring grooves are machined on both sides of the Lexan ring, mating with the top plate on one side, and the aluminum perimeter plate on the other. The field cage walls are made with 1.575 mm thick G10 Printed Circuit Boards (PCBs). Copper strips on the PCBs define the electric field, and using PCBs allows us to make the field cage gas-tight. Each side wall is made using 3 PCBs, while the front wall is made with 2 PCBs , as well as the entrance window. The rear wall is formed entirely using the exit window and frame. The cathode plate (detailed in the following section) seals the field cage on the bottom.

The height of the field cage is constrained by the vertical space budget. The usable pole gap of the SAMURAI spectrometer is 75 cm , due to a set of bolt covers inside the magnet. Above the field cage there must be space for the AsAd boards, and below the field cage there must be space for the Voltage Step Down (VSD), which is described in a following section, and the enclosure structure. The space used above and below was minimized so that the field cage height could be maximized. The resulting drift length, between the interior face of the cathode plate and the gating grid wires, is 497.3 mm .

The high voltage is supplied to the cathode through a $10 \mathrm{M} \Omega$ resistor, as shown in Figure 2.33. There are two paths to ground from the cathode: through the VSD (discussed in Section 2.8.1), and through the field cage resistor chain. The effective resistance of the VSD is $\mathrm{R}_{\mathrm{VSD}}=700 \mathrm{M} \Omega$. Each field cage strip is connected to the next through two $10 \mathrm{M} \Omega$ resistors, one on the beam left side and one on the beam right side. Thus, the effective resistance between adjacent strips is $\mathrm{R}=5 \mathrm{M} \Omega$. There are 49 resistor pairs in the field cage resistor chain between the cathode and top perimeter, providing a total resistance of $\mathrm{R}_{\mathrm{FC}}$ $=245 \mathrm{M} \Omega$. A fixed $20 \mathrm{M} \Omega$ resistor $\left(\mathrm{R}_{\mathrm{TP} 1}\right)$ in parallel with an adjustable resistor $\left(\mathrm{R}_{\mathrm{TP} 2}\right)$


Figure 2.33: Field cage circuit layout. Modified from [7].
connects the top perimeter to ground. The effective circuit diagram is shown in Figure 2.34.
The choice of $\mathrm{R}_{\mathrm{TP} 2}$ is in principle made to tune the electric field between the top perimeter and gating grid, to match the electric field between the cathode and top perimeter. The field matching requires that

$$
\begin{equation*}
\frac{V_{\mathrm{tp}}-V_{\mathrm{cath}}}{y_{\mathrm{tp}-\mathrm{cath}}}=\frac{V_{\mathrm{gg}}-V_{\mathrm{tp}}}{y_{\mathrm{gg}-\mathrm{tp}}}, \tag{2.2}
\end{equation*}
$$

where $y_{\text {tp-cath }}=490 \mathrm{~mm}$ is the distance between the cathode and the middle of the top perimeter equipotential, and $y_{\text {gg-tp }}=7.3 \mathrm{~mm}$ is the distance between the gating grid and the middle of the top perimeter equipotential. With this requirement, the resistance between top perimeter and ground, $R_{\mathrm{TP}}=\left(R_{\mathrm{TP} 1}^{-1}+R_{\mathrm{TP} 2}^{-1}\right)^{-1}$, can be determined using the standard voltage divider relation


Figure 2.34: Effective circuit diagram for field cage.

$$
\begin{equation*}
R_{T P}=R_{F C} \frac{\frac{y_{\mathrm{gg}-\mathrm{tp}}}{y_{\mathrm{tp}-\mathrm{cath}}} V_{\mathrm{cath}}+V_{\mathrm{gg}}}{V_{\mathrm{cath}}-V_{\mathrm{gg}}} \tag{2.3}
\end{equation*}
$$

Tests of the electron transparency for various values of $R_{\mathrm{TP} 2}$ were performed during the commissioning run, which indicated an ideal value of $R_{\mathrm{TP} 2}=19.77 \mathrm{M} \Omega$. By our calculation, this corresponds to $V_{\mathrm{gg}}=-165 \mathrm{~V}$, although for the experimental runs, the voltage supplied to the gating grid, $V_{\text {avg }}$, was set to -171 V .

### 2.8.1 Cathode Plate and Voltage Step Down

The cathode plate seals the bottom of the field cage, and defines the electric field. The cathode plate was designed to be lightweight and to mitigate sparking points. The cathode plate is made using a lightweight honeycomb aluminum plate, which has a machinable solid aluminum perimeter. Incident gamma rays can liberate electrons from the aluminum surface, which has a relatively low work function. To reduce the production of such electrons, the interior surface of the cathode is coated with graphite paint, which can be seen in Figure 2.35. An extrusion is machined in the cathode which matches with the field cage wall geometry. The cathode is fixed to the field cage walls using screws, and sealed with Araldite epoxy.


Figure 2.35: Justin Estee (GS) applies epoxy to the cathode plate.

During the experiment, the cathode plate was biased to 6.7 kV . The Voltage Step Down (VSD) was required to safely bridge the electric potential of the cathode plate to the grounded enclosure. A series of copper rings, each with 1.125 cm separation from neighboring rings, are mounted with standoffs to an insulating plate, with the innermost ring electrically connected to a conductive surface painted on a $0.375^{\prime \prime}$ polycarbonate insulating plate. The conductive surface has a 4 nF capacitance to the grounded enclosure. This geometry is shown in Figure 2.36. The cathode is connected to the conductive surface with $\mathrm{Cu}-\mathrm{Be}$ spring-loaded connections. The innermost ring is connected directly to the conductive surface, and the outermost ring is connected directly to the enclosure. Each ring is connected to the neighboring ring(s) with a $100 \mathrm{M} \Omega$ resistor, creating an effective resistance between cathode and ground of $700 \mathrm{M} \Omega$ in parallel with the aforementioned 4 nF cathode to ground capacitance. The capacitance and the $10 \mathrm{M} \Omega \mathrm{HV}$ to cathode resistor effectively serves as a low pass filter


Figure 2.36: Corner of voltage step down. The painted conductive surface is visible inside the copper rings.
with a cutoff frequency of about 4 Hz , removing noise from the HV supply.

### 2.8.2 Field Cage Windows

The field cage has entrance and exit windows, to allow charged particles to enter and exit the field cage. A design drawing is shown in Figure 2.37, showing the field cage with windows and window frames accentuated. The windows are mounted to removable polycarbonate frames (yellow and turquoise in the figure), which in turn mount to fixed polycarbonate frames (green in the figure). This allows removal of field cage windows when needed.

The entrance window is made with $4 \mu \mathrm{~m}$ thick poly p-phenylene terephtalmide (PPTA), 5.73 cm wide by 7 cm tall. The removable polycarbonate frame is 9.9 cm wide by 16.9 cm tall. Figure 2.38 shows the entrance window, with (a) showing the window removed from the field cage, and (b) and (c) showing the window installed on the field cage. Note that


Figure 2.37: Exploded view of field cage windows and frames.
the window is inserted from inside the field cage. Aluminum strips are evaporated over the entire surface of the window and frame, with silver epoxy ensuring electrical contact between window strips and frame strips. Copper fingers are used to connect the strips on the frame to the strips of the field cage.

The exit window is made with $125 \mu \mathrm{~m}$ thick polyamide, 80.8 cm wide by 38.9 cm tall. Aluminum electrode strips are evaporated onto the polyamide, and the window is sandwiched between two polycarbonate frames, which have strips painted on with conductive paint.Figure 2.39a shows a close-up of the silver epoxy used to electrically connect the window strips and frame strips. Figure 2.39 (b) shows the fixed frame, with copper fingers on the outside to electrically connect the inner strips of the removable frame. A printed circuit board with copper strips is used to electrically connect the outside strips. This circuit board is shown in Figure 2.39b, with a white wire soldered to each strip. When the removable window frame is installed, this printed circuit board is screwed to the frame, as shown in Figure 2.39c, forming the electrical connection. To ensure the continuity of the electrical


Figure 2.38: Field cage entrance window. Assembled window shown in (a), inserted window shown from (b) inside and (c) outside the field cage.


Figure 2.39: Field cage exit window. Silver epoxy connecting window and frame strips shown in (a), copper fingers and PC for electrical connection of window frame in (b), and installed window in (c).
connection around the field cage, $1 \mathrm{k} \Omega$ resistors are used at the front, beam right corner to complete the loop. If the strips on the window are not connected to the field cage strips on both sides, resistance measured across the $1 \mathrm{k} \Omega$ resistor will be $1 \mathrm{k} \Omega$, but this resistance will be shorted if the window strips are properly connected.

### 2.8.3 Field Cage Gas

A suitable counter gas must be used within the field cage. The gas should have a fast drift velocity, and produce many ion pairs during primary ionization. The counter gas is typically a mix of a monatomic fill gas and a polyatomic quenching gas. During the avalanche, some gas molecules will be excited rather than fully ionized, and the photons emitted during de-excitation can ionize the fill gas, thereby causing ionization at points away from the avalanche location, and creating avalanches that are not associated with an actual hit. The quenching gas helps reduce this effect: the photons are preferentially absorbed by the polyatomic quenching gas, which has large photo-absorption coefficients over a wider range of wavelengths than that of noble gases, due to its many degrees of freedom [30].

The thin walls of the field cage and enclosure make it necessary to use a field cage gas around atmospheric pressure. P10 gas was chosen as the counter gas, following the counter gas choice for the EOS TPC and the STAR TPC. Properties of P10 have been studied in detail for gas detectors, and it is a common choice of counter gas. At atmospheric pressure, the drift velocity reaches a local maximum at an electric field to pressure ratio of $E / p=0.146$ $\mathrm{V} / \mathrm{cm} / \mathrm{mbar}$ [35]. Operating at this $E / p$ results in a drift velocity which has small changes under small variations of the operating conditions. The maximal drift velocity is about 5.5 $\mathrm{cm} / \mu \mathrm{s}$, so for each event, it requires $9.2 \mu \mathrm{~s}$ for the drift electrons near the cathode to reach the avalanche region. This produces an strict upper limit on the rate which can be accepted
by the detector. A faster drift velocity can allow a higher rate to be accepted; however, a gas with faster drift velocity will have a reduced interaction with charged particles, resulting in reduced primary ionization.

For the S $\pi$ RIT experimental campaign, a 6.7 kV potential was applied to the cathode, producing an electric field of $124.73 \mathrm{~V} / \mathrm{cm}$. The gas flow was about $1 \mathrm{~L} / \mathrm{min}$, exhausting through a bubbler with 1 cm of mineral oil over atmosphere, corresponding to a pressure of 0.78 mbar over atmospheric pressure. Barometric pressure recorded during the experiment fluctuated between 995 mbar and 1020 mbar, corresponding to $E / p$ values of 0.163 to $0.167 \mathrm{~V} / \mathrm{cm} /$ Torr. Comparing to the MAGBOLTZ simulations performed by the STAR collaboration [35], this corresponds to drift speeds between $5.395 \mathrm{~cm} / \mu \mathrm{s}$ and $5.403 \mathrm{~cm} / \mu \mathrm{s}$.

### 2.9 Target Ladder and Motion

To mount the fixed targets for the TPC, a target motion assembly was designed to hold 5 targets. The target ladder can be moved separately in the X and Z dimensions. The target ladder is fixed at a set height when it is installed; this height can only be changed by opening the TPC. The X and Z motion is controlled from outside the magnet, using a series of gears for motion transfer. The position of the target ladder is determined using potentiometers along the X and Z axis. The target ladder is shown in Figure 2.40. The entrance window frame prevents the target ladder from being positioned next to the window, so 3 of the 5 targets are mounted with standoffs, allowing them to be positioned inside the window frame. The width of the entrance window frame does not allow all 5 targets to be placed on standoffs.

The target ladder is mounted on the motion carriage, shown in Figure 2.41. The motion


Figure 2.40: Target Ladder
carriage is able to traverse in the X-axis, with the carriage platform able to move in the Z axis. The Z motion mechanism is interfaced with the motion carriage through a bearing and aluminum rod, which are free to move in the X-axis, but constrained in the Z-axis through the Z motion mechanism, which uses a threaded rod to set the Z-position of the bearing. The X motion is controlled using a 102 cm long brass threaded rod. An Acetal nut couples the threaded rod and the motion carriage. The Acetal nut was initially fixed, but upgraded after the experiment to have freedom of motion in the Z and Y dimensions, to accommodate warping in the brass rod.

The motion control is patched out of the TPC using rotary feed-throughs on the top plate and brass gear pairs for corners. For the feed-throughs, 2 Lesker O-Ring Shaft Seals, model FMH-25A, were used. For the gears, 18 Boston miter gears, model G466Y, were used. For the Z-motion, 5 gear pairs are used to route the motion and for the X-motion, 4 gear pairs are used. The motion is directed out of the SAMURAI magnet with the gears, allowing the motion to be controlled from outside the magnet, consistent with safety rules of the RIBF facility.


Figure 2.41: Target Motion Carriage.

### 2.10 Enclosure

The TPC enclosure serves as an electrically grounded, gas-tight box which keeps delicate components protected, and keeps potentially hazardous facets contained. The enclosure is made with an angle-aluminum frame, sealed with windows and plates. The enclosure is shown in Figure 2.42, with a clear plastic cover in place of the top plate. The angle-aluminum stock is welded to form the frame, with welds crossing the O-ring surfaces. These welds had to be ground and polished, to achieve O-ring sealing. Mounting points are welded to each corner, which can be used to mount wheels (as in Figure 2.42), or height-adjusting screws.

The design is shown in Figure 2.43, again with the top plate removed. The upstream end has a $1 / 2^{\prime \prime}$ thick aluminum plate, with a 25.3 cm diameter hole to accommodate the active veto array (discussed in Chapter 3) and entrance window. The bottom has a $1 / 2^{\prime \prime}$ plate, with a $1 / 4^{\prime \prime}$ deep recess for the voltage step down. Two clear plastic windows on the upstream end of the left and right sides provide views of the target mechanism. Three aluminum windows, $0.032^{\prime \prime}$ thick, are used on the left, right, and downstream ends of the


Figure 2.42: TPC enclosure with top plate removed.

TPC to allow charged particles to leave the TPC with minimal energy loss.
The thin aluminum windows are set in $1 / 2^{\prime \prime}$ thick aluminum frames. Screws are used to mechanically fix the window panels to the window frames, and epoxy is used to produce a gas-tight seal. The window frames have double O-ring grooves for $1 / 8^{\prime \prime}$ diameter Viton (a flouroelastomer) O-rings to seal against the enclosure frame. The clear plastic windows are set in $1 / 2^{\prime \prime}$ thick aluminum frames. These frames use single O-rings, with $1 / 4^{\prime \prime}$ diameter. The larger O-ring was chosen since these windows are designed to be removed and re-installed frequently. The O-ring grooves for all windows are made as dovetail grooves, which hold the O-rings captive during removal and installation.


Figure 2.43: TPC enclosure design, without top plate.

### 2.11 Shipping

The TPC was shipped from the NSCL to RIKEN, where the SAMURAI Spectrometer is located, in February of 2014. A custom crate with vibration dampening and temperature control was used to ship the TPC. The journey involved transport by truck to Chicago, from Chicago to Narita international airport (NRT) by airplane, with a layover in Dallas. Upon clearing customs at NRT, the TPC was transported to RIKEN on a side-loaded truck, where it was lowered into the RIBF building and unpacked. The trucks used and the airplane cargo hold were partially temperature controlled.

The crate used to ship the TPC was custom fabricated by Delta Packaging International [36], of Lansing, Michigan, with guidance from Dennis Young of the MSU Packaging Department. The crate was pre-fabricated and shipped to the NSCL. The crate was built on an insulated base, which could be lifted by forklift from any side. A platform was mounted on the base using Stratocell S foam, dampening vibrations around 70 Hz , near the resonant


Figure 2.44: The crate base and platform. A bed of phase change material is secured to the platform with steel straps.
frequencies of the wire planes, as determined by their tension and length. The crate base and platform are shown in Figure 2.44. The sides of the platform are isolated from the walls using the Stratocell S foam, and the platform has a bed of PCM22P phase change material from RGEES [37], seen in white containers on the platform.

The TPC was mounted to the platform using the motion chassis and two I-beams as shown in the left panel of Figure 2.45. The crate walls, which must be removed to put the TPC on the platform, are visible in the picture background. The TPC could not be air tight during shipment, to accommodate changes in air pressure. During flight, the air pressure can drop from 14 psi to approximately $3-4 \mathrm{psi}$ if the cargo hold is not pressurized, or loses pressure. An air-tight TPC would have to contain $2.25 \mathrm{~m}^{3}$ of air at a 10 psi pressure differential, potentially damaging the TPC. A set of upstream windows with HEPA filters


Figure 2.45: The TPC installed on the crate platform. The bed of phase change material is visible in (a), and the side profile shown in (b) shows one of the HEPA window filters.
were produced specifically for shipment. One of these windows is seen in the right panel of Figure 2.45. The HEPA filters allow the TPC to breathe, while keeping it clean inside. In principle, the gas fittings of the TPC could be fitted with filters to provide breathability; however, the limited size of the gas fittings would restrict air flow. To ensure free exchange of air between the field cage and enclosure, the downstream window was installed with washers between the window frame and field cage, so that the field cage was not isolated from the enclosure volume.

The TPC is made of different materials, many of which are epoxied to each other. Of particular concern, the 4 pad plane sections are made of G10 circuit board and are epoxied to the aluminum top plate. The thermal expansion (or contraction) of these materials could cause the pad plane to separate from the top plate, or to damage the G10 board in such a way that the planarity of the pad plane is compromised. To maintain a constant temperature while shipping, the shipping crate was lined with foam insulation, and the platform had a bed of phase change material (shown in Figure 2.45). Calculations done by Gary Burgess of the MSU Packaging Department verified the quantity of 85 kg of PCM22P recommended


Figure 2.46: The TPC inside the crate with the crate walls installed.
by RGEES. The foam-lined walls are installed after the TPC has been secured to the crate platform, with the installed walls shown in Figure 2.46. The phase change material has a very high enthalpy of fusion, with a melting point just above room temperature. Temperature monitors were installed on the interior and exterior of the shipping crate, to record the minimum and maximum temperatures the TPC was subjected to during the journey.

With the walls and lid of the crate installed, the crate was fully packed and had to be weighed for shipment. The TPC had been previously weighed at about 1000 lbs , and the motion chassis at 294 lbs . The fully packed crate weighed approximately 3200 lbs . In addition to the overall weight, the crate was weighed from each side to determine the center of gravity (COG), which was then marked on the crate exterior. Figure 2.47 shows the crate being weighed (left panel), and one of the COG markings on the crate exterior (right panel). The left panel of Figure 2.47 also shows one of the "TIP N TELL" ${ }^{\text {TM" }}$ indicators which were


Figure 2.47: Weighing the packed crate. In addition to the overall weight, the crate was measured from each end (a) allowing us to determine and mark the center of gravity (marked with orange paint in (b)).
placed on the crate, and the temperature display, which is linked to the interior temperature monitors. Having these indicators on the outside of the crate allows inspection of the crate without unpacking, which is very important for liability purposes.

Loading and unloading the crate onto trucks required that the crate could be lifted by forklift from any side. When moving the crate with a forklift, it is necessary to strap the crate to the forklift, as a precaution against tipping. The straps are visible in Figure 2.48, prior to tightening. The straps were used regardless of if the crate was forked from the front or side, as is visible in Figure 2.49a, which shows unloading the crate from the side-loaded truck at RIKEN.

Upon arrival at RIKEN, the TPC was lowered to the B2F level of the RIBF building, approximately 22 m below ground level. The crate was allowed to acclimate for 24 hours before it was unpacked. The "TIP N TELL"M" indicators did not have any sign of tipping, and the temperature within the shipping crate had varied by only one degree centigrade during shipping. Each wire plane was checked for shorting, and biased to check leakage


Figure 2.48: Strapping the crate to the forklift at the NSCL. Two lifting straps (yellow) are secured to the forklift with a chain, visible on the top of the crate.


Figure 2.49: Moving the TPC crate at RIKEN. (a) removing the crate from the side-loaded truck with a forklift, and (b) lowering the crate to the B2F area of RIBF using a crane.
current. The TPC was checked for leaks by pressurizing with P10 and checking all seams and screw holes with a combustible gas detector.

### 2.12 Disassembly and Reassembly of TPC

It is sometimes necessary to disassemble the TPC to perform repairs, or install upgrades. Structurally, the TPC is formed by two halves: the enclosure, with bottom and side plates attached, and the top plate, with pad plane, wire planes, and field cage attached. To work on components outside the field cage, side windows of the enclosure can be removed by hand for access. To work on components within the field cage, the top plate must be removed from the enclosure, and the field cage removed from the top plate. To work on the wire planes, the top plate should then be rotated to the table configuration.

To disassemble the TPC, care must be taken to avoid damaging any sensitive components. Prior to removing the top plate, gas connections, electrical connections, and target motion peripherals must be removed. If the top plate is to be rotated, the GET electronics must be removed, as well as the gating grid driver. The top plate should be inspected for any loose materials such as screws or tools before removal.

When it is desired to put the top plate in the table configuration, the motion chassis will be installed to the top plate prior to removal, as shown in Figure 2.50. Two lifting straps connect the motion chassis to an I-beam spreader for lifting the top plate, and two lifting straps connect a side of the top plate to a manual chain hoist, to control the rotation. The top plate is lifted from the enclosure using a crane, while at least one person watches from each side of the TPC, to ensure the top plate and field cage slide smoothly out of the enclosure. When the field cage is safely above the enclosure surface, the enclosure can be


Figure 2.50: Lifting the top plate and field cage out of the enclosure.
rolled away. The chain hoist is then used to lift one side of the top plate, rotating to the doorway configuration. Figure 2.51a shows the rotation in progress. With the top plate in the doorway configuration, it is lowered so that the motion chassis wheels are placed on the floor. Lead bricks are placed on the motion chassis as counterweights, to prevent tipping. With the top plate in doorway configuration, the lifting straps are removed and the detector is moved into a clean tent for further disassembly, as shown in Figure 2.51b.

The field cage is removed with the top plate in the doorway configuration. The gas and electrical connections to the top plate must be disconnected. Alternating screws are removed from the field cage, and replaced with set screws and wingnuts. The remaining screws are then removed. With the wingnuts loosened, sheet metal clips, covered with acrylic tape, are inserted around the top perimeter, to hold the O-rings captive. After removing the wing nuts, the field cage can be removed by three people, leaving the Lexan ring in place, as shown in Figure 2.52a. The field cage should remain in the clean environment, with the springs on


Figure 2.51: Rotating the top plate and field cage (a), and moving the top plate and field cage in doorway configuration (b).
the cathode and the windows protected. A protective cover can then be placed over the wire planes, incorporating the Lexan ring. This cover is shown in Figure 2.52b. The rotation procedure is then repeated to bring the top plate to the table configuration. The reassembly follows the same procedure in reverse.


Figure 2.52: Removing the field cage from the top plate (b), and rotating the top plate without field cage (b).

An alternative disassembly procedure, which did not require rotation, was developed


Figure 2.53: Alternative procedure for removing field cage without rotation: lifting top plate (a), stabilized top plate (b), purpose-built cart for field cage removal (c), sliding the field cage away from top plate (d).
for upgrades to the field cage. This procedure was performed in a clean tent at RIKEN. Although the electrical and gas connections had to be disconnected, the GET electronics did not need to be removed (a significant advantage). A 1000 kg hoist is used, with lifting strap configuration shown in Figure 2.53a. Since the weight of the target mechanism displaces the center of gravity, counter weights are placed on the corners of the top plate to keep it level during the lifting process. The top plate and field cage are lifted above the enclosure, and the enclosure is pulled away on wheels. The top plate is lowered onto two electrical racks


Figure 2.54: Illustration of electron leakage prior to repair.
for stability, as shown in Figure 2.53b. The field cage is lowered away from the top plate using a cart with 4 lab jacks (shown in Figure 2.53c). Aluminum tabs with threaded holes are used to secure the Lexan ring prior to fully removing the field cage. The field cage is then fully removed from the top plate. Figure 2.53 d shows the field cage being pulled away.

### 2.13 TPC Upgrades

After the S $\pi$ RIT experiment, specific areas for improvement were identified. Two issues were determined to be critical, and solutions were developed and implemented in early 2018. The first issue involved the specific geometry of the field cage, which allowed drift electrons to pass around the gating grid, entering the avalanche region on the downstream end of the wire planes. Thus the amplification in anode plane 14 occurred for all beam particles entering the TPC, potentially inducing space charge effects and detector aging. Further, due to the feed through sharing described in Section 2.7, this electron leakage induced extra current on anode planes 12 and 14 . The second issue was difficulty and reliability of target motion. The brass lead screw for X-motion created friction in the motion, as did the motion carriage platform, which tilted when pushed in the Z-direction, causing the X-motion to seize.


Figure 2.55: Upgrade to prevent leakage around gating grid.

The wire planes do not extend the entire length of the field cage. The gap of less than 4 cm between the wire planes and top perimeter is shown in the left side of Figure 2.55. The problem can be solved by extending the top perimeter to cover the gap, removing the leakage path for drift electrons. The designed upgrade is shown in the right side of Figure 2.55, with an aluminum plate clamped onto the top perimeter of the field cage.

The field cage is removed as described in Section 2.12. The installed aluminum blocking plate is shown installed in Figure 2.56 . The polycarbonate plate is screwed to the top perimeter, and used as a reference point for clamping the aluminum blocking plate. The plate is electrically connected to the top perimeter, matching the electric potential.

The upgrades to the target motion focused on two principles: reducing motion resistance, and making the motion transfer structure more sturdy. Motion in the X -axis is controlled using a lead screw and nut, which is shown in Figure 2.57, with the upgraded design installed. The warped brass lead screw increased resistance, as the constrained motion of the motion carriage requires bending the lead screw. Figure 2.58 shows the original fixed nut design, and the updated design, where the nut is free to travel in the Y and Z axis. By accommodating the warping of the lead screw, the resistance is greatly reduced. Although a replacement


Figure 2.56: The installed field cage upgrade (April 2018).


Figure 2.57: The installed target motion nut, which accommodates a warped lead screw (April 2018).


Figure 2.58: Floating lead nut design to accommodate warping of lead screw.
lead screw could be made, it is costlier to produce a new lead screw, and the replacement could also be warped from the machining process.

To traverse the Z-axis, the motion carriage platform moves on two rails on the motion carriage. When the platform is pushed from an off-center point, the platform twists on the rails, greatly increasing motion resistance. This problem also affects the X-motion: the twisting cinches a rod and bearing, causing friction during X-motion. This issue was addressed by creating a motion linking system (design shown in Figure 2.59a), which forces the platform to move equally along its rails. The red bars form a two halves of a rhombus linkage, and the purple bar connects them to form a modified rhombus linkage. The installed upgrade is shown in Figure 2.59b.

Finally, to make the entire design more sturdy, large brass gears were used for every corner, replacing gear boxes entirely. The motion was tested after upgrades and observed to be significantly improved.


Figure 2.59: Motion linking system (a) design and (b) installed.

## Chapter 3

## Experimental Setup and Trigger

## Selection

### 3.1 S $\pi$ RIT TPC inside the SAMURAI Spectrometer

The S $\pi$ RIT TPC was previously described in Chapter 2. During the experiment, the TPC was installed inside the SAMURAI Spectrometer at RIKEN. The facility layout will be discussed in Chapter 4. The experimental layout within the SAMURAI area is illustrated in Figure 3.1, with dimensions in mm, and the origin of the SAMURAI coordinate system shown near the center of the figure. It is convenient to use two separate coordinate systems to describe the experimental layout: the SAMURAI coordinate system and the S $\pi$ RIT TPC coordinate system. The relative position and orientation of these coordinate systems must be known to properly analyze the experimental data.

In the SAMURAI coordinate system, the $z$-axis is oriented along the beamline axis (not to be confused with the beam axis, which bends inside the magnet), the $y$-axis oriented antiparallel to gravity, and the $x$-axis defined to form a Cartesian system, which sets the $x$-axis to the beam left side of the beamline axis. The origin lies in the center of the SAMURAI magnet. The S $\pi$ RIT TPC coordinate system is defined relative to the pad plane, and is illustrated in Figure 2.1. The coordinate system of the S $\pi$ RIT TPC is nominally aligned


Figure 3.1: Schematic view of experimental layout.
with the SAMURAI coordinate system with some offset; however, some difference in the actual alignment of coordinate systems will be discussed in the following section. The $x-z$ plane of the TPC coordinate system lies on the pad plane, with the $y$-axis extending above the pad plane, anti-parallel with gravity. The $z$-axis points towards the downstream side of the pad plane, and the $x$-axis points to the beam left direction of the pad plane. The origin is set to the center of the pad plane in $x$, and the upstream edge of the pads in $z$.

### 3.2 TPC alignment and Measurement

The initial placement of the detectors is performed using a laser alignment system. Rotating lasers were used to produce reference planes, allowing us to set the level and height of the TPC to match the reported beam height. Fixed markers in the SAMURAI area were used as references for the beamline axis. The TPC was aligned by scribe marks on the enclosure. The TPC enclosure is centered in $x$ of the SAMURAI frame, and lifted to the top of the magnet gap, with a small clearance. The target height is adjustable within the enclosure, and
is aligned to be centered at the beam height ( $y=0$ in the SAMURAI frame). The alignment of the target height is shown in Figure 3.2. In the picture, a piece of graph paper was temporarily mounted in the target ladder, facilitating alignment with the laser.


Figure 3.2: Laser alignment of target height

After alignment, the final position of detector systems was determined using a Photogrammetry Measurement (PGM) system called V-STARS, which is produced by Geodetic Systems, Inc. [38]. This technique uses flash photography to light retroreflective markers which are placed on the points to be measured. Figure 3.3 shows the SAMURAI area while the measurement was performed. Two yellow bars near the center of the photo have markers at precise distances, allowing the scale to be determined. Many photographs are taken using a camera which stores information about its angular orientation while taking a photo. The proprietary V-STARS software is used to combine information from the photographs into an array of 3 dimensional points. Fixed reference points in the SAMURAI area are used to transform the measurement into the SAMURAI coordinate system.


Figure 3.3: Flash photograph highlighting retroreflective photogrammetry markers

A previous PGM measurement of the TPC [39] provided reference points on the TPC, which are used to determine the TPC position in the SAMURAI frame. Even though the trigger detectors obscured most of the markers on the TPC, 15 of the TPC markers were found in the measurement of the TPC in SAMURAI. A numerical analysis was used to minimize the residuals between the two sets of measured points (TPC in SAMURAI, TPC standalone) using singular value decomposition [40], implemented with a Python script. This minimizes the residuals between the measured points in the SAMURAI coordinate system and the reference points, producing a best translation and rotation between the TPC and SAMURAI coordinate systems. Using this best translation and rotation, the origin of the $\mathrm{S} \pi$ RIT TPC pad plane is found to be:

$$
\begin{equation*}
(x, y, z)=(1.794,205.502,-580.526) \mathrm{mm} \tag{3.1}
\end{equation*}
$$

in the SAMURAI coordinates, defining the relative position of the the origins of the two frames. The error is evaluated as the standard deviation between the measured positions and reference positions, and was found to be

$$
\begin{equation*}
(\delta x, \delta y, \delta z)=(0.276,0.090,0.443) \mathrm{mm} \tag{3.2}
\end{equation*}
$$

The normalized $(\vec{x}, \vec{y}, \vec{z})$ vector pointing from the pad plane origin to the center of the downstream end of the pad plane is

$$
\begin{equation*}
(\vec{x}, \vec{y}, \vec{z})=\left(3.3397 \times 10^{-4},-5.946 \times 10^{-5}, 0.9999\right) \tag{3.3}
\end{equation*}
$$

which defines the $z$ axis of the TPC. The normalized vector pointing from the pad plane origin to the upstream, beam left corner of the pad plane is

$$
\begin{equation*}
(\vec{x}, \vec{y}, \vec{z})=\left(0.9999,-3.616 \times 10^{-4},-3.3397 \times 10^{-4}\right) \tag{3.4}
\end{equation*}
$$

which defines the $x$ axis of the TPC. The $y$ axis thus lies along the normalized vector

$$
\begin{equation*}
(\vec{x}, \vec{y}, \vec{z})=\left(3.606 \times 10^{-5}, 0.9999,5.968 \times 10^{-5}\right) \tag{3.5}
\end{equation*}
$$

The rotation matrix from SAMURAI frame to TPC frame is then

$$
\left(\begin{array}{c}
x^{\prime \prime}  \tag{3.6}\\
y^{\prime \prime} \\
z^{\prime \prime}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 3.616 \times 10^{-4} & -3.34 \times 10^{-4} \\
3.616 \times 10^{-4} & 1 & 5.934 \times 10^{-5} \\
3.34 \times 10^{-4} & -5.946 \times 10^{-5} & 1
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
$$

where the unprimed coordinates align with the SAMURAI frame, and the double-primed coordinates are aligned with the TPC frame.

### 3.3 Trigger Detectors



Figure 3.4: Photograph of the TPC and ancillary detectors installed in the SAMURAI spectrometer.

To create a physics trigger, ancillary detector systems are used. Figure 3.4 shows the TPC installed inside the SAMURAI spectrometer with the trigger detectors. The KATANA array scintillators are located on the downstream end of the TPC and are covered with a reflective wrapping, while the Kyoto Multiplicity Array scintillators are located on the beam left and right sides of the TPC and have an additional black plastic wrapping. The Active Veto Array and Scintillating Beam Trigger array are not visible in the figure.

### 3.3.1 Scintillating Beam Trigger

The Scintillating Beam Trigger (SBT) array serves as a start counter. The SBT array consists of two thick plastic scintillators mounted in parallel, as shown in Figure 3.5. Each scintillator is read out on the left and right by PMTs. The SBT is mounted approximately 4.5 m upstream of the target, transverse the beam pipe, shown in Figure 3.5. The logical OR of the PMTs is used to provide a start signal for the trigger.


Figure 3.5: SBT array

### 3.3.2 Kyoto Multiplicity Array

The Kyoto Multiplicity Array [41] consists of two scintillator arrays, each containing 30 plastic scintillator bars. Figure 3.6 shows the schematic drawing of the TPC with the Kyoto Multiplicity Array installed. Only one side is visible, with the Kyoto Multiplicity Array bars
shaded gray in the illustration. The second array is mounted on the opposite side of the TPC. The $\sim 1.5 \mathrm{~mm}$ thick G10 field cage walls and $\sim 0.8 \mathrm{~mm}$ thick aluminum enclosure windows allow charged particles from the heavy ion collisions to be detected by the scintillating arrays. Each scintillator bar is $450 \times 50 \times 10 \mathrm{~mm}^{3}$, with 1 mm diameter light guide fiber placed inside a 1.5 mm diameter hole running through the center of the bar. Each bar is coated with oxidized titanium for light reflection. The light from the light guide fiber is detected by a $1.3 \mathrm{~mm}^{2}$ Hamamatsu Multi Pixel Photon Counter (MPPC), which, unlike normal photomultiplier tubes, can function inside the magnetic field.


Figure 3.6: Design drawing of the Kyoto Multiplicity Array mounted on the TPC

The MPPC signals are shaped and discriminated using EASIROC [42] chips, ASIC chips designed specifically for silicon photomultiplier detectors. To process the digital outputs from the EASIROC chips, and to control the chips, an FPGA chip is integrated with each EASIROC chip. Discriminators within the EASIROC chip will produce a digital signal associated with each MPPC signal, and the FPGA chip will determine the total number of signals produced in each event, providing a multiplicity measurement from the Kyoto Mul-
tiplicity Array. The FPGA is able to achieve the fast response required for triggering by determining the multiplicity through ROM settings and adder circuits [41]. Additionally, a multi-hit TDC with 1 ns time resolution was implemented with the FPGA chip, allowing more detailed offline analysis of the hits on the Kyoto Multiplicity Array. For the S $\pi$ RIT experiment, the typical multiplicity requirement was 4 or greater within the Kyoto Multiplicity Array.

### 3.3.3 Krakow KATANA Array

The KATANA array [43] consists of 12 plastic scintillating paddles, each $400 \times 100 \times 10 \mathrm{~mm}^{3}$ in size, and 3 thin plastic scintillating paddles, $400 \times 100 \times 1 \mathrm{~mm}^{3}$ in size, placed at the downstream edge of the TPC. The design of the KATANA array is shown in Figure 3.7, viewed from the downstream perspective. The left side shows the entire array, while the right side shows the array without thick paddles. The thin veto paddles are installed in an overlapping fashion to maximize detection efficiency. There are 7 thick paddles on the beam right side of the center veto paddle, and 5 on the beam left side. This asymmetry is chosen since most particles produced will have positive charge, and bend towards the beam right side. For each beam, the array position is optimized so that the center veto paddle intersects the path of the unreacted beam.

The threshold on the veto paddles is chosen to provide a veto signal whenever a beam particle or fragment with charge $\mathrm{Z} \approx 20$ or greater passes through. The light signal in each scintillator is collected using MPPCs: on the thick paddles, a Hamamatsu S 12572025 P MPPC is placed on the top and bottom of each paddle, while on the thin paddles, a Hamamatsu S 12571-010P MPPC iss placed on all four corners of each paddle. The MPPCs are mounted to a printed circuit board with a preamplifier, to minimize noise.


Figure 3.7: Design drawing of the KATANA array. Thick scintillators are shown in blue and veto scintillators are shown in purple. The left side shows the entire array, and the right side shows the array with veto paddles isolated

The analog MPPC signals from each paddle are summed to produce a single signal, with a normal and an inverted signal output. The negative signals are sent to a 20-channel discriminator board with leading edge discriminators, and compared to threshold levels which are set remotely. The resulting logic signal is analyzed with a logic circuit made with an FPGA board, which analyzes the 15 signals produced from KATANA paddles, as well as other logic signals used for the trigger. Gate\&Delay (G\&D) modules are programmed into the FPGA board, allowing proper synchronization of signals for logic processing. The delay durations, gate widths, as well as the KATANA multiplicity threshold, are controlled remotely with a RaspberryPi board [44]. The discriminator board, FPGA board, logic output buffers, and the RaspberryPi controller are integrated into a single unit, referred to as the "Trigger Box". The resulting "Trigger Box" trigger is incorporated into a separate trigger logic, described in Section 3.4.4. For further information on the KATANA array and the Trigger Box, readers are referred to Reference [43].

### 3.3.4 Active Veto Array

The Active Veto Array [45] consists of four plastic scintillators, each $90 \times 50 \times 6 \mathrm{~mm}^{3}$ in size, placed on the upstream edge of the TPC entrance window to remove events where the beam particle is off-target. Each scintillator uses a Hamamatsu S10931-100P MPPC to generate a signal when a charged particle passes through, with the same preamplifier PCBs which were used for the KATANA array. Signals from the Active Veto Array were discriminated by the Trigger Box. The scintillators are arranged in an overlapping fashion, forming a profile around the beam path, with empty space. The Active Veto Array assembly is shown in Figure 3.8, with an aluminum housing fixture. The top and bottom scintillators are placed with 38 mm of separation, and the left and right are placed with 26 mm of separation. The overall position of the left and right was set to allow desired beams to pass through and hit the target without adjustment between settings. The paddle positions are all adjustable, to accommodate different target sizes as well as different beam rigidities.


Figure 3.8: Photograph of the Active Veto Array.

The Active Veto Array is fixed to the front plate of the TPC, as shown in Figure 3.9 with a break-out view. The aluminum housing is shown in turquoise blue while the scintillators are shown in purple. In our setup, there is 23.8 cm between the field cage entrance window and the left/right scintillators, and 22.2 cm between the field cage entrance window and the up/down scintillators. The inner edge of the left scintillator is positioned 21 mm to the left of the center of the TPC, and the inner edge of the right scintillator is placed 5 mm to the right of the center of the TPC. The beam enters the TPC to the left of target center, and is curved to target center by the magnetic field.


Figure 3.9: Break out view of the TPC with Active Veto Array installed

### 3.4 Trigger Selection

The trigger controls the selection of events and controls the opening and closing of the gating grid. The trigger is designed to maximize the selection of central, on-target reactions, while minimizing the selection of peripheral or off-target events. The Active Veto Array is used to reject off-target events from the trigger, while the KATANA Veto is used to reject
events with unreacted beam particles. A minimum multiplicity requirement from the Kyoto Multiplicity Array is imposed, to select central events. A preliminary trigger, or Fast Trigger (Section 3.4.1), is produced with rack electronics. The gating grid is opened upon receiving a fast trigger, which must be validated by a trigger from the KATANA Trigger Box. If the latter is not produced, the trigger is fast-cleared, closing the gating grid. The trigger can also be vetoed by a KATANA Veto signal, which would indicate the presence of a second beam particle or heavy projectile residue. A busy circuit prevents the formation of a trigger while the DAQ is writing, or if the system is otherwise unable to record an entire event.

### 3.4.1 Fast Trigger and Fast Clear

The fast trigger is necessary to begin opening the gating grid as quickly as possible. The fast trigger is made with rack electronics, requiring a Scintillating Beam Trigger (SBT) signal in coincidence with the Kyoto multiplicity signal, without a KATANA Veto signal or a busy signal. The gate for the KATANA Veto is $4 \mu \mathrm{~s}$ wide. This introduces a deadtime of $4 \mu \mathrm{~s}$, which corresponds to the time for the charge induced by a beam particle to be safely collected by the closed gating grid. This is necessary to prevent the charge produced by an earlier beam particle from passing through the gating grid and reaching the anode plane in the case that a subsequent, otherwise trigger-satisfying, reaction occurs before the charge from the first beam particle has dissipated.

One key difference should be noted between the two experiments: for the ${ }^{124} \mathrm{Xe}$ primary beam (the first experimental run), the KATANA Veto signals are discriminated in the rack trigger, while for the ${ }^{238} \mathrm{U}$ primary beam (the second experimental run), the KATANA Veto signals are discriminated in the KATANA trigger box. The fast trigger is diagrammed in Figure 3.10.


Figure 3.10: Fast trigger logic

If a fast trigger is produced without a Trigger Box trigger, the signal is fast cleared. The fast clear circuit allows the gating grid to be quickly closed if an event is not recorded, which prevents unnecessary charge amplification, and reduces the trigger deadtime by limiting unnecessary busy time. This occurred on the order of a $2-10 \mathrm{~Hz}$, depending on beam rate. The fast clear logic is shown in Figure 3.11, with the KATANA Trigger Box abbreviated as K-Box Trigger.


Figure 3.11: Fast clear logic

### 3.4.2 GGD Logic

The opening and closing of the GGD is controlled through Transistor-Transistor Logic (TTL) signals. The control circuit within the trigger was formed using two LeCroy Model 222 Dual Gate Generators, for a total of 4 distinct G\&D modules. For clarity, these will be referred


Figure 3.12: Gating Grid Driver Logic
to by G\&D 1-4. The logic is illustrated in Figure 3.12. It is perhaps easiest to understand by examining G\&D 2 first, which is a latch circuit. When the latch is open, a TTL signal is provided to the "open" input of the GGD. When the latch is closed, the TTL signal is removed from the GGD open, and the delay signal is sent to G\&D 4, which sends a $5 \mu \mathrm{~s}$ wide signal to the "close" input of the GGD. The "start" for G\&D 2 is provided by G\&D 1 , which sends a signal when a fast trigger is made. The "stop" for G\&D 2 is provided by the GGD stop "OR" circuit. To summarize the logic so far: a fast trigger will start the opening process, and a GGD stop "OR" signal will remove the "open" signal, while sending a 5 ps wide "close" signal to the GGD.

The GGD stop "OR" circuit is triggered by any of three conditions: (i) the G\&D 1 delay, which sends a signal $11 \mu \mathrm{~s}$ after a fast trigger is received, (ii) a fast clear, described in the previous section, or (iii) by the G\&D 3 delay, which is triggered when a KATANA veto signal is provided. The G\&D 3 delay was tuned to 650 ns during the ${ }^{124} \mathrm{Xe}$ primary beam experiment, and 800 ns for the ${ }^{238} \mathrm{U}$ primary beam experiment. An additional difference between the two primary beams was the discrimination of the KATANA veto signals: For
the ${ }^{124}$ Xe primary beam experiment, the KATANA Veto signals are discriminated in the rack trigger, while for the ${ }^{238} \mathrm{U}$ primary beam experiment, the KATANA Veto signals are discriminated in the KATANA trigger box. The thresholds for the rack and trigger box discriminators were similar, but the trigger box discriminators are remotely adjustable, and are used in the determination of the trigger for the DAQ.

### 3.4.3 Busy Circuit

The busy circuit prevents a trigger from being formed when the DAQ or the TPC is unable to handle a trigger. The DAQ produces its own busy, but this must be combined with busy signals for the GGD. The $11 \mu s$ gate from G\&D 1 and the $5 \mu s$ gate from G\&D 4 are both included in the busy circuit with the DAQ busy. The fast trigger will then produce an 11 $\mu$ busy, while any GGD stop "OR" signal will produce a $5 \mu$ busy. When a master trigger is produced, it will produce a busy signal, bridging any delay between the formation of a trigger and the DAQ busy signal.

### 3.4.4 KATANA Trigger Box

The KATANA trigger box combines a 20-Channel discriminator board, an FPGA board, logic output buffers, and a RaspberryPi board to form a remotely programmable logic circuit [43]. A comprehensive diagram of the trigger box architecture is shown in Figure 3.13. This documentation focuses on the "Trigger Logic" portion of this diagram. The logic circuit used within the trigger box is similar to the fast trigger, with the addition of the Active Veto signal. The trigger logic is shown in Figure 3.14, with delays and gate widths.


Figure 3.13: KATANA Trigger Box architecture


Figure 3.14: KATANA Trigger Box logic

### 3.4.5 Trigger for DAQ

The Master Trigger, or the trigger required for DAQ readout, closely resembles the fast trigger circuit, with the addition of the KATANA Box Trigger, and without the veto or busy as direct inputs. The veto and busy signals are processed within the KATANA box trigger. The logic for the ${ }^{124}$ Xe primary beam experiment is shown in Figure 3.15, and the logic for the ${ }^{238} \mathrm{U}$ primary beam experiment is shown in Figure 3.16. The only difference is that for the second experiment, the Kyoto Multiplicity requirement is removed. The reason for this difference is discussed in the following section. For the function of the trigger, it is sufficient
to note that this difference did not affect the data taken.


Figure 3.15: Logic for Master Trigger, or DAQ trigger, during the ${ }^{124}$ Xe primary beam experiment


Figure 3.16: Logic for Master Trigger, or DAQ trigger, during the ${ }^{238} \mathrm{U}$ primary beam experiment

### 3.4.6 Differences Between Primary Beam Triggers

As discussed in the preceeding section, the trigger had some differences between the two experiments. A summary of the differences is provided here for ease in comparing the two triggers. For brevity, the ${ }^{124} \mathrm{Xe}$ primary beam experiment will be referred to as the first experiment, and the ${ }^{238} \mathrm{U}$ primary beam experiment will be referred to as the second experiment.

The first difference is the discrimination of the KATANA Veto: in the first experiment, the KATANA Veto is discriminated in the rack electronics for the fast trigger and the GGD closing, while it is discriminated in the trigger box for formation of the Master Trigger. If the discrimination in the rack electronics is more sensitive than in the trigger box, a

Master Trigger can be formed while the gating grid has not been opened. If the trigger box discrimination is more sensitive than the rack electronics, the gating grid may be opened for an event which will not form a Master Trigger. The first case can result in taking data which is not usable, while the second case will increase the rate of GGD opening and closing. In the second experiment, we addressed this issue by discriminating the KATANA Veto signal only within the trigger box, providing a consistent condition for the GGD and Master Trigger.

The second difference is the delay from the KATANA Veto OR to the GGD stop: in the second experiment, this delay was reduced from 800 ns to 650 ns , to account for any extra delay from the trigger box discrimination. This change is not likely to have a major influence on the data taken, but likely causes a small difference in the time required for a fast closing.

Finally, the Kyoto Multiplicity requirement was directly included in the Master Trigger for the first experiment, but was removed for the second experiment. During the first experiment, this requirement was necessary due to an issue within the KATANA trigger box, which "ORs" the KATANA multiplicity and Kyoto Multiplicity requirement. The KATANA Multiplicity requirement was initially set to $\geq 20$, which would theoretically prevent the requirement from being satisfied; however, the multiplicity was stored as a 4-bit number in the trigger box. The binary number $00010100=20$ was cut off to be $0100=4$, resulting in triggers for multiplicity $\geq 4$. This resulted in KATANA trigger box triggers without the Kyoto Multiplicity requirement being fulfilled. The addition of the Kyoto Multiplicity requirement directly in the Master Trigger circuit was necessary before solving this issue, but the problem was understood during the first experiment, allowing us to remove the requirement from the Master Trigger circuit for the second experiment.

### 3.5 Other Ancillary Detectors

### 3.5.1 Beam Drift Chambers

Two Beam Drift Chambers (BDCs) are employed around focal plane F13, upstream of the SAMURAI spectrometer. The detectors are Walenta-type wire chambers [46] with 2.5 mm drift lengths, allowing for high beam rates. A detailed description of technical properties of the BDCs can be found in Reference [28], along with schematic figures of the detectors. Key details include the effective area of $8 \times 8 \mathrm{~cm}^{2}$ and effective resolution of approximately 100 $\mu \mathrm{m}$ (rms). BDC1 and BDC2 are denoted in Figure 3.1, as well as their positions, measured relative to the origin of the SAMURAI coordinate system. The center of BDC1 is 3159.7 mm upstream of the SAMURAI origin, while the center of BDC2 is 2158.7 mm upstream of the SAMURAI origin. The information from these detectors is used to reconstruct the beam trajectory as it enters the SAMURAI spectrometer. This information, along with beam information from BigRIPS and the magnetic field map for SAMURAI, is used to determine the beam trajectory at the target plane. The BDC analysis is described in Chapter 4.

### 3.5.2 NeuLAND Array

The partial New Large-Area Neutron Detector(NeuLAND) [47] was positioned at a $30^{\circ}$ angle relative to the beamline axis, as shown in Figure 3.1. The setup utilized 400 plastic scintillator bars [48]. Figure 3.17a shows the partial NeuLAND array. Each of these scintillators have a cross section of $5 \mathrm{~cm} \times 5 \mathrm{~cm}$, with a length of 250 cm . Each scintillator is read out with photomultiplier tubes at the far ends. There are 8 planes of 50 bars each, arranged with alternating horizontal and vertical orientations. A plane of 8 veto scintillators from NEBULA [49], each 1 cm thick, is fixed in front of the NeuLAND array, which is used to
identify and remove signals from charged particles. The veto scintillator array is shown in Figure 3.17b. The minimum distance from the center of the SAMURAI spectrometer to the NeuLAND neutron walls was measured to be 85.6 cm , and the precise angle was measured to be $29.6^{\circ}$, providing angular coverage from approximately $22^{\circ}$ to $43^{\circ}$ in the laboratory frame.


Figure 3.17: The partial NeuLAND array is shown in (a), and the charged particle veto array borrowed from NEBULA is shown in (b)

### 3.6 DAQ

The Data AcQuisition (DAQ) for the experiment consisted of three separate systems. The RIBFDAQ system using the babirlDAQ framework[50] collected data for BigRIPS detectors, SAMURAI detectors, the NeuLAND detector, and the Kyoto Multiplicity Array. The NARVAL [51] DAQ framework is employed to read out the GET electronics for the S $\pi$ RIT TPC
(see Section 2.3). The KATANA array and Active Veto array are handled by the KATANA system. Synchronization of the separate DAQs was achieved by supplying the same trigger to each subsystem with the General Trigger Operator (GTO) [52] event handling module.

The babirlDAQ framework is used for the RIBFDAQ, which handled event building for all beamline detectors, as well as the NeuLAND array and Kyoto Multiplicity Array. When the common trigger is provided by the GTO event handling module, the RIBFDAQ reads data from all modules in parallel. For each module, a Slave event builder creates a sub-event which is sent to a Master event builder, which writes all information in an event. A system busy is produced from the logical OR of all modules in the system.

The TPC data is handled with the NARVAL DAQ framework, which can handle the large amounts of data produced by the GET electronics. Up to 1.2 GByte/s of data from the GET electronics is saved to local DAQ servers using the NARVAL system, and the data is copied from the DAQ servers to the RIKEN HOKUSAI-GreatWave high performance computing cluster storage through a 10 Gbps network for offline analysis and tape backup.

Data from the KATANA array and Active Veto Array are saved by a separate DAQ, after signal processing by a Flash ADC board within the KATANA trigger box. For each paddle, the signals from all MPPCs for that paddle were summed and digitized, resulting in one data point for each paddle.

## Chapter 4

## Data Analysis

The data analysis can be divided into two main categories: beam analysis and TPC analysis. The beam analysis is necessary for tagging the PID of incoming beam particles and determining their energy and angle of incidence at the target. The TPC analysis is necessary to determine the PID, magnetic rigidity, and angle of emission for particles produced in the beam-target reaction. The TPC analysis also provides an event vertex, which is combined with the beam analysis when determining the absolute cross section for measured reactions.

### 4.1 RIBF Facility and Production of Primary Beam

The heavy-ion beams used for the experimental campaign with the S $\pi$ RIT TPC were produced at the Radioactive Isotope Beam Factory (RIBF) at the RIKEN Nishina Center for Accelerator-Based Science in Wako, Japan. The beams used in the first S $\pi$ RIT TPC experimental campaign are tabulated in Table 4.1. The ${ }^{132} \mathrm{Sn}$ and ${ }^{108} \mathrm{Sn}$ beams impinged on isotopic Sn targets are used to probe a wide range of asymmetry, $\delta=\frac{N-Z}{A}$, with the same Coulomb forces present in each system. The ${ }^{124} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$ beams are impinged on ${ }^{112} \mathrm{Sn}$ and ${ }^{124} \mathrm{Sn}$ isotopic targets, respectively, to provide direct comparisons between the two primary beams, and to provide a probe at the mid range of asymmetry probed by the other beams. The $\mathrm{Z} \approx 1-3$ cocktail beams (tuned for $\alpha$ particles at specific momenta) provide momentum and energy loss calibrations for the TPC.

| Primary Beam <br> Isotope | Secondary Beam <br> Desired <br> Isotope | Energy at mid target <br> $(\mathrm{MeV} / \mathrm{u})$ | Intensity <br> $(\mathrm{kHz})$ |
| :---: | :---: | :---: | :---: |
| ${ }^{238} \mathrm{U}$ | ${ }^{132} \mathrm{Sn}$ | 269.2 | 9.5 |
| ${ }^{238} \mathrm{U}$ | ${ }^{124} \mathrm{Sn}$ | 270.3 | 9.1 |
| ${ }^{124} \mathrm{Xe}$ | ${ }^{112} \mathrm{Sn}$ | 270.4 | 7.6 |
| ${ }^{124} \mathrm{Xe}$ | ${ }^{108} \mathrm{Sn}$ | 269.3 | 7.5 |
| ${ }^{238} \mathrm{U}$ | $\mathrm{Z} \approx 1-3$ | $\approx 300$ | 0.6 |
| ${ }^{238} \mathrm{U}$ | $\mathrm{Z} \approx 1-3$ | $\approx 100$ | 0.09 |

Table 4.1: Beams used in the S $\pi$ RIT TPC experimental campaign

The primary beams ${ }^{238} \mathrm{U}$ and ${ }^{124} \mathrm{Xe}$ were accelerated using mode 1 of the RIBF heavy-ion accelerator system, shown in Figure 4.1. The 28 GHz Superconducting Electron Cyclotron Resonance Ion Source (SC-ECRIS) [53] is used to provide either ${ }^{238} \mathrm{U}$ or ${ }^{124} \mathrm{Xe}$ ions to the RILAC II linear accelerator [54], after which they are accelerated by the RIKEN Ring Cyclotron (RRC) [55], the Fixed-frequency Ring Cyclotron (fRC) [56], the Intermediatestage Ring Cyclotron (IRC) [57], and finally by the Superconducting Ring Cyclotron (SRC) [58]. Using this mode of acceleration, the primary beams are accelerated to a fixed energy of $345 \mathrm{MeV} / \mathrm{u}$ [59].

Mode (1): RILAC + RRC + (stripper2) + fRC + (stripper3) + IRC + SRC


Figure 4.1: Mode 1 of the RIBF heavy-ion accelerator system [8]

### 4.2 Beam Analysis

The production of secondary beams is performed using the projectile fragmentation technique [60]. After its acceleration, the primary beam is impinged on a rotating, 3-mm-thick Be production target. Fragments from the reaction of primary beam on the production target are filtered in-flight, providing the desired secondary beam. The in-flight production of rare-isotope beams was performed by the BigRIPS two-stage fragment separator [61]. The RIBF beam line layout is shown in Figure 4.2 starting after the last two cyclotron stages, with the BigRIPS area labeled.


Figure 4.2: RIBF facility at RIKEN circa 2012. Although this figure will not represent the latest upgrades, it well represents the BigRIPS and SAMURAI beam line during the S $\pi$ RIT experiment in 2016. Figure from [9].

A simplified schematic of BigRIPS is shown in Figure 4.3. Dipole magnets are denoted as D1-D6, and focal planes F3, F5, and F7 are shown. The naming convention follows that in Figure 4.2. The first stage of BigRIPS selects fragments, while the second stage provides beam identification, with additional filtering capabilities. The first stage is performed with
dipoles D1 and D2, with a wedge energy degrader between the two dipoles. Separation is achieved in D1 with filtering by magnetic rigidity $B \rho$

$$
\begin{equation*}
B \rho=\frac{p}{Q} \tag{4.1}
\end{equation*}
$$

where $B$ is a magnetic field which results in a radius of curvature $\rho$ for a particle of momentum $p$ and charge $Q=Z e$ (assuming a fully ionized nucleus). Slits before and after the dipole magnets are used to select a specific bending radius, providing a filter of magnetic rigidity. After D1, most unwanted particles are collected in a beam dump. Remaining beam particles pass through the wedge degrader, with the thickness encountered dependent on $B \rho$. This creates dispersion in $B / r h o$ between different $A / Q$ ratios. After the wedge degrader, an additional $B \rho$ selection is made using D2. The first stage of separation results in a secondary beam with the desired isotope, as well as a variety of contaminants, which have a mass-tocharge $A / Q$ ratio similar to that of the desired isotope.


Figure 4.3: Simplified schematic of BigRIPS. Dipole magnets are labeled D1-D6. A single energy degrader was used between D1 and D2. Focal planes F3, F5, and F7 are shown with beamline detectors. Descriptions of these detectors are given in the text.

The second stage of BigRIPS provides beam identification, with additional filtering ca-
pabilities. A second wedge degrader is sometimes installed at focal plane F5, but this was not used for the S $\pi$ RIT experiment, to achieve maximal energy. Beam analysis is required for beam identification, as well as to determine the beam energy and beam position on target. Plastic scintillators are located in focal planes F3 and F7, allowing the Time-Of-Flight (TOF) to be measured over a known distance. The F3 and F7 focal planes are fully achromatic, and the beam spot at these focal planes is small, allowing consistent and precise time measurements [62]. To determine the beam trajectory, double Parallel Plate Avalanche Counters (PPACs) [63] are used at focal planes F3, F5, and F7. This information provides the position and angle that the beam takes through dipole pairs D3 and D4, and D5 and D6. The magnetic field of these dipoles is measured using Nuclear Magnetic Resonance (NMR) probes. With the trajectory of beam particles and the knowledge of magnetic fields of the dipole magnets D3, D4, D5, and D6, the magnetic rigidity $B \rho$ can be determined for each beam particle [64, 65, 66]. Energy loss is determined using a segmented gaseous ion chamber, called the MUlti-Sampling Ionization Chamber (MUSIC) [11]. The TOF is used with the magnetic rigidity to determine the mass-to-charge ratio of each beam particle, while the energy loss is used to determine the atomic number of each beam particle (with slight corrections coming from velocity). Finally, Beam Drift Chambers (described in Section 3.5.1, located after BigRIPS) with high position resolution are used to determine the beam trajectory on target.

The particle identification method is described in detail in Reference [62], using the TOF- $B \rho-\Delta E$ method. There one can find additional details about how the Time-Of-Flight (TOF)

$$
\begin{equation*}
\mathrm{TOF}=\frac{L}{\beta c}, \tag{4.2}
\end{equation*}
$$

magnetic rigidity $(B \rho)$, and the energy loss $(\Delta E)$ are measured in BigRIPS [61], and how the atomic number and mass-to-charge ratio $(A / Q)$ are determined from these quantities. A summary is presented here. From the TOF, the velocity $v=\beta c$ can be determined, given that the length $(L)$ of the flight path is known. With $v=\beta c$ and $B \rho$ (Equation 4.1), one can determine the mass-to-charge ratio $A / Q$

$$
\begin{equation*}
\frac{A}{Q}=\frac{B \rho}{\beta \gamma} \frac{c}{m_{u}} \tag{4.3}
\end{equation*}
$$

where $\gamma=1 / \sqrt{1-\beta^{2}}$ and $m_{u}=931.494 \mathrm{MeV} / \mathrm{c}^{2}$ is the atomic mass unit. Finally, since $\beta$ has been determined, a measurement of energy loss can be used to determine the charge $Z$ using the Bethe-Bloch formula,

$$
\begin{equation*}
\frac{d E}{d x}=\frac{4 \pi e^{4} Z^{2}}{m_{e} v^{2}} N z\left[\ln \frac{2 m_{e} v^{2}}{I}-\ln \left(1-\beta^{2}\right)-\beta^{2}\right]: \tag{4.4}
\end{equation*}
$$

here $e$ is the elementary charge, and $m_{e}$ is the electron mass. The material through which the beam passes is described by its atomic density $N$, atomic number $z$ (not to be confused with beam atomic charge $Z$ ), and mean excitation potential of the material $I$. With $A / Q$ and $Z$ determined, the particle identification is complete.

Raw information from the beam-line detectors is stored in RIBF Data Format (RIDF) files for offline analysis. The RIDF files are analyzed with the ANAROOT [67] toolkit, which was developed at RIBF for both online and offline analysis. ANAROOT is used to unpack the raw data, and built-in libraries are used to perform the particle identification methods. Finally, ROOT files are produced for the analyzed beam data, facilitating merging with the TPC data, indexed by event number (see Section 3.6 for further details on the DAQ).

### 4.2.1 Analysis of PPAC signals

Trajectory reconstruction within BigRIPS is performed with Parallel Plate Avalanche Counter (PPAC) [10] detectors located at the focal planes F3, F5, and F7. Ion-optical transfer maps, deduced experimentally [9], are used along with the trajectory information to calculate the value of $B \rho$ at the three specified focal planes. Additionally, corrections to the flight path length can be determined from the trajectory information. A total of 12 PPAC detectors were used in the beamline during the S $\pi$ RIT campaign, with 4 PPACs located in each of the focal planes F3, F5, and F7 (see Figure 4.3). PPACs are doubled together for efficiency, making "double PPACs", at the fore and aft of the focal planes.


Figure 4.4: Structural schematic of BigRIPS $240 \times 150 \mathrm{~mm}^{2}$ PPAC, from Reference [10]

The following description of the PPAC detectors is summarized from Reference[63]. As seen in Figure 4.4, the PPAC detector is made by an anode plate, sandwiched between two cathode plates. The cathode plates are made of $1.5 \mu \mathrm{~m}$ thick Mylar foil, with 0.30 nm strips of either Au or Al evaporated on the surface. These strips are 2.4 mm wide with a pitch of 2.55 mm , and are connected to a delay line readout. There are 40 strips on each cathode plane, with one cathode plane containing strips separated in the $x$ direction, and
the other cathode plane containing strips separated in the $y$ direction. The detector is filled with isobutane $\left(\mathrm{C}_{4} \mathrm{H}_{10}\right)$ gas. The operating voltage difference between anode and cathode is variable, but is typically less than 2000 V . Throughout the experiment, the operating voltage of PPAC detectors was sometimes lowered to prevent electrical trips. Each PPAC layer outputs 5 time signals: $T_{X 1}, T_{X 2}, T_{Y 1}, T_{Y 2}$, and $T_{A}$. Calibration of these signals is performed to convert from TDC channels to ns, and we will only consider calibrated signals in this work. The strips are read out with a lumped-constant delay line, which enables the high-rate readout capabilities of the PPACs. The delay of a 100 mm delay line with 40 steps was measured to be 81.6 ns , consistent with a delay time of one step being 2.04 ns .

The time signals from the PPAC layers are recorded using a CAEN V1190 multi-hit Time-to-Digital Conversion (TDC) module [68], which records time signals for multiple hits. This TDC module does not have a sharp correlation between its gate and the TDC value for a given signal: there is a "jitter" between the gate and the TDC value, which varies event-by-event. This is done deliberately to correct for differential non-linearities in the TDC readout. Although this introduces inaccuracy in absolute measurements of a single channel, the relative time between TDC channels provides an accurate measurement [68]. This method is referred to as asynchronous time interval measurement, as opposed to synchronous time interval measurement [69]. With synchronous time interval measurement, TDC signal times are compared to a reference clock, which has some jitter, causing random, potentially non-Gaussian, measurement error. Thus, all measurements made with PPACs use the difference of two signals.

Since the multi-hit TDC modules record hits over a range of time, the hit associated with the event must be distinguished from other hits. A TDC overflow parameter is set for each PPAC, which is applied to the dimensional time signals $\left(T_{X 1}, T_{X 2}, T_{Y 1}\right.$, and $\left.T_{Y 2}\right)$. In our
analysis, any hits at times greater than the TDC overflow are ignored. The last signal below the TDC overflow limit is considered to be the real signal.

The difference between delay line signals is used to determine position. As an example, we consider position determination in the $X$ dimension. Three signals will be used: $T_{X 1}$, $T_{X 2}$, and $T_{A}$, with $T_{A}$ being the anode time signal. Aside from a fixed delay associated with the signal generation and cable delay, $T_{A}$ is equal to the arrival time of the beam particle in the PPAC. $T_{X 1}$ and $T_{X 2}$ have additional delays, as they are read out through a delay line. The difference between the two dimensional time signals, $T_{\text {diff }}=T_{X 1}-T_{X 2}$, is basically equal to the difference in the delays of the two signals going out of the two ends of the delay line. This difference is proportional to the $X$ displacement of the track relative to the center of the PPAC and is used to determine the position, given as

$$
\begin{equation*}
x=K_{x} \times T_{\mathrm{diff}} / 2+x_{\mathrm{off}}, \tag{4.5}
\end{equation*}
$$

with an offset correction $x_{\text {off }}$ in mm and a position coefficient $K_{x}$, in $\mathrm{mm} / \mathrm{ns}$. We used previously determined values for these constants, with each PPAC individually calibrated. We can also see that $\left(T_{X 1}+T_{X 2}\right) / 2$ is insensitive to $X$ and is equal to $T_{A}$ up to an additive constant.

To validate signals from the PPAC, we define the quantity $T_{\text {sum }}$ :

$$
\begin{equation*}
T_{\text {sum }}=T_{X 1}+T_{X 2}-2 \cdot T_{A} \tag{4.6}
\end{equation*}
$$

Since $T_{X 1}+T_{X 2}=2 T_{A}$ within an additive constant, we expect $T_{\text {sum }}$ to remain constant, with some variation due to the timing resolution of the PPAC. If the value of $T_{\text {sum }}$ is well
established, we can use any two of the three signals $\left(T_{X 1}, T_{X 2}\right.$, and $\left.T_{A}\right)$ to determine the third. This will be exploited in Section 4.2.1.1 for signal recovery. We show an example $T_{\text {sum }}$ spectra in Figure 4.5, fitted with a Gaussian function. It can be seen that the distribution has a tail for lower values of $T_{\text {sum }}$.


Figure 4.5: An example $T_{\text {sum }}$ spectra. The distribution is fitted with a Gaussian function, shown in red.

Two effects typically contribute to the asymmetric tail of the $T_{\text {sum }}$ distribution: $\delta$-ray production within the PPAC (an electron which is liberated from the PPAC gas with sufficient energy to produce a signal on the delay line), or multiple hits (pile-up type events). These effects cause erroneous position measurements, as one of the timing signals is too small. We can identify these events by requiring a minimum value of $T_{\text {sum }}$. We fit the Gaussian portion of the $T_{\text {sum }}$ distribution, using the mean to define the expected value $\left\langle T_{\text {sum }}\right\rangle$, and defining the upper and lower bounds of $T_{\text {sum }}$ to be at $\left\langle T_{\text {sum }}\right\rangle \pm 2 \sigma$. Events outside these bounds will often have compromised position information, and we attempt position recovery
for such events in the following section.
One additional cause of information loss should be noted: the PPACs can experience electrical discharge between the anode and cathodes, especially with high beam intensity. This causes the high voltage module for a PPAC to trip, causing total loss of information for that PPAC until it is reset manually. Such tripping occurred with varying frequency throughout the experiment.

### 4.2.1.1 Position determination with partial information

In principle, a single dimensional signal from one end of the PPAC delay line can be combined with the anode time to reconstruct the position. With the expected value $\left\langle T_{\text {sum }}\right\rangle$ determined previously, we construct $T_{\text {diff }}$ for the case of an erroneous $T_{X 1}$ :

$$
\begin{equation*}
T_{\mathrm{diff}}=\left\langle T_{\mathrm{sum}}\right\rangle+2 \cdot T_{A}-2 \cdot T_{X 2} \tag{4.7}
\end{equation*}
$$

or if $T_{X 2}$ is erroneous,

$$
\begin{equation*}
T_{\mathrm{diff}}=2 \cdot T_{X 1}-\left\langle T_{\text {sum }}\right\rangle-2 \cdot T_{A} . \tag{4.8}
\end{equation*}
$$

For events which do not satisfy the $T_{\text {sum }}$ condition, we take the greater of $T_{X 1}$ and $T_{X 2}$, and check if it satisfies the following:

$$
\begin{equation*}
\left\langle T_{\text {sum }}\right\rangle-4 \sigma \leq 2 \cdot\left(T_{X}-T_{A}\right) \leq\left\langle T_{\text {sum }}\right\rangle+4 \sigma \tag{4.9}
\end{equation*}
$$

where $T_{X}$ is either $T_{X 1}$ or $T_{X 2}$, and $\left\langle T_{\text {sum }}\right\rangle$ and $\sigma$ are extracted from the fit on $T_{\text {sum }}$ described previously. When these conditions are satisfied, the PPAC information can be safely reconstructed using the available timing information.

Issues with the PPAC signals are made evident by inspecting the relationship between $T_{X 1}-T_{A}$ and $T_{X 2}-T_{A}$. Since the sum of these quantities should be constant in principle, we expect to observe an anti-proportionality between them. The left panel of Figure 4.6 shows the behavior for the F7-1B PPAC, which exhibits the expected behavior.The right panel of the same figure shows the F7-2B PPAC, which exhibits non-standard behavior.


Figure 4.6: Correlation plot for PPAC signals for the F7-1B (left) and F7-2B (right) PPACs. Signal issues are evident for the F7-2B PPAC.

The distinct groupings seen in the F7-2B PPAC suggest that the data has been affected in a systematic fashion. A likely cause is crosstalk between the cables which run from the focal plane detectors to the DAQ room. The F3 and F7 focal planes house plastic scintillators as well as the PPACs, with the F7 focal plane also housing the ion chamber. The regularly timed signals within the cables for these detectors can cause regularly timed crosstalk in the data cables for the PPACs, corrupting the recorded data. By using proper $T_{\text {sum }}$ gates in conjunction with partial information position recovery, we can estimate position information for some of the affected events.

To ensure that dependent quantities such as $A / Q$ and projection on target are not adversely affected by using the partial information position recovery, we compare the recon-
struction of a run using the position recovery to the reconstruction without position recovery. A single run from the ${ }^{132} \mathrm{Sn}$ beam will be used for this comparison. For simplicity, we will refer to the reconstruction without position recovery as method 1 , and the reconstruction with position recovery as method 2 . The run is reconstructed using both methods, and ${ }^{132} \mathrm{Sn}$ isotopes are selected with an elliptical cut for both reconstructions:

$$
\begin{equation*}
\frac{(A / Q-2.64)^{2}}{(0.005)^{2}}+\frac{(Z-50)^{2}}{(0.6)^{2}}<1 \tag{4.10}
\end{equation*}
$$

The PID for both methods are shown in Figure 4.7, with the elliptical cut overlaid. Method 2 shows nearly a $50 \%$ increase over method 1 of ${ }^{132} \mathrm{Sn}$ isotopes reconstructed within the PID cut. The numbers are listed in Table 4.2.


Figure 4.7: Beam PID from reconstruction without (a) and with (b) position recovery. Refer to Table 4.2 for numerical comparison of these two plots.

The $A / Q$ distribution of the selected ${ }^{132} \mathrm{Sn}$ isotopes is fit with a Gaussian function for both methods. The Full Width at Half Maximum (FWHM) of the distributions are reported in Table 4.2. The PID is required to project the beam path to target (this projection is described in Section 4.2.8). The number of ${ }^{132} \mathrm{Sn}$ isotopes successfully projected on target is higher for method 2, since more ${ }^{132} \mathrm{Sn}$ isotopes are found by method 2. The FWHM of
projected $x$ position and yaw angle on target are listed in Table 4.2. The mean of the $x$ distributions found by the two methods agree within 0.05 mm , and the mean of the yaw distributions agree within 0.2 mrad .

| Observable | Method 1 | Method 2 |
| :--- | :---: | :---: |
| ${ }^{132} \mathrm{Sn}$ | 21719 | 31436 |
| $\mathrm{FWHM}_{A / Q}$ | 0.00336 | 0.00350 |
| ${ }^{132} \mathrm{Sn}$ on target | 18490 | 27020 |
| FWHM $x$ on target (mm) | 9.327 | 9.367 |
| FWHM yaw on target (mrad) | 4.78 | 4.72 |

Table 4.2: Resulting quantities for PPAC reconstruction without (method 1) and with (method 2) PPAC position recovery

### 4.2.1.2 Beam Rate Calculation with PPAC

The typical scaler estimation of beam rate provides a time-averaged rate, which does not account for fluctuations in the beam intensity. An alternative estimate of the beam rate comes from the multi-hit information of the PPACs. After an event is triggered, the probability that an additional beam particle will pass through is directly related to the beam rate. We can set a window of time with width $W_{\text {after }}$ after the TDC overflow limit and take the ratio of hits within this window ( $N_{\text {after }}$ ) to the number of triggered events ( $N_{\text {events }}$ ) to calculate the beam rate

$$
\begin{equation*}
\text { Rate }_{\text {beam }}=\frac{N_{\text {after }}}{N_{\text {events }} \cdot W_{\text {after }}} . \tag{4.11}
\end{equation*}
$$

This rate is calculated using the F7-2 PPACS, and can be compared to the scaler rate for the F7 plastic. The relative rates can be used to correct the scaler rate for the SBT start counter (described in Chapter 3).

### 4.2.2 Analysis of Beam Time of Flight

To determine the velocity, $\beta$, and mass-to-charge ratio, $A / Q$, of the beam particles, an accurate and precise measurement of the TOF must be performed. The TOF was measured using plastic scintillators located at focal planes F3 and F7. An example raw spectra is shown in the left panel of Figure 4.8, and the same spectra after calibration in the right panel of Figure 4.8. The raw spectra must be converted from TDC channels to ns, and corrected with an offset to produce the actual TOF. A mesytec MTDC-32 module was used to record the scintillator signals, and the conversion factor from TDC to ns for the setup was $64 \mathrm{TDC}=1 \mathrm{~ns}$. The calibrated TOF value is estimated using the beam energy and distance between focal planes F3 and F7 (roughly 46.6 m ) [9], and is fine-tuned by adjusting the offset to produce correct $A / Q$ values. The TOF is recorded between focal planes F3 and F7, as the F5 scintillator was removed to achieve higher beam energies. We can estimate the expected TOF using the expected beam velocity with Equation 4.2.


Figure 4.8: The uncalibrated (a) and calibrated (b) time-of-flight spectra from run 2894.

The conversion of TOF to velocity $\beta$ is performed using ANAROOT, which uses PPAC information to correct for the flight path. The ion-optical transfer maps that are used to determine $B \rho$ are also used to determine a particle's trajectory, producing small corrections
to the flight length. ANAROOT scales $\beta$ to account for energy loss between F3 and F7, providing an estimate for $\beta$ at F 7 . With $\beta$ and $B \rho$ determined, the $A / Q$ ratio is calculated using Equation 4.3.

A time offset is required to calibrate the time signals between the F3 and F7 plastic detectors. An estimate is made using the expected TOF, which is then iteratively corrected to reproduce the expected $A / Q$ ratio for the main Sn isotope. An example is shown in Figure 4.9, with the reconstructed $A / Q$ ratio plotted as a function of the TOF offset.


Figure 4.9: Relationship between TOF offset used and reconstructed $A / Q$ ratio of ${ }^{132} \mathrm{Sn}$.

Radiation from the heavy-ion beam damages the plastic scintillators, changing the light output over time. The scintillator at F3 is subjected to a higher beam intensity than the scintillator at F7, causing the damage to occur unevenly. In addition to the slow degradation, the physical position of the scintillators were periodically adjusted to place the beam spot on an undamaged section. A slewing correction similar to that described in Reference [62]
is performed, with slight differences. We perform the slewing correction with two equations,

$$
\begin{equation*}
\tau=t+\Delta t_{\text {slew }} \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta t_{\text {slew }}=\frac{c_{1}}{\sqrt{q}} \tag{4.13}
\end{equation*}
$$

where $\tau$ is the actual time, $t$ is the observed time, and $q$ is the integrated charge signal. The slewing effect $\Delta t_{\text {slew }}$ is a function of parameter $c_{1}$, which is determined empirically for each run. The effect of the slewing correction can be observed in Figure 4.10, which shows a ${ }^{112} \mathrm{Sn}$ PID reconstructed with and without the slewing correction.


Figure 4.10: PID reconstructed without (left) and with (right) plastic slewing correction. Resolution in $A / Q$ is visibly improved by using the slewing correction.

### 4.2.3 Determination of Charge with the Ion Chamber

The charge of each beam particle is determined using energy loss information from the MultiSampling Ionization Chamber (MUSIC)[11], and from the beam velocity. The combined energy loss and beam velocity information is used in the Bethe-Bloch formula (Equation 4.4)
to determine charge. A schematic view of MUSIC is shown in Figure 4.11. The chamber is filled with P10 gas at approximately 760 Torr (this pressure differs slightly from the pressure used in Reference [11]). A series of $4 \mu \mathrm{~m}$ thick aluminized Mylar foils are alternated as anode and cathode plates, with the cathode set to ground potential, and pairs of anode signals linked together, with a total of 25 aluminized Mylar planes. A total of 6 ADC signals are read out from anode planes, providing the multi-sampling capabilities. Each ADC signal is proportional to the amount of energy lost in 4 Mylar planes and 80 mm of counter gas. MUSIC is located in focal plane F7, between two PPACs and prior to the plastic scintillator at F7.


Figure 4.11: MUSIC side-view schematic, from Reference [11]

The energy loss within MUSIC is tabulated as a geometric mean, to reduce statistical fluctuation. The geometrical mean for 6 ADC channels is given as

$$
\begin{equation*}
\overline{A D C}=\sqrt[6]{\prod_{i=0}^{i=5} A D C_{i}} \tag{4.14}
\end{equation*}
$$

An analysis program, LISE ++ [70], was used to calculate the expected energy loss of the
major particle species present in the isotopic Sn beams. The geometrical mean of the observed energy loss in ADC is plotted against the geometrical mean of simulated energy loss in MeV in Figure 4.12, for an array of selected isotopes. A linear relationship is observed between these values, with the slope representing the gain.


Figure 4.12: Geometrical mean of ADC response compared to simulated energy loss

It is common that a detector will register a non-zero signal, even if there is no particle present. The typical signal size for a non-event is called the pedestal, a baseline value which corresponds to no signal. The pedestal for each ADC channel is determined using the gain. For each channel, the measured ADC signal and simulated energy loss are compared for several isotopes. The combined results are plotted in Figure 4.13, with the left panel showing results before pedestal subtraction. For each channel, the pedestal can be calculated as

$$
\begin{equation*}
\text { pedestal }=\text { Measured Energy }(\mathrm{ADC})-E_{\text {Loss }} \cdot \text { gain } . \tag{4.15}
\end{equation*}
$$

For each channel, the average pedestal is calculated using an array of isotopes. After applying pedestal subtraction, the relationship between pedestal-subtracted measured ADC signal and
simulated energy loss is shown in the right panel of Figure 4.13. A linear fit is applied to this distribution to determine the final calibration between ADC channels and energy loss in MeV .


Figure 4.13: Ion chamber signal and simulated energy loss before (left panel) and after (right panel) pedestal subtraction.

The final step is to determine particle charge from energy loss and beam velocity. This is done in ANAROOT with the equation

$$
\begin{equation*}
Z=\text { slope } \cdot \beta \cdot \sqrt{\frac{E_{\mathrm{Loss}}}{\ln \left(4866 \cdot \beta^{2}\right)-\ln \left(1-\beta^{2}\right)-\beta^{2}}}+\text { offset } \tag{4.16}
\end{equation*}
$$

where 4866 corresponds to $2 \cdot m_{e} /\left(I \cdot c^{2}\right)$, with $m_{e}$ the mass of an electron, $c$ the speed of light, and $I$ as the mean excitation potential of the combined Mylar and ion chamber gas. The energy loss, $E_{\text {Loss }}$, is determined using the geometrical mean of all fired ADC channels, with the conversion from ADC to MeV detailed earlier in this section. The slope and offset are calibrated by fitting data for selected isotopes.

For the ${ }^{108} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$ beams, ADC channels 1, 3, and 4 (of the 6 total channels) had drifting gains. To perform run-by-run calibration in an automated manner, the runs were


Figure 4.14: ${ }^{112} \mathrm{Sn}$ beam PID plot for run 2580, using 3 ADC channels (left), and all 6 ADC channels (right).
first reconstructed using ion chamber ADC channels 0,2 , and 5 only, producing "fuzzy" PID plots, as shown in the left panel of Figure 4.14. These can be produced using a single calibration, as the selected ADC channels exhibited stable behavior. The ADC response for a single run is determined by selecting isotopes using the fuzzy PID plot, and performing the standard calibration with a script that collects the ADC response for each channel, sorted by isotope, and performs the calibration as described previously within this section.

The beam PID plots shown in Figure 4.14 also indicate the presence of beam pileup: beam particles passing through the ion chamber in close succession alter the ion chamber response, causing the smeared, seemingly high- $Z$ distribution above the main isotopic peaks. The ion chamber response for a typical data run with the ${ }^{124} \mathrm{Sn}$ beam is shown in Figure 4.15. The main peak, which is associated with properly identified charge, can be seen at approximately 4000 ADC channels. The tailing function at higher ADC values is caused by beam pileup. Other sources for aberrant ion chamber signals could be reactions within the ion chamber, or crosstalk in the ion chamber data cables.


Figure 4.15: Ion chamber signal for ${ }^{124} \mathrm{Sn}$ beam

### 4.2.4 Beam Pileup and Background

Two beam particles in close proximity will cause a large ion chamber response, resulting in a non-physical reconstructed value of $Z$. The pileup can be seen in the beam PID plots as a smeared distribution above the properly reconstructed isotope peaks. These tails can overlap with other isotopes, altering the statistics. An additional indicator of pileup comes from the multi-hit TDC modules used for the PPACs. An example TDC spectrum is shown in Figure 4.16, with the main peak at approximately $32,500 \mathrm{TDC}$ channels, which is constrained by trigger timing. Each hit in this spectrum is made from a particle passing through the PPAC, so hits before or after the main peak are associated with pileup events. The pileup occurs for all beams, but this section will focus on analysis of the ${ }^{132} \mathrm{Sn}$ beam.

For the ${ }^{124} \mathrm{Sn}$ and ${ }^{132} \mathrm{Sn}$ beams, the extra hits before the main peak are suppressed by the trigger, while for the ${ }^{108} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$ beams, the rate of extra hits is the same before and after the main peak. This was due to differences in the discrimination of signals for the KATANA Veto array, and is explained in the trigger description in Chapter 3.

## PPAC Multi-Hit TDC Spectrum



Figure 4.16: Multi-hit TDC spectra, from a PPAC at the F7 focal plane, for ${ }^{132} \mathrm{Sn}$ beam

The multi-hit information from the F7 PPACs is used to identify pileup, as multiple hit events in F3 and F5 can be caused by particles which are filtered out by BigRIPS. We gate on multiple hits in at least 2 PPACs, to prevent $\delta$-ray production from causing an event to be identified as pileup. The ion chamber response is related to the time difference between the main particle and a pileup particle, as can be seen in the left panel of Figure 4.17. Pileup particles which arrive within $3 \mu$ before or after the initial particle saturate the ion chamber, and result in non-physical $A / Q$ reconstruction. For pileup events separated from the main peak by more than $3 \mu \mathrm{~s}$, the ion chamber response converges to a value just above the typical response for a non-pileup event. The resulting PID spectrum from these events is shown in the right panel of Figure 4.17. The distribution is smeared in reconstructed $Z$ for pileup which occurs within $6 \mu \mathrm{~s}$ of the initial particle, and a peak just above the expected $Z$ is formed from pileup at times later than $6 \mu \mathrm{~s}$.

Pileup which occurs before the main particle is also present, but more difficult to identify. Figure 4.16 shows a TDC spectrum for the ${ }^{132} \mathrm{Sn}$ beam, with counts before the main peak


Figure 4.17: (Left) Ion chamber response plotted against pile-up time after main particle, for ${ }^{132} \mathrm{Sn}$ beam. (Right) Resulting PID spectrum for these events. Both plots are restricted to events with time difference greater than $3 \mu \mathrm{~s}$.
corresponding to pileup before the main particle. The pileup rate before the main peak is partially suppressed by the trigger. The limited multi-hit TDC window does not provide information less than $3 \mu \mathrm{~s}$ before the main peak. Pileup within $6 \mu \mathrm{~s}$ of the main peak can be identified directly by the ion chamber response, while pileup separated by more than $6 \mu \mathrm{~s}$ cannot easily be separated from the main ion chamber response. The pileup which cannot be identified by the multi-hit TDC information and which is not clearly distinguishable from the beam PID must be estimated.

Other sources of background can be caused by poor reconstruction. The background due to poor reconstruction is estimated by inspecting the focal plane reconstruction and the reconstructed beam velocity. The reconstructed event must pass through a $100 \times 100 \mathrm{~mm}^{2}$ area formed around the focus of each of the focal planes F3, F5, and F7. Reconstruction outside the set limit corresponds to a non-physical position, indicating the reconstruction is compromised, and cannot be trusted. Events which are poorly reconstructed can result in a non-physical value of $A / Q$, providing a clear indication of mis-reconstruction.

### 4.2.5 Reconstructed Beam PID plots



Figure 4.18: From top to bottom, left to right, beam PID plots for ${ }^{108} \mathrm{Sn}(\mathrm{TL}),{ }^{112} \mathrm{Sn}(\mathrm{TR})$, ${ }^{124} \mathrm{Sn}(\mathrm{BL})$, and ${ }^{132} \mathrm{Sn}(\mathrm{BR})$.

The reconstructed beam PID plots of the 4 main beams ( ${ }^{108} \mathrm{Sn},{ }^{112} \mathrm{Sn},{ }^{124} \mathrm{Sn}$, and $\left.{ }^{132} \mathrm{Sn}\right)$ are shown in Figure 4.18. Pileup is evident in all of the systems, with ${ }^{132} \mathrm{Sn}$ exhibiting an additional pileup peak in addition to the smeared pileup distribution. Low- $Z(Z<45)$ contaminants are evident in Figure 4.19, which shows the beam PID plots over a wide range of $Z$ and $A / Q$ values. The width of the $Z$ and $A / Q$ plotting ranges is consistent for all subplots in Figure 4.19, and was chosen to show all contaminants in the ${ }^{124} \mathrm{Sn}$ beam. Although low- $Z$ beam particles are present in all systems, they do not contribute more than $1 \%$ to the statistics of any system, although during some minimum bias runs of ${ }^{124} \mathrm{Sn}$, low- $Z$
particles accounted for more than $10 \%$ of particles.


Figure 4.19: From top to bottom, left to right, wide perspective beam PID plots showing lighter beam particles for ${ }^{108} \mathrm{Sn}(\mathrm{TL}),{ }^{112} \mathrm{Sn}(\mathrm{TR}),{ }^{124} \mathrm{Sn}(\mathrm{BL})$, and ${ }^{132} \mathrm{Sn}(\mathrm{BR})$.

### 4.2.6 Beam Purity

The beam purity must be measured for each run. The trigger settings can affect the purity, as can the slit settings or other changes to the beam settings. We begin by identifying isotopes using the reconstructed PID. Since the reconstruction efficiency varies by run, we define the relative purity of an isotope ${ }^{\mathrm{A}} \mathrm{Sn}$ as:

$$
\begin{equation*}
\text { Purity }_{A_{\mathrm{Sn}}}=\frac{N_{A_{\mathrm{Sn}}}}{N_{\text {found }}} \tag{4.17}
\end{equation*}
$$

where $N_{\text {found }}$ is the total number of isotopes found within isotope gates. This is smaller than the number of collected triggers, due to reconstruction inefficiencies.

To determine the main isotopes present, a run with low beam rate is chosen to mitigate pileup. For each particle in this run, the reconstructed $A / Q$ ratio and charge $Z$ are checked against possible isotope combinations nearby. If a good agreement is found ( $\delta Z \leq 0.1$, $\delta A / Q \leq 0.002$ ), the matching isotope is added to a list of main isotopes. An example is shown in Figure 4.20 , for ${ }^{124} \mathrm{Sn}$. Ellipses are drawn representing the sampling range for isotope. A graphical cut for low- $Z$ particles is used to collect isotopes which are reconstructed, but may not be reconstructed well enough to be tagged automatically.


Figure 4.20: Beam PID from low-intensity ${ }^{124} \mathrm{Sn}$ runs, used to determine main contaminants.

For each of the identified isotopes, a 2D Gaussian fit is determined using the accumulated statistics of all data runs. Elliptical cuts are determined individually for each isotope using these fits, with widths up to $7 \sigma$, but not exceeding half the distance to any neighboring isotopes, preventing overlapping cuts. The large cuts are necessary to compensate for accumulated differences in reconstruction for different runs. For each beam, a loose graphical cut
is used to count the overall sum of low- $Z$ particles, rather than applying individual isotope cuts. In Figure 4.21, the beam PID for ${ }^{124} \mathrm{Sn}$ is plotted with non-identified events in black, and identified isotopes in color.


Figure 4.21: Beam PID for ${ }^{124} \mathrm{Sn}$, with found isotopes highlighted in color

The measured purity for ${ }^{132} \mathrm{Sn}$ is shown run-by-run in Figure 4.22. Sharp changes in beam purity correspond to breaks where the beam was lost and recovered, often due to ion source issues. From run 3015, minimum bias runs introduced changes to the trigger and slit conditions, causing changes to the purity.

The purity selected by the trigger may not be the same as the incident beam purity, since the cross section of contaminants is not necessarily the same as the desired isotope. For cross section determination, the relative purity of gated triggers to incident beam should be established. Some runs were taken with a beam trigger, which can be used to compare to runs with the data trigger. The relative purities are listed in Table 4.3, and these are used for the determination of the absolute cross section.


Figure 4.22: Beam purity for ${ }^{132} \mathrm{Sn}$ by run

| Primary Beam | Secondary Beam | Purity Beam (\%) | Purity Data (\%) |
| :---: | :---: | :---: | :---: |
| ${ }^{238} \mathrm{U}$ | ${ }^{132} \mathrm{Sn}$ | 53.5 | 56.9 |
| ${ }^{238} \mathrm{U}$ | ${ }^{124} \mathrm{Sn}$ | 9.78 | 10.97 |
| ${ }^{124} \mathrm{Xe}$ | ${ }^{112} \mathrm{Sn}$ | 47.8 | 46.9 |
| ${ }^{124} \mathrm{Xe}$ | ${ }^{108} \mathrm{Sn}$ | 51.5 | 50.8 |

Table 4.3: Beam purities and triggered purities for the secondary beams

### 4.2.7 Reconstruction Efficiency

The reconstruction efficiency is defined by the number of isotopes that can be identified. This is affected mainly by pileup and beam-line detector performance. The efficiency is tabulated in Table 4.4. During the ${ }^{108}$ Sn beam setting, the F3 PPAC HV settings were lowered, reducing the reconstruction efficiency. During the ${ }^{124}$ Sn beam setting, the F7 plastic and F5 PPACs were replaced, increasing reconstruction efficiency. Therefore, two distinct reconstruction efficiencies are reported for both the ${ }^{108} \mathrm{Sn}$ and ${ }^{124} \mathrm{Sn}$ settings. A reconstruction efficiency of $100 \%$ would indicate proper reconstruction of each event.

| Beam | Reconstruction Efficiency (\%) |
| :---: | :---: |
| ${ }^{132} \mathrm{Sn}$ | 62.2 |
| ${ }^{124} \mathrm{Sn}$ | $20.5,30.4$ |
| ${ }^{112} \mathrm{Sn}$ | 73.5 |
| ${ }^{108} \mathrm{Sn}$ | $85.6,66.4$ |

Table 4.4: Event reconstruction efficiency for each beam, ${ }^{108} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$ both had two distinct reconstruction efficiencies, described in the text.

### 4.2.8 Beam Drift Chambers and Projection to Target

After the production of the beam at BigRIPS, the beam is sent to the SAMURAI magnet and experimental setup. A pair of Walenta-type detectors, called Beam Drift Chambers (BDCs) were employed for trajectory reconstruction prior to the magnet. In Figure 3.1, these detectors are labeled BDC 1 and BDC 2 . In the SAMURAI coordinate system, BDC 1 is located at $\left(x_{1}, y_{1}, z_{1}\right)=(-0.72,0,-3159.28)$ and BDC 2 is located at $\left(x_{2}, y_{2}, z_{2}\right)=(-0.52,0,-2158.7)$. The $x$ and $z$ positions are measured using photogrammetry (PGM) [38], but the $y$ positions could not be determined from the measurements, so the nominal height (centered at $y=0$ ) is assumed.

The BDC detectors measure the $x-y$ position of a beam particle with precision of 120 $\mu \mathrm{m}[71]$ as it passes through 8 wire planes ( 4 planes in $x$, and 4 planes in $y$.) The beam position as well as angle can be determined individually from each BDC detector, but for our purposes, we only use the beam positions at the mid-planes of the two BDCs. The BDCs are situated well outside the SAMURAI magnetic field, so it is reasonable to assume the beam takes a straight path between the BDCs. To describe the beam location and momentum vector, a system similar to the Tait-Bryan convention used: the origin is the beam particle location, the roll axis is parallel to the SAMURAI $z$-axis, the pitch axis is parallel to the SAMURAI $x$-axis, and the yaw axis is parallel to the SAMURAI $y$-axis. The
yaw angle is denoted as $\Psi$, and the pitch angle is denoted as $\theta_{p}$, with both angles illustrated in Figure 4.23. In terms of momentum, these angles are defined as

$$
\begin{align*}
\Psi & =\tan ^{-1}\left(\frac{p_{x}}{p_{z}}\right)  \tag{4.18}\\
\theta_{p} & =\tan ^{-1}\left(\frac{p_{y}}{p_{z}}\right) \tag{4.19}
\end{align*}
$$

If the measured positions at BDC 1 and BDC 2 are written as $\left(x_{1}, y_{1}, z_{1}\right)$ and $\left(x_{2}, y_{2}, z_{2}\right)$, respectively, the starting position of the projection will be $\left(x_{2}, y_{2}, z_{2}\right)$ and the starting angles $\Psi_{0}$ and $\theta_{p 0}$ will be

$$
\begin{align*}
\Psi_{0} & =\frac{x_{2}-x_{1}}{z_{2}-z_{1}}  \tag{4.20}\\
\theta_{p 0} & =\frac{y_{2}-y_{1}}{z_{2}-z_{1}} \tag{4.21}
\end{align*}
$$

where we have taken advantage of the accuracy of the small angle approximation for these calculations.


Figure 4.23: Yaw $(\Psi)$ and pitch $\left(\theta_{p}\right)$ angles used for the BDC projection

Since we are dealing with a non-uniform magnetic field, we perform a step-wise projection. For fixed steps in $z$, the local magnetic field, particle energy, starting position and angle are
used to determine the position, angle, and energy at the end of the step. The magnetic field is oriented mostly along $y$, and so non- $y$ components were ignored. The final position will be expressed as $\left(x_{f}, y_{f}, z_{f}\right)$, where $z_{f}$ is chosen as the nominal target position.

Over a small step $\Delta z$, the local magnetic field can be approximated as constant and combined with the particle magnetic rigidity to determine the radius of curvature $\rho$ in the $x-z$ plane. Given starting yaw angle $\Psi_{1}$, the ending yaw angle $\Psi_{2}$ is given geometrically as

$$
\begin{equation*}
\Psi_{2}=\sin ^{-1}\left(\frac{\Delta z+\rho \cdot \sin \left(\Psi_{1}\right)}{\rho}\right) . \tag{4.22}
\end{equation*}
$$

The corresponding change in $X, \Delta x$, is given as:

$$
\begin{equation*}
\Delta x=\rho \cdot\left(\cos \left(\Psi_{2}\right)-\cos \left(\Psi_{1}\right)\right) \tag{4.23}
\end{equation*}
$$

The change in $Y, \Delta y$, is found through a linear projection using pitch angle $\theta_{p}$

$$
\begin{equation*}
\Delta y=\Delta z \cdot \tan \left(\theta_{p}\right) \tag{4.24}
\end{equation*}
$$

The pitch angle $\theta_{p}$ remains constant through the projection, as the small non- $y$ components of the magnetic field can be safely ignored.

After updating the position, the energy loss is estimated. For each beam, the energy loss is estimated for the isotope of interest using LISE ++ [70]. The energy loss through each material is stored in array, as a percent of energy remaining. The starting and ending coordinates for each material are also stored in arrays. For each step $\Delta z$, the energy is updated based on the energy loss tables.

The projected position can then be compared to the vertex reconstructed by S $\pi$ RITROOT.


Figure 4.24: Differences between BDC projection and TPC vertex for $x$ (left) and $y$ (right).

We perform this comparison with ${ }^{132} \mathrm{Sn}$ events, limited to events with identified ${ }^{132} \mathrm{Sn}$, with vertex located near the target. The differences $\mathrm{TPC}_{x}-\mathrm{BDC}_{x}$ and $\mathrm{TPC}_{x}-\mathrm{BDC}_{x}$ are shown in Figure 4.26. For each system we determine the typical offset between the TPC and SAMURAI coordinate systems:

$$
\begin{equation*}
\operatorname{TPC}_{x}=\operatorname{SAMURAI}_{x}+x_{\mathrm{offset}} \tag{4.25}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{TPC}_{y}=\mathrm{SAMURAI}_{y}+y_{\text {offset }} \tag{4.26}
\end{equation*}
$$

The correlation between TPC and BDC is plotted in Figure 4.25 for $x$ and $y$, applying offsets to $x$ and $y$ of the TPC vertex so that they are in SAMURAI coordinates.


Figure 4.25: Correlations between BDC projection and TPC vertex for $x$ (left) and $y$ (right).

The calculated offsets are different for each system: differences in $y_{\text {offset }}$ are most likely caused by slightly different delays in the trigger. Differences in $x_{\text {offset }}$ are most likely caused by an error in the BDC projection. The average $x$ and $y$ offset for each system is listed in Table 4.5, and the $x_{\text {offset }}$ is plotted for each system, with error bars of $\pm 1$ standard deviation in Figure 4.26. Although the results are consistent within 2 standard deviations, it appears that systematic differences are affecting $x_{\text {offset }}$.

| Beam | $x_{\text {offset }}(\mathrm{mm})$ | $y_{\text {offset }}(\mathrm{mm})$ |
| :---: | :---: | :---: |
| ${ }^{132} \mathrm{Sn}$ | -0.299 | -227.29 |
| ${ }^{124} \mathrm{Sn}$ | -0.609 | -227.1 |
| ${ }^{112} \mathrm{Sn}$ | -0.757 | -228.4 |
| ${ }^{108} \mathrm{Sn}$ | -0.706 | -228.7 |

Table 4.5: Average $x$ and $y$ offsets between TPC vertex and BDC projected position, for each beam. These offsets also reflect the fact that the BDC and TPC vertices are defined in different coordinate frames.


Figure 4.26: For each beam, typical $x_{\text {offset }}$ with error bars of $\pm 1$ standard deviation

To check the expected resolution, we perform an analytical error calculation. The BDCs have measurement resolution of $\delta_{m} \approx 120 \mu \mathrm{~m}$ [71], and combining with uncertainty in the physical positions, the uncertainty of measurements by BDC 1 and BDC 2 is: $\left(\delta_{x}, \delta_{y}, \delta_{z}\right)=$
( $0.32,0.12,0.32$ ) mm, with the uncertainty in $y$ reported as a function of measurement resolution, since systematic position difference can be calibrated away for the $y$ projection. The error for $x$ and $y$ straight-line projections can be approximately found as

$$
\begin{align*}
& \delta_{x_{f}} \approx \sqrt{\delta_{x 1}^{2}+\delta_{x 2}^{2}} \cdot \frac{z_{f}-z_{2}}{z_{2}-z_{1}}=0.708 \mathrm{~mm}  \tag{4.27}\\
& \delta_{y_{f}} \approx \sqrt{\delta_{y 1}^{2}+\delta_{y 2}^{2}} \cdot \frac{z_{f}-z_{2}}{z_{2}-z_{1}}=0.265 \mathrm{~mm} \tag{4.28}
\end{align*}
$$

The differences in $x_{\text {offset }}$ fall within this error, and the differences in $y_{\text {offset }}$ within a primary beam setting also fall within this error.

The error for projected angles follows the error of the initial angle determination

$$
\begin{gather*}
\delta_{\Psi_{0}}=\left|\Psi_{0}\right| \cdot \sqrt{\left(\frac{\delta_{x_{2}-x_{1}}}{x_{2}-x_{1}}\right)^{2}+\left(\frac{\delta_{z_{2}-z_{1}}}{z_{2}-z_{1}}\right)^{2}}=0.639 \mathrm{mrad}  \tag{4.29}\\
\delta_{\theta_{p f}} \approx \delta_{\theta_{p 0}}=\left|\theta_{p 0}\right| \cdot \sqrt{\left(\frac{\delta_{y_{2}-y_{1}}}{y_{2}-y_{1}}\right)^{2}+\left(\frac{\delta_{z_{2}-z_{1}}}{z_{2}-z_{1}}\right)^{2}}=0.240 \mathrm{mrad} \tag{4.30}
\end{gather*}
$$

where $\delta_{\theta_{p f}} \approx \delta_{\theta_{p 0}}$ since $\theta_{p f}=\theta_{p 0}$. To calculate $\delta_{\Psi_{f}}$ an approximation is made: the error is calculated for the case of a projection through constant magnetic field of 0.5 T . Further, beam type and momentum are held constant for this approximation. The radius of curvature $\rho$ and associated error $\delta_{\rho}$ is calculated assuming $Z=50$ and $B=0.5 \mathrm{~T}$ exactly. In this approximation, $\Psi_{f}$ is given by

$$
\begin{equation*}
\Psi_{f}=\sin ^{-1}\left(\frac{\Delta z+\rho \cdot \sin \left(\Psi_{0}\right)}{\rho}\right) \tag{4.31}
\end{equation*}
$$

with $\Delta z \approx 0.642 \mathrm{~m}$ set to reproduce the typical $\Psi_{f}=45 \mathrm{mrad}$ found by the step-wise
projection for the ${ }^{132} \mathrm{Sn}$ beam. Using $\beta=0.6565$ and $\delta_{\beta}=2.597 \times 10^{-4}$, we find momentum $p=106.945 \mathrm{GeV} / \mathrm{c}, \delta_{p}=0.07435 \mathrm{GeV} / \mathrm{c}, \rho=14.269 \mathrm{~m}$, and $\delta_{\rho}=0.00248 \mathrm{~m}$. Taking $\Psi_{0}=0$, we can find $\Psi_{f}=45 \mathrm{mrad}$, and $\delta_{\Psi_{f}}=0.6397 \times 10^{-4} \mathrm{mrad}$. With these values, the error in yaw angle is dominated by the error in $\Psi_{0}$

$$
\begin{equation*}
\delta_{\Psi_{f}}=\sec \left(\Psi_{f}\right) \cdot \sqrt{\left(\frac{\Delta z}{\rho^{2}} \cdot \delta_{\rho}\right)^{2}+\left(\cos \left(\Psi_{0}\right) \cdot \delta_{\Psi_{0}}\right)^{2}}=0.6397 \mathrm{mrad} \tag{4.32}
\end{equation*}
$$

### 4.3 Absolute Cross Section

Determining the absolute cross section for each system is necessary to normalize comparisons between systems. For simplicity, we start with the cross section for collisions that satisfy the trigger. The cross section can be determined statistically from the ratio of the number of nuclear reactions that satisfy the trigger to the number of incident particles by the relation

$$
\begin{equation*}
\frac{N_{\text {reactions }}}{N_{\text {incident }}}=\frac{\rho_{A} \sigma}{m}, \tag{4.33}
\end{equation*}
$$

where $\rho_{A}$ is target area density in $\mathrm{g} / \mathrm{cm}^{2}, \sigma$ is the cross section in $\mathrm{cm}^{2}$, and $m$ is the mass of the target nucleus in g . The two targets used in the S $\pi$ RIT campaign were isotopically enriched ${ }^{112} \mathrm{Sn}$ and ${ }^{124} \mathrm{Sn}$, with measured thicknesses of 0.836 mm and 0.828 mm , respectively. The area densities of the ${ }^{112} \mathrm{Sn}$ and ${ }^{124} \mathrm{Sn}$ targets were measured at $0.561 \mathrm{~g} / \mathrm{cm}^{2}$ and $0.608 \mathrm{~g} / \mathrm{cm}^{2}$, respectively. To calculate the cross section, we must determine $N_{\text {reactions }}$ and $N_{\text {incident }}$.

### 4.3.1 Measurement of Reacted Sn

The simplest measure of $N_{\text {reactions }}$ for a run is provided by correcting the number of gated triggers, $N_{\text {gated }}$, for purity and off-target reactions

$$
\begin{equation*}
N_{\text {reactions }}=N_{\text {gated }} \cdot \operatorname{Purity}_{(\mathrm{data})} \cdot R_{(\text {on target })} . \tag{4.34}
\end{equation*}
$$

The value Purity (data) was determined previously in Section 4.2.6. The average ratio of events on target

$$
\begin{equation*}
R_{(\text {on target })}=\frac{N_{\text {gated }}(\text { on target })}{N_{\text {gated }}} \tag{4.35}
\end{equation*}
$$

was measured for each system using reconstructed vertex information from S $\pi$ RITROOT. The $Z$ position of reconstructed vertices for ${ }^{132} \mathrm{Sn}$ is shown in Figure 4.27, along with a Gaussian fit to the peak at the target position. Events within a $5 \sigma$ cut of the target peak are counted as on-target. The average value is used, rather than the run-by-run value. The vertex reconstruction for all of the four systems is discussed later in Section 4.5.

### 4.3.2 Measurement of Incident Sn

The measurement of $N_{\text {incident }}$ is made using the counts from the SBT scaler, but correction for Active Veto Array hits, the "liverate", reactions upstream of target, beam purity, and a normalization between the two primary beams is required. The beam purity, Purity ${ }_{(\text {beam })}$, is tabulated in Section 4.2.6. The beam particles which hit the Active Veto Array produce a scaler count AVA which is subtracted from the SBT counts. The liverate is calculated using


Figure 4.27: Vertex $Z$ probability distribution for ${ }^{132} \mathrm{Sn}$ data. A fit on the target peak is shown in red.
the SBT scaler and the SBT \& BUSY scaler

$$
\begin{equation*}
\text { liverate }=\frac{\mathrm{SBT}-\mathrm{SBT} \& \mathrm{BUSY}}{\mathrm{SBT}} . \tag{4.36}
\end{equation*}
$$

Reactions upstream of target were estimated using the total absorption cross section., which is determined geometrically by treating each nucleus as a hard sphere with set interaction radii $R_{B}$ and $R_{T}$ for beam and target. It is assumed that when the impact parameter is less than or equal to $R_{B}+R_{T}$, a reaction will occur. Interaction radius is estimated as $R=1.2 \times A^{1 / 3} \mathrm{fm}$, and cross section for reaction is given as $\sigma=\pi\left(R_{B}+R_{T}\right)^{2}$. The probability for collision is then given by

$$
\begin{equation*}
P_{\mathrm{rxn}}=\sigma N_{A} \rho_{A} / A_{T} . \tag{4.37}
\end{equation*}
$$

The reaction probabilities are tabulated in Table 4.6, with the background rate estimate coming from $P_{\mathrm{bkgd}}$ between the SBT and the target (TGT). This probability is multiplied by the number of SBT hits to determine the number of upstream reactions.


Table 4.6: Total absorption cross sections for the Sn beams used in the S $\pi$ RIT experiment

The normalization between the two primary beams is required to account for trigger differences. As described in Chapter 3, the discrimination of the KATANA veto was performed differently between the two primary beams. For the ${ }^{108} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$ beams, pileup before the trigger is not suppressed, whereas for the ${ }^{124} \mathrm{Sn}$ and ${ }^{132} \mathrm{Sn}$ beams, pileup before the trigger was partially suppressed. The pileup suppression reduces the number of candidate incident Sn . To determine the suppression, the pileup rate is determined before and after the trigger using the F7 PPAC information as described in Section 4.2.4. This rate is used to determine the probability that a suppressed pileup event occurs. With the triggered pileup rate before as $R_{\text {before }}$ and triggered pileup rate after as $R_{\text {after }}$, the suppressed rate $R_{\text {suppressed }}$ is given as

$$
\begin{equation*}
R_{\text {suppressed }}=R_{\text {after }}-R_{\text {before }} \tag{4.38}
\end{equation*}
$$

The probability that an incident Sn is suppressed due to pileup can be calculated using Poisson statistics. The veto window is $4 \mu \mathrm{~s}$ wide, so the probability that a suppression occurs is given as:

$$
\begin{equation*}
P_{\text {suppression }}=e^{-\lambda} \frac{\lambda^{2}}{2!}, \tag{4.39}
\end{equation*}
$$

where $\lambda$ is calculated as:

$$
\begin{equation*}
\lambda=R_{\text {suppressed }} \cdot 4 \mu \mathrm{~s} . \tag{4.40}
\end{equation*}
$$

With the accumulated corrections, the number of candidate Sn can be determined as

$$
\begin{equation*}
N_{\text {incident }}=(S B T-A V A) \cdot\left(1-P_{\text {suppression }}-P_{\mathrm{bkgd}}\right) \cdot \text { Purity }_{(\text {beam })} \cdot \text { liverate }, \tag{4.41}
\end{equation*}
$$

giving the final value for cross section determination.

### 4.3.3 Measured Cross Section

With $N_{\text {reactions }}$ and $N_{\text {incident }}$ determined, the cross section can be determined using Equation 4.33. The average of the determined absolute cross sections for all data runs are shown in Figure 4.28 as a function of system mass, with error bars corresponding to the standard deviation of determined absolute cross sections for each beam. The values are tabulated in Table 4.7, along with the standard deviation.

| Beam | Target | $\sigma$ (barn) | stddev (barn) |
| :---: | :---: | :---: | :---: |
| ${ }^{132} \mathrm{Sn}$ | ${ }^{124} \mathrm{Sn}$ | 1.775 | 0.012 |
| ${ }^{124} \mathrm{Sn}$ | ${ }^{112} \mathrm{Sn}$ | 1.679 | 0.013 |
| ${ }^{112} \mathrm{Sn}$ | ${ }^{124} \mathrm{Sn}$ | 1.687 | 0.009 |
| ${ }^{108} \mathrm{Sn}$ | ${ }^{112} \mathrm{Sn}$ | 1.598 | 0.010 |

Table 4.7: Average absolute cross section, $\sigma$, with standard deviation of the cross section measured for the data runs.


Figure 4.28: Calculated cross section for each system, organized by total system mass

### 4.4 Impact Parameter Selection

The measured cross section relates to the range of impact parameter measured. In the following, we use the number of charged particles measured in an event (i.e., the multiplicity) as a measure of the impact parameter. Generally, the average charged particle multiplicity of events at a given impact parameter decreases with increasing impact parameter. For simplicity, we assume this relationship is correct for individual events and discuss the validity of this approximation later. In this approximation, the cross section for events with a multiplicity greater than a given value is related geometrically to the maximum impact parameter $b_{\text {max }}$

$$
\begin{equation*}
\sigma_{b_{\max }}=\pi \cdot b_{\max }^{2} \tag{4.42}
\end{equation*}
$$

The uncertainty associated with determining cross section $\sigma_{b_{\max }}$ causes an uncertainty in $b_{\text {max }}$, discussed later.

The detected charged particle multiplicity provides a basic filter of the impact parameter. A reaction with a small impact parameter will in general produce a higher charged particle multiplicity than an otherwise similar reaction with a larger impact parameter. However, this relationship is not exact for many reasons. First, the charged particle multiplicity depends on whether the emitted particles emerge as nucleons or as bound clusters with $Z>1$. At high temperatures, and high entropies/nucleon, the emission of individual nucleons and a high multiplicity are favored while at low temperatures and low entropies, the emission of clusters with $Z>1$ and a low multiplicity are favored. The amount of heating is increased with the number of hard collisions per event, but the number hard collisions varies randomly from event to event, even when all events are at the same impact parameter. Second, we do not detect all charged particles; this introduces another uncertainty that can be assessed by simulating the event. Third, it is obvious that we cannot perfectly constrain the continuous impact parameter distribution with a discrete multiplicity distribution. These uncertainties, however, can all be explored and addressed by simulating the impact parameter filter theoretically and determining the uncertainties in the impact parameter for each choice of impact parameter filter. We return to this issue later.

The normalized charged particle multiplicity distributions for all systems are shown in Figure 4.29, with $\mathrm{P}\left[\mathrm{N}_{\mathrm{C}}\right]$ the probability of detecting a given number of charged particles. In contrast to a minimum bias trigger for which the most probable multiplicity is very low, the trigger suppresses low multiplicities. The requirement of multiplicity greater than or equal to 4 in the Kyoto Multiplicity Array is the most effective at suppressing peripheral collisions with low charged particle multiplicities. The events are selected with the same filter used to determine cross section: a $5 \sigma$ cut around the vertex peak, and the beam PID cut used for particle selection. Tracks contributing to the multiplicity count must have a Point Of


Figure 4.29: Charged particle multiplicity distribution for the four beam systems

Closest Approach (POCA) of 20 mm to the event vertex. The distributions are normalized by the number of entries.

Assuming a monotonic relationship between impact parameter and charged particle multiplicity $N_{C}$, with a smaller impact parameter associated with a larger charged particle multiplicity, we can calculate the cross section for a given multiplicity $N \geq N_{C}$ :

$$
\begin{equation*}
\sigma_{N}=\frac{N \geq N_{C}}{N_{\text {total }}} \tag{4.43}
\end{equation*}
$$

It is common to define a reduced impact parameter as

$$
\begin{equation*}
\hat{b}=\frac{b\left(N_{C}\right)}{b_{\max }}=\left\{\sum_{N_{C}}^{\infty} \frac{d P\left(N_{C}\right)}{d N_{C}}\right\}^{1 / 2} \tag{4.44}
\end{equation*}
$$

where $b_{\text {max }}$ is the maximum impact parameter determined by the absolute cross section in

Section 4.3, and $d P\left(N_{C}\right) / d N_{C}$ is the normalized probability distribution for $N_{C}$. Values of $\hat{b}$ range from 0 for the most central events to 1 for the least central events. Values of $\hat{b}$ are multiplied by $b_{\text {max }}$ to extract $b\left(N_{C}\right)$. The relationship between $b$ and $N_{C}$ is shown in Figure 4.30 for all four systems. The shaded regions represent error, which is discussed next.


Figure 4.30: Relationship between $b$ and $N_{C}$ for the four beam systems, with error shown by shaded regions

There are two main sources of error that contribute to the determination of $\hat{b}$ : the error in determining $b_{\max }$, and the range of values of $b$ which can result in measured $N_{C}$. A significant contribution to error in determining $b_{\max }$ comes from the uncertainty of the measured absolute cross section. This contribution is determined using standard error propagation,

$$
\begin{equation*}
\delta b_{\max }=\sqrt{\left(\frac{\partial b_{\max }}{\partial \sigma_{\mathrm{tot}}} \cdot \delta \sigma_{\mathrm{tot}}\right)^{2}}=\frac{\delta \sigma_{\mathrm{tot}}}{2 \sqrt{\pi \sigma}} . \tag{4.45}
\end{equation*}
$$

The calculated error of $b_{\max }$ is listed for each system in Table 4.8, using one standard deviation of $\sigma_{\mathrm{tot}}$ for $\delta \sigma_{\mathrm{tot}}$.

| Beam | Target | $b_{\max }(\mathrm{fm})$ | $\delta b_{\max }$ |
| :---: | :---: | :---: | :---: |
| ${ }^{132} \mathrm{Sn}$ | ${ }^{124} \mathrm{Sn}$ | 7.52 | 0.0254 |
| ${ }^{124} \mathrm{Sn}$ | ${ }^{112} \mathrm{Sn}$ | 7.31 | 0.0283 |
| ${ }^{112} \mathrm{Sn}$ | ${ }^{124} \mathrm{Sn}$ | 7.33 | 0.0195 |
| ${ }^{108} \mathrm{Sn}$ | ${ }^{112} \mathrm{Sn}$ | 7.13 | 0.0223 |

Table 4.8: Average absolute cross section, $\sigma$, with standard deviation of the cross section measured for the data runs.

An event at given impact parameter $b$ does not produce a deterministic value of $N_{C}$. We assume that the values of $N_{C}$ from a given $b$ follow a Poisson distribution. A multinomial distribution is likely a better description of $N_{C}$, but this will require further analysis to model. The average value of $\overline{N_{C}}$ is determined using the relationship in Equation 4.44, and the standard deviation is then $\sqrt{\overline{N_{C}}}$ by standard Poisson statistics. This allows us to set error bars for $b$ from $b\left(\overline{N_{C}}-\sqrt{\overline{N_{C}}}\right)$ to $b\left(\overline{N_{C}}+\sqrt{\overline{N_{C}}}\right)$. The error for $b_{\text {max }}$ is included by adding $\pm \hat{b} \cdot \delta b_{\text {max }}$.

### 4.5 TPC Analysis

The data produced by the GET electronics is stored as hardware-specific binary-encoded files, which are unpacked to ROOT files using the GETDecoder software [12, 72]. Each CoBo board produces a raw data file, and the unpacked ROOT files are maintained as files for each CoBo, resulting in 12 files for each data set. These unpacked ROOT files are then analyzed using STRITROOT [73], a package based on the FairRoot framework [74]. The analysis flow is shown in Figure 4.31, with two branches: one for simulation, and one for analysis of experimental data. After digitization of a simulated event, the analysis follows the same flow as that of the data.


Figure 4.31: Analysis flow for the $\mathrm{S} \pi$ RITROOT software package, showing branches for experimental data as well as simulation

The reconstruction stage starts with the pulse finding task. The data for each pad consists of an amplitude over time spectra, divided into discrete bins of time. An example of the data from a single pad in a single event is shown in Figure 4.32. For the S $\pi$ RIT experiment, the AsAd sampling frequency of 25 MHz resulted in time bins, or time buckets, of 40 ns width. Since the drift time for electrons in the TPC is roughly $9 \mu \mathrm{~s}$, only 270 time buckets were used, which leaves a few time buckets for pedestal subtraction. The first task for reconstruction of an event is to analyze the hits on all pads. The Pad Response Function (PRF) describes the amplitude on a pad resulting from collected charge. A reference pulse was generated from experimental data which was used to fit the signals from each pad. Each pad is scanned from the earliest time to the latest time, searching for peaks. When a peak is found, it is fit using the reference pulse shape. The fitted pulse shape is subtracted from the spectra, and the peak finding continues the scan for additional peaks. Each fitted pulse is stored as a "hit", with position and amplitude information. In Figure 4.32, the individual fits are shown in red, the overall fit (sum of all individual fits) is shown in black, and the raw spectra is shown in gray.

Since the charge from an avalanche is spread out over multiple pads, a single hit does not contain the complete information for an avalanche. When an avalanche occurs over a


Figure 4.32: Example ADC spectra for a pad. Signal height is in ADC channels, and each time bucket corresponds to 40 ns . Figure from [12].
pad, the neighboring pads will have a signal proportional to their relative proximity to the avalanche. Neighboring hits are grouped into "clusters", which collectively provide more complete information about position and charge. The total charge $Q$ for a cluster is determined by summing the charge $q_{i}$ from all contributing hits, $Q=\sum_{i} q_{i}$. The position $X$ is determined using the charge-weighted positions of each pad, $X=\frac{\sum_{i} q_{i} x_{i}}{\sum_{i} q_{i}}$.

The creation of clusters and the track finding process are intertwined. Clusters are ideally formed perpendicular to the track, so the cluster formation is integrated with the track finding task. Hits are mapped to a Riemann sphere, with radius $R_{R}$ equal to twice the variance of hits in the pad plane. The sphere is centered with $x_{0}$ at the location of the average $x$ hit position, $\left\langle x_{\text {hit }}\right\rangle, y_{0}$ at $R_{R}$, and $z_{0}$ at the center of the pad plane. The mapping of hits onto the Reimann sphere groups hits associated with a track near each other, allowing the formation of track candidates, which are parametrized with a helical equation. Remaining hits are compared against the track candidates, and are associated with the track based on their point-of-closest-approach (POCA) to the track's helical equation. With hits associated to a track, clusters can be formed from the hits. Clusters are ideally formed as a group of hits
perpendicular to a track. Since the pads run in row (along the $x$ direction) and layers (along the $z$ direction), clusters must be formed along these directions. The decision of whether to cluster along a row or layer is determined by the track's crossing angle: if the track's yaw angle at a given point is greater than $45^{\circ}$, it is clustered along that row. Otherwise, it is clustered along the layer.

The final fit of tracks is performed using the GENFIT package [75]. GENFIT uses the least square Kalman filtering algorithm with the gas properties and magnetic field map as input parameters to fit the track momentum. Initial parameters are provided from the helix parametrization discussed above. We have the option to refit the track momenta including a point from the BDC vertex, but for this work, the initial momentum provided by GENFIT is used to determine particle momenta.

The RAVE toolkit [76] was implemented for vertex finding. RAVE was designed for the CMS experiment [77], which utilizes a large solenoidal magnet. RAVE performs best with the magnetic field aligned along the $z$-axis, as is the case for CMS. Thus, a cyclical change of coordinate system, ( $\mathrm{x}, \mathrm{y}, \mathrm{z}) \rightarrow(\mathrm{z}, \mathrm{x}, \mathrm{y})$, was made when providing tracks to RAVE, so that the magnetic field was aligned along the z -axis in the fitting environment. The reconstructed $x$ and $y$ positions can be compared to the BDC projection, as was shown earlier in Section 4.2.8. The distribution of reaction position in $z$ is shown in Figure 4.33, for all four systems. A sharp peak corresponds to reactions on target. The position and width of the peak for each system are listed in Table 4.9, along with the measured physical position of the target. The event vertex found from the TPC is used to determine if the reaction occurred on target.


Figure 4.33: Normalized distribution of $z$ position of reconstructed vertex, for all systems.

| Beam | Target | Target center <br> (measured) $(\mathrm{mm})$ | Reaction Peak <br> (RAVE) <br> $(\mathrm{mm})$ | Sigma <br> $(\mathrm{mm})$ |
| :--- | :--- | :---: | :---: | :---: |
| ${ }^{132} \mathrm{Sn}$ | ${ }^{124} \mathrm{Sn}$ | -13.12 | -13.10 | 1.83 |
| ${ }^{124} \mathrm{Sn}$ | ${ }^{112} \mathrm{Sn}$ | -13.27 | -13.13 | 1.44 |
| ${ }^{112} \mathrm{Sn}$ | ${ }^{124} \mathrm{Sn}$ | -13.12 | -12.86 | 1.27 |
| ${ }^{108} \mathrm{Sn}$ | ${ }^{112} \mathrm{Sn}$ | -13.19 | -13.35 | 1.70 |

Table 4.9: Comparison of measured target position and reconstructed reaction vertex. Dimensions are in the TPC frame.

### 4.5.1 Track Validation

To remove background, we must remove tracks that are not associated with our event or cannot be reconstructed well. The GENFIT result provides a track fit that can be compared to the RAVE vertex to obtain the point of closest approach (POCA). Tracks which have POCA $>20 \mathrm{~mm}$ are invalidated, as they are likely either a deflected particle, a false reconstruction, or an upstream reaction product. Tracks with few clusters can be caused by false reconstruction, or by short tracks for which the momentum and energy loss cannot be well resolved. A minimum of 15 clusters is required for tracks to be validated.

Figure 4.34 shows a typical event for the TPC, from (top panel) above and (bottom panel) the side. The region by the entrance window has a high occupancy probability. The clustering does not handle charge sharing, resulting in artificially high $\mathrm{dE} / \mathrm{dx}$ values for clusters in this region. Also, pads for this high density region are often saturated. An ellipsoid cut, drawn on Figure 4.34 with a red line, is used to exclude clusters in this high density region as such clusters tend to make the track reconstruction less accurate.


Figure 4.34: A typical event in the TPC viewed from (top panel) above and (bottom panel) the side. The high density region outlined in red is excluded from data analysis.

In addition to track cuts, event cuts are applied to the data. Isotopic cuts, described earlier in this chapter, are applied to select only reactions with the desired isotopes. The RAVE vertex is used to select reactions on target, excluding upstream and active target reactions. Events with reaction vertex within $3 \sigma$ of the vertex $z$ peak are considered to be on target. Additionally the $x$ and $y$ vertex position is required to be within the physical target location.

To demonstrate the effect of the track validation, the PID plot after determining $B \rho$ and $\mathrm{dE} / \mathrm{dx}$ is shown in the left panel of Figure 4.35 , for ${ }^{124} \mathrm{Sn}$ beam impinged on a ${ }^{112} \mathrm{Sn}$ target. Although PID lines are clearly evident, they are not clearly resolved, with pion lines almost impossible to discern. The PID plot after removing background with the filters defined above is shown in the right panel of Figure 4.35, for the same set of events. The PID shows drastic improvement in the resolution of particles, with pion lines clearly evident.


Figure 4.35: The PID for ${ }^{124} \mathrm{Sn}$ events, (left) without cuts, and (right) with cuts.

### 4.5.2 Detection Efficiency from Embedding Studies

The data contains high track multiplicity events, which are difficult to accurately reproduce with simulations. To determine reconstruction efficiency, an embedding simulation was developed. This method is used by the STAR collaboration [78], and involves embedding simulated particles into real data events. Single pion tracks were generated using GEANT4 [79] over a range of angles and momenta, and embedded into data events from the ${ }^{132} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ system. As shown in Figure 4.31, the electron drift and pad response for each simulated track is determined in the simulation branch. After the simulated track is embedded in the real data event, the event is analyzed using the reconstruction software. The POCA $<20$
mm condition and minimum of 15 clusters condition are applied to tracks (including the embedded track), and if the embedded track is reconstructed and meets these conditions, it can be classified as "detected". The reconstruction efficiency is determined as a function of track angle, momentum, and event multiplicity by determining the proportion of detected to total tracks embedded with similar properties.

### 4.6 Calibration with Cocktail Beam

The ${ }^{238} \mathrm{U}$ primary beam was used to produce two $Z \approx 1-3$ cocktail beams for calibration of the TPC. The beam energies were tuned for alpha particles: the higher energy cocktail beam produced alpha particles at $300 \mathrm{MeV} / \mathrm{u}$, while the lower energy cocktail beam produced alpha particles at $100 \mathrm{MeV} / \mathrm{u}$. Both of these beams were measured with an empty target in the TPC, and the $100 \mathrm{MeV} / \mathrm{u}$ beam was also measured with a 21 mm thick aluminum target, which served as an energy degrader. The combination of these setups provides 3 distinct energy calibration points for the TPC. The TPC is used to construct the PID of incoming particles, as the ion chamber energy loss is too low to produce a beam PID.

### 4.6.1 Cocktail Beam Settings

For the cocktail beam, plastic scintillators were used in focal planes F3, F8, and F13. The F8 plastic scintillator was used to trigger data acquisition. The final quadrupole, STQ25, is tuned to maximize acceptance of the expected rigidity. For the $E \approx 300 \mathrm{MeV} / \mathrm{u}$ beam, STQ25 was tuned to maximize acceptance around $5.3759 \mathrm{~T} \cdot \mathrm{~m}$, and for the $E \approx 100 \mathrm{MeV} / \mathrm{u}$ beam, STQ25 was tuned to maximize acceptance around $2.9239 \mathrm{~T} \cdot \mathrm{~m}$, corresponding to 300.11 $\mathrm{MeV} / \mathrm{u}$ and $97.93 \mathrm{MeV} / \mathrm{u}$ alpha particles, respectively.

Since the particles are low charge, the plastic scintillators do not have $100 \%$ detection efficiency, although every triggered event will have a signal in the F8 plastic. We are not able to reconstruct a beam PID, but we can determine PID using the TPC, and examine the corresponding TOF from F3 to F8, and F8 to F13 scintillators. These TOF measurements are uncalibrated, but the offset should be the same regardless of isotope. Using ${ }^{2} \mathrm{H}$ and ${ }^{4} \mathrm{He}$ as test isotopes, the TOF offset between F8 and F13 is tuned to reproduce the expected $B \rho$ value. The TOF offset is set to 477.6 ns for the $300 \mathrm{MeV} / \mathrm{u}$ beam, and 479.4 ns for the 100 $\mathrm{MeV} / \mathrm{u}$ beam. These offsets are expected to be different, as the plastic timing was adjusted for each setting. The average $B \rho$ value for each isotope is listed in Table 4.10. The particle rigidities are within $+0.7 \% /-1.7 \%$ of the expected $B \rho$.

| Particle | $B \rho(\mathrm{~T} \cdot \mathrm{~m})$ | (100 MeV/u setting) | $B \rho$ (T•m) (300 MeV/u setting) |
| :---: | :---: | :---: | :---: |
| p |  | 2.934 | 5.358 |
| d |  | 2.944 | 5.402 |
| t |  | 2.890 | 5.366 |
| ${ }^{3} \mathrm{He}$ |  | 2.925 | 5.366 |
| ${ }^{4} \mathrm{He}$ |  | 2.903 | 5.394 |
| ${ }^{6} \mathrm{Li}$ |  | N/A | 5.322 |
| ${ }^{7} \mathrm{Li}$ |  | N/A | 5.287 |

Table 4.10: Magnetic rigidity for each particle in cocktail beams

### 4.6.2 Rigidity within TPC

The TPC provides a measurement of magnetic rigidity, which can be compared to the expected rigidity. The measured magnetic rigidity in the TPC appears to be correct if we only analyze tracks over the first 90 layers of the TPC, corresponding to 108 cm along the length of the pad plane. More precise values for the rigidity can be obtained by utilizing the full 112 layers ( 134.4 cm ) of the TPC, but the rigidity obtained using the full 112 layers became sys-
tematically higher than the expected rigidity. This discrepancy originates from the magnetic field, which has non-negligible horizontal components, and a reduced, non-uniform vertical component as it approaches the edge of the pole face. For the TPC analysis in this body of work, this discrepancy was patched by shifting the magnetic field center 22 cm upstream, effectively reducing the magnetic field strength for track fitting. The original PID is shown in the left panel of Figure 4.36, and the PID which results from using a shifted magnetic field is shown in the right panel. The differences are not substantial, but shifting the magnetic field better aligns the reconstructed momentum with the expected momentum.


Figure 4.36: Cocktail PID using (left) proper geometry and (right) shifted magnetic field

A detailed analysis of the electron drift in this region reveals that non-negligible $x$ and $z$ components of the magnetic field in the original (correct) field map change the drift of electrons in the final 24.4 cm of the field cage. This shifts and straightens the image of the track on the pad plane and increases the rigidity values extracted from the track. A new correction that takes the resulting $\mathbf{E} \times \mathbf{B}$ component of the electronic drift velocity has been obtained and will be applied to all future analyses, although it was not ready to be applied to the analysis in this work.

### 4.7 Mixed ${ }^{124}$ Sn-like beam

Because the statistics of the ${ }^{124} \mathrm{Sn}$ beam are limited, it is necessary to include additional beam particles in the analysis. The selection of isotopes is performed to match the average charge, mass, and asymmetry of the ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ system, with asymmetry $\delta$ defined as:

$$
\begin{equation*}
\delta=\frac{N-Z}{N+Z} \tag{4.46}
\end{equation*}
$$

For example, if an equal number of ${ }^{123} \mathrm{In},{ }^{123} \mathrm{Sn},{ }^{125} \mathrm{Sn}$, and ${ }^{125} \mathrm{Sb}$ beam particles are impinged on the ${ }^{112} \mathrm{Sn}$ target, the beam-target system's average charge, average mass, and average asymmetry will be the same as that of the ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ system.

The selected isotopes, and relative proportions, are listed in Table 4.11. For the duration of this work, the mixed beam consisting of these isotopes will be denoted as the ${ }^{124^{*}} \mathrm{Sn}$ beam.

| Beam <br> Isotope | Relative <br> Composition (\%) | Beam <br> Isotope | Relative <br> Composition (\%) |
| :---: | :---: | :---: | :---: |
| ${ }^{121} \mathrm{Ag}$ | 1.3 | ${ }^{124} \mathrm{Sn}$ | 16.71 |
| ${ }^{122} \mathrm{Ag}$ | 1.43 | ${ }^{125} \mathrm{Sn}$ | 4.41 |
| ${ }^{121} \mathrm{Cd}$ | 1.08 | ${ }^{124} \mathrm{Sb}$ | 7.19 |
| ${ }^{122} \mathrm{Cd}$ | 5.44 | ${ }^{125} \mathrm{Sb}$ | 22.48 |
| ${ }^{123} \mathrm{Cd}$ | 2.93 | ${ }^{125} \mathrm{Te}$ | 0.07 |
| ${ }^{122} \mathrm{In}$ | 3.3 | ${ }^{126} \mathrm{Te}$ | 5.67 |
| ${ }^{123} \mathrm{In}$ | 13.1 | ${ }^{127} \mathrm{Te}$ | 4.01 |
| ${ }^{124} \mathrm{In}$ | 5.78 | ${ }^{127} \mathrm{I}$ | 0.77 |
| ${ }^{123} \mathrm{Sn}$ | 4.35 |  |  |

Table 4.11: Beam isotopes included for mixed ${ }^{124 *}$ Sn beam

To check that these additions are reasonable, we plot the reduced impact parameter $\hat{b}$ (See section 4.4) spectra for the ${ }^{124} \mathrm{Sn}$ beam and the ${ }^{124^{*}} \mathrm{Sn}$ beam. The reduced impact parameter is in good agreement for all beam types. When measuring the pion spectra in the
following section, the ${ }^{124} \mathrm{Sn}$ and ${ }^{124^{*}} \mathrm{Sn}$ spectra are evaluated for consistency.


Figure 4.37: $\hat{b}$ spectra for ${ }^{124^{*}} \mathrm{Sn}$ mixed beam.

## $4.8 \quad{ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ and ${ }^{124^{*}} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ pion production

The ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ and ${ }^{124^{*}} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ systems provide critical comparisons of the two primary beams, and the pion production from these systems is predicted to be sensitive to the symmetry energy. Since the systems are approximately mirror reactions, we expect that the physics will be similar and mainly affected by the interplay of each system's kinematics with the experimental setup. Incomplete stopping and incomplete equilibration may affect the reactions, that is, the beam nucleons may not fully mix with the target nucleons. This would cause the ${ }^{124^{*}} \mathrm{Sn}$ reaction to be more representative of emission from a system that is more neutron rich, and cause the ${ }^{112} \mathrm{Sn}$ system to be more representative of a system that is more neutron deficient. This difference should be more manifest at high particle rapidities, which move at rapidities consistent with the beam velocity, and less so at particle rapidities
consistent with emission from an equilibrated system, which move at rapidities consistent with the center-of-momentum of the projectile plus target system. Such effects would also be more evident in peripheral collisions, consistent with a higher degree of stopping in central collisions. Using the impact parameter described in Section 4.4, events are selected from the ${ }^{112} \mathrm{Sn}$ system and ${ }^{124^{*}} \mathrm{Sn}$ with impact parameter up to 3.1 fm . The pion spectra for the two systems are produced and examined in this section.

### 4.8.1 PID fitting and pion selection

The particle identification depends on measuring each particle's momentum and energy loss. The energy loss is a function of a particle's relativistic velocity $\beta$ and charge $q$. The TPC measures magnetic rigidity, or $p / q$. If the charge and mass of a particle are known, the momentum and velocity can be determined. The momentum is related to $\beta$ by

$$
\begin{equation*}
\beta=\frac{p}{\sqrt{p^{2}+m^{2} c^{2}}} . \tag{4.47}
\end{equation*}
$$

The energy loss $d E / d x(Z, \beta)$ is approximated following the form used by Blum et al. [30]:

$$
\begin{equation*}
d E / d x=Z^{2} \frac{p_{1}}{\beta^{p_{4}}}\left\{p_{2}-\beta^{p_{4}}-\ln \left[p_{3}+\left(\frac{1}{\beta \gamma}\right)^{p_{5}}\right]\right\} \tag{4.48}
\end{equation*}
$$

where $p_{1}-p_{5}$ are free parameters. The energy loss curve was found to vary by pitch and yaw, so it is fit separately for different regions of angular emission, with 6 equal divisions of yaw and 12 equal divisions of pitch. This fit provides a function to describe energy loss $d E / d x$ (typ.) of a typical pion, as a function of momentum in the lab frame. Figure 4.38
shows the quantity

$$
\begin{equation*}
\ln \left(\frac{d E / d x(\text { track })}{d E / d x(\text { typ. })}\right) \tag{4.49}
\end{equation*}
$$

for pions as a function of track momentum in lab frame, where $d E / d x$ (track) is the measured energy loss for a given track, and $d E / d x$ (typ.) is the typical value of energy loss determined from the fits discussed above. The projection to the Y-axis is shown on the left for $\pi^{-}$, and on the right for $\pi^{+}$. A large contribution from protons is visible in the top-right corner of the plot of $\pi^{+}$. The top panels show the ${ }^{124^{*}} \mathrm{Sn}$ system, and the bottom panels show the ${ }^{112} \mathrm{Sn}$ system. Electron $\left(e^{-}\right)$and positron $\left(e^{+}\right)$lines can be seen underneath the pion lines. Pions are selected from these spectra using graphical cuts.


Figure 4.38: Comparison of energy loss to typical energy loss for (top) ${ }^{124^{*}}$ Sn system and (bottom) ${ }^{112} \mathrm{Sn}$ system. Y-projections are shown to the left for $\pi^{-}$, and to the right for $\pi^{+}$.

### 4.8.2 Background Estimation

Figure 4.38 shows the positron and electron lines intersecting with the pion line, as well as the proton line overlapping with the $\pi^{+}$line, indicating that the pion lines contain background from other particles. This background is estimated as a function of momentum, using the
$\pi^{+}$as an example. Slices of the flattened PID are made every $20 \mathrm{MeV} / \mathrm{c}$, and projected to the y-axis. Figure 4.39 shows this projection for ${ }^{124^{*}} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ between 380 and $400 \mathrm{MeV} / \mathrm{c}$. The peaks from $\pi^{+}$and protons are clearly visible and overlapping. The spectra is fit with the sum of two Gaussian functions, shown in red in the figure. The deconvolution of these Gaussians provides Gaussian estimates for $\pi^{+}$(fit shown in green) and protons (fit shown in blue). These fits are used to estimate the relative contribution from pions and protons.


Figure 4.39: Projection of flattened PID between 380 and $400 \mathrm{MeV} / \mathrm{c}$. The $\pi^{+}$(green) and proton (blue) peaks are fit simultaneously, with the total fit (red) and separate contributions shown.

Within this section, we let $x$ be

$$
\begin{equation*}
x=\ln \left(\frac{d E / d x(\text { track })}{d E / d x(\text { typ. })}\right), \tag{4.50}
\end{equation*}
$$

thereby giving a variable name to the quantity defined by Equation 4.49. For the momentum range shown in Figure 4.39, a particle at a given $x$ will have some probability of being a pion and some probability of being a proton. If we write the Gaussian fit for a pion as

$$
\begin{equation*}
G_{\pi}(x)=A_{\pi} e^{-\frac{(x-\mu \pi)^{2}}{2 \sigma_{\pi}^{2}}} \tag{4.51}
\end{equation*}
$$

and for a proton as:

$$
\begin{equation*}
G_{p}(x)=A_{p} e^{-\frac{\left(x-\mu_{p}\right)^{2}}{2 \sigma_{p}^{2}}} \tag{4.52}
\end{equation*}
$$

then the probability that a particle is a pion can be found as

$$
\begin{equation*}
P(\pi)=\left(1+\frac{A_{p}}{A_{\pi}} e^{-\frac{\left(x-\mu_{p}\right)^{2}}{2 \sigma_{p}^{2}}+\frac{\left(x-\mu_{\pi}\right)^{2}}{2 \sigma_{\pi}^{2}}}\right)^{-1} \tag{4.53}
\end{equation*}
$$

The error is estimated by propogating the fit error for each parameter:

$$
\begin{align*}
& \left(\frac{\delta P(\pi)}{P(\pi)}\right)^{2}= \\
& \left(\frac{\partial P(\pi)}{\partial A_{p}} \delta A_{p}\right)^{2}+\left(\frac{\partial P(\pi)}{\partial \mu_{p}} \delta \mu_{p}\right)^{2}+\left(\frac{\partial P(\pi)}{\partial \sigma_{p}} \delta \sigma_{p}\right)^{2}+ \\
& \left(\frac{\partial P(\pi)}{\partial A_{\pi}} \delta A_{\pi}\right)^{2}+\left(\frac{\partial P(\pi)}{\partial \mu_{\pi}} \delta \mu_{\pi}\right)^{2}+\left(\frac{\partial P(\pi)}{\partial \sigma_{\pi}} \delta \sigma_{\pi}\right)^{2} \tag{4.54}
\end{align*}
$$

Figure 4.40 shows the average background as a function of momentum bin, for tracks selected with a graphical cut. The background contribution is less than $5 \%$ for most of the momentum regions we investigate. Near $100 \mathrm{MeV} / \mathrm{c}$, the background contribution rises to about $8 \%$ : this is where the positron line intersects the pion line.

### 4.8.3 Pion Multiplicities

With pions selected, we create the momentum spectra for pions in the lab frame and energy spectra in the COM frame, normalized by the number of candidate events (selected as described in Section 4.5.1). The pions are translated to the COM frame using a Lorentz boost, opposite the beam direction, with magnitude $\beta_{\mathrm{COM}}$. The beam angle is determined using the BDC information (See Section 4.2.8), and the beam velocity is determined using


Figure 4.40: Average background/signal ratios for $\pi^{+}$, as a function of momentum. The effects of positron and proton contamination are evident.
the TOF information (see Section 4.2.2), with an energy loss correction, which is calculated with LISE ++ . The mass of the target is added to the beam energy, and the total energy and mass of the system used to determine $\beta_{\mathrm{COM}}$. A rather restrictive cut is used, implemented in the COM frame, allowing us to compare the two systems in regions of similar acceptance and reconstruction efficiency:

$$
\begin{gather*}
-40^{\circ} \leq \phi_{\mathrm{COM}} \leq 20^{\circ},  \tag{4.55}\\
150^{\circ} \leq \phi_{\mathrm{COM}} \leq 220^{\circ}, \\
0^{\circ} \leq \theta_{\mathrm{COM}} \leq 90^{\circ} . \tag{4.56}
\end{gather*}
$$

Since the solid angle coverage is not complete, we must scale the results by a correction factor. We calculate the solid angle of the angular range selected,

$$
\begin{equation*}
\Omega_{\text {selected }}=\frac{130}{360} 2 \pi \int_{0^{\circ}}^{90^{\circ}} \sin (\theta) d \theta=\frac{13 \cdot 2 \pi}{36} \tag{4.57}
\end{equation*}
$$

where the factor $130 / 360$ comes from the $\phi_{\mathrm{COM}}$ selection, which cuts out part of the solid angle. To obtain the correction factor, we divide $\Omega_{\text {selected }}$ by $4 \pi$ to obtain

$$
\begin{equation*}
\frac{\Omega_{\text {selected }}}{\Omega_{\text {total }}}=\frac{13 \cdot 2 \pi}{36 \cdot 4 \pi} \approx 0.18056 \tag{4.58}
\end{equation*}
$$

| Beam | Events | $\pi^{-}$ <br> (Raw) | $\pi^{+}$ <br> (Raw) | $\pi^{-}$ <br> (Eff. Corr.) | $\pi^{+}$ <br> (Eff. Corr.) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| ${ }^{124^{*}} \mathrm{Sn}$ | 74168 | 5321 | 1833 | 36567 | 12736 |
| ${ }^{124} \mathrm{Sn}$ | 9112 | 637 | 201 | 4366 | 1397 |
| ${ }^{112} \mathrm{Sn}$ | 115543 | 8561 | 2757 | 59220 | 19198 |

Table 4.12: Efficiency corrected (Eff. Corr.) pion yields for this work.


Figure 4.41: Pion kinetic energy spectra in COM frame. $\pi^{-}$are drawn on the left side, $\pi^{+}$ on the right. The top panels are for the ${ }^{124^{*}}$ Sn system, while the bottom panels are for the ${ }^{112} \mathrm{Sn}$ system.

The COM kinetic energy spectra for pions are shown in Figure 4.41 , with $\pi^{-}$on the left side, $\pi^{+}$on the right, from the ${ }^{124^{*}} \mathrm{Sn}$ system on top, and from the ${ }^{112} \mathrm{Sn}$ system on the bottom. The raw spectra is drawn with black histograms, and the efficiency corrected
spectra is drawn with green crosses. The efficiency correction incorporates the solid angle correction, background correction, and the embedded efficiency correction. The statistics are particularly limited for $\pi^{+}$above 200 MeV . A direct comparison between the two systems is shown in Figure 4.42 , for $\pi^{-}$(left) and $\pi^{+}$(right). It is apparent that the ratio is close to 1 , although there is not perfect agreement between the systems.
diverging for kinetic energy over 150 MeV for both $\pi^{-}$and $\pi^{+}$.


Figure 4.42: Relative pion production for the ${ }^{124^{*}} \mathrm{Sn}$ system and the ${ }^{112} \mathrm{Sn}$ system, for $\pi^{-}$ (left) and $\pi^{+}$(right)

The rapidities $y_{\text {beam }}, y_{\mathrm{COM}}$, and $y_{\pi C O M}$ are all calculated, along with transverse momentum $p_{t}$, allowing us to plot the $p_{t}-y_{0}$ phase space distributions for the pions. We normalize the pion rapidity,

$$
\begin{equation*}
y_{0}=\frac{y_{\pi C O M}}{y_{\mathrm{beam}}-y_{\mathrm{COM}}}, \tag{4.59}
\end{equation*}
$$

to determine rapidity relative to beam rapidity. This notation is consistent with $y_{0}$ as defined in Reference [80]. In this normalization, a rapidity of 1 corresponds to a particle moving at the beam rapidity. The transverse momentum indicates momentum directed away from the beam axis. Figure 4.43 shows the $p_{t^{-}} y_{0}$ spectra for $\pi^{-}$(left) and $\pi^{+}$(right) for ${ }^{124^{*}} \mathrm{Sn}$ (top panels) and ${ }^{112} \mathrm{Sn}$ (bottom panels) beams. Note that these plots include data from a larger


Figure 4.43: $p_{t^{-}} y_{0}$ distributions, with rapidity normalized to beam rapidity. $\pi^{-}$are drawn on the left side, $\pi^{+}$on the right. The top panels are for the ${ }^{124^{*}} \mathrm{Sn}$ system, while the bottom panels are for the ${ }^{112} \mathrm{Sn}$ system.
cut in $\theta_{\mathrm{COM}}$, up to $100^{\circ}$, in order to demonstrate acceptance issues for $y_{0}<0$. Data used for other figures excludes tracks with $y_{0}<0$.

### 4.8.4 Comparison of Pion Spectra for ${ }^{124} \mathrm{Sn}$-like beams and ${ }^{124} \mathrm{Sn}$

 beamTo check that the results using the ${ }^{124 *} \mathrm{Sn}$ system are representative of the ${ }^{124} \mathrm{Sn}$ system, we compare the pion spectra for both systems. Figure 4.44 shows the normalized pion $\mathrm{KE}_{\mathrm{COM}}$ spectra, with the top panel showing the efficiency corrected spectra, and the bottom showing the raw spectra. The mixed beam, ${ }^{124 *} \mathrm{Sn}$, is plotted with black circles, and the ${ }^{124} \mathrm{Sn}$ beam is plotted with magenta diamonds. Within statistical uncertainties, the distribution shapes for both systems match well.


Figure 4.44: Pion $\mathrm{KE}_{\mathrm{COM}}$ spectra for ${ }^{124^{*}} \mathrm{Sn}$ and ${ }^{124} \mathrm{Sn}$ beams. The top panel is efficiency corrected, and the bottom is the raw spectra.

### 4.8.5 Error in Pion Spectra

We need to combine the error associated with background and efficiency corrections with the statistical error for the pion spectra. The background and efficiency corrections are calculated for each track, and saved as fractional error. We denote the probability that track $i$ is background as $b_{i}$, and the embedding efficiency correction as $e_{i}$. For a pion with weight $n_{i}=b_{i} \cdot e_{i}$, the square of the fractional error is

$$
\begin{equation*}
\left(\frac{\delta_{n_{i}}}{n_{i}}\right)^{2}=\left(\frac{\delta_{b_{i}}}{b_{i}}\right)^{2}+\left(\frac{\delta_{e_{i}}}{e_{i}}\right)^{2} \tag{4.60}
\end{equation*}
$$

As we fill the pion spectra, the weight of each track is added, and the square of the fractional error is saved. For bin $j$ of the spectra, the pion count is $N_{j}$

$$
\begin{equation*}
N_{j}=\sum_{i} n_{i j} \tag{4.61}
\end{equation*}
$$

We must also include the variance $\sigma_{N_{j}}=\sqrt{N_{j}}$ of the pion count, so the final error of the pion count is:

$$
\begin{equation*}
\left(\delta_{N_{j}}\right)^{2}=\left(\sigma_{N_{j}}\right)^{2}+\sum_{i}\left(\delta_{n_{i}}\right)^{2} . \tag{4.62}
\end{equation*}
$$

We scale our spectra by the number of events $N_{\text {events }}$, and the solid angle acceptance, producing for each bin the probability $p_{j}$ that a pion is produced in that bin:

$$
\begin{equation*}
p_{j}=\frac{N_{j}}{N_{\text {events }}} \cdot \frac{\Omega_{\text {total }}}{\Omega_{\text {selected }}} . \tag{4.63}
\end{equation*}
$$

We take our event number and solid angle correction to be known exactly, therefore the error for $p_{j}$ is

$$
\begin{equation*}
\delta_{p_{j}}=\frac{\delta_{N_{j}}}{N_{\text {events }}} \cdot \frac{\Omega_{\mathrm{total}}}{\Omega_{\text {selected }}} \tag{4.64}
\end{equation*}
$$

This is assuming that the trigger selects a uniform azimuthal distribution of the reaction plane, and that the reaction is symmetric forwards versus backwards. The correction for solid angle reflects the limited acceptance of the TPC.

### 4.8.6 Pion Ratios

Figure 4.45 shows the $\pi^{-} / \pi^{+}$spectral ratio as a function of $\mathrm{KE}_{\mathrm{COM}}$ for ${ }^{124^{*}} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$ beams. The efficiency corrected spectra is shown with green crosses, and the raw spectra with a black histogram. Both raw and efficiency corrected spectra match well. This ratio is expected to provide strong sensitivity to the symmetry energy for the most asymmetric system, ${ }^{132} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$. For collisions between ${ }^{124} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$, the sensitivity will be much less. If the collision mixes projectile and target nucleons well, we expect spectral ratios for the ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ collisions to be essentially the same as for the ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ collisions.

Two differences may affect the spectral ratio comparisons: the inclusion of additional ${ }^{124} \mathrm{Sn}$ like beam nucleons, and the difference in the COM frame for the two systems, relative to the detector.


Figure 4.45: The $\pi^{-} / \pi^{+}$spectral ratio for (left) the ${ }^{124^{*}} \mathrm{Sn}$ system and (right) the ${ }^{112} \mathrm{Sn}$ system

We wish to reduce or eliminate as many systematic uncertainties as possible. In particular, the acceptance and detection efficiencies are in general different for $\pi^{-}$and $\pi^{+}$. Without knowing and correcting for these efficiencies, physics interpretations will be inaccurate. One method to mitigate this is to construct what is called the double ratio. If we denote the $\pi^{-}$ and $\pi^{+}$detection efficiency as $\varepsilon_{\pi^{-}}$and $\varepsilon_{\pi^{+}}$, the double ratio is

$$
\begin{equation*}
D R=\frac{\frac{Y\left(\pi^{-}\right) \varepsilon \pi^{-}}{Y\left(\pi^{+}\right) \varepsilon \pi^{+}}\left({ }^{124 *} \mathrm{Sn}\right)}{\frac{Y\left(\pi^{-}\right) \varepsilon}{Y\left(\pi^{+}\right) \varepsilon} \pi^{+}}\left({ }^{112} \mathrm{Sn}\right) . \tag{4.65}
\end{equation*}
$$

If the efficiencies and acceptances are similar between the two systems, they will cancel out,
leaving the double ratio as

$$
\begin{equation*}
D R=\frac{Y\left(\pi^{-}\right) / Y\left(\pi^{+}\right)\left({ }^{124 *} \mathrm{Sn}\right)}{Y\left(\pi^{-}\right) / Y\left(\pi^{+}\right)\left(^{112} \mathrm{Sn}\right)} . \tag{4.66}
\end{equation*}
$$

The double ratio is plotted in Figure 4.46 as a function of $\mathrm{KE}_{\mathrm{COM}}$. The efficiency corrected spectra is shown with green crosses, and the raw spectra with a black histogram. The double ratio measured is consistent with a double ratio of 1 for 7 of the 10 bins.


Figure 4.46: The double ratio as a function of $\mathrm{KE}_{\mathrm{COM}}$ for ${ }^{124^{*}} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$.

The left panel of Figure 4.47 shows the $\pi^{-} / \pi^{+}$spectral ratio plotted as a function of $y_{0}$ (Equation 4.59), for the ${ }^{124^{*}} \mathrm{Sn}$ beam system with black circles, and the ${ }^{112} \mathrm{Sn}$ beam system with green squares. The right panel shows the measured double ratio of the two systems, which is consistent with a ratio of 1 for 4 of the 5 bins. A double ratio of 1 is consistent with complete mixing of the nucleons for these central collisions.

Based on a symmetry argument, we expect that the $\pi^{-} / \pi^{+}$spectral ratio at positive rapidity for the ${ }^{112} \mathrm{Sn}$ beam should be equal to the $\pi^{-} / \pi^{+}$spectral ratio at negative rapidity

$$
\mathrm{y}_{0}=\left(\mathrm{y}_{\pi \text { сом }}\right) /\left(\mathrm{y}_{\text {beam }}-\mathrm{y}_{\text {сом }}\right)
$$



$$
y_{0}=\left(y_{\pi \text { сом }}\right) /\left(y_{\text {beam }}-y_{\text {сом }}\right)
$$

Figure 4.47: The $\pi^{-} / \pi^{+}$spectral ratio as a function of rapidity (left) and the double ratio as a function of rapidity (right).
for the ${ }^{124^{*}} \mathrm{Sn}$ beam. In principle, we can combine them to get the $\pi^{-} / \pi^{+}$spectral ratio at all rapidities. This is shown in Figure 4.48. As we can see in the figure, the general trend is that the $\pi^{-} / \pi^{+}$ratio is larger at 0 rapidity, and decreases monotonically with increasing $\left|y_{0}\right|$. Both systems are generally consistent with a Coulomb shift in the $\pi^{-}$and $\pi^{+}$spectra whereby the $\pi^{+}$are shifted to higher rapidity by the Coulomb force and the $\pi^{-}$are shifted to lower $\left|y_{0}\right|$ because of their negative charge.


Figure 4.48: The $\pi^{-} / \pi^{+}$spectral ratio, with the rapidity of the ${ }^{112} \mathrm{Sn}$ beam reversed.

We show the individual $\pi^{-}$and $\pi^{+} p_{t}-y_{0}$ spectra in Figure 4.49, combining the ${ }^{124^{*}} \mathrm{Sn}$ system with the rapidity-reversed ${ }^{112} \mathrm{Sn}$ system. Red lines are drawn corresponding to pion kinetic energy of 50 and 200 MeV in the COM frame (calculated separately for the ${ }^{112} \mathrm{Sn}$ and ${ }^{124^{*}} \mathrm{Sn}$ systems). We can clearly see the effect of the Coulomb force: at low $p_{t}$ and $y_{0}$, corresponding to the region of beam and target nucleon mixing, the $\pi^{-}$are abundant, and the $\pi^{+}$are deficient.


Figure 4.49: The $\pi^{-}$(left) and $\pi^{+}$(right) $p_{t}-y_{0}$ spectra, with the rapidity of the ${ }^{112} \mathrm{Sn}$ beam reversed and added to the ${ }^{124^{*}} \mathrm{Sn}$ beam to form a complete spectra. Red lines correspond to kinetic energies of 50 (bottom) and 200 (top) MeV in the COM frame.

Evaluating the spectra shown in this section indicates some differences and similarities between the pion ratios between the two systems. The pion ratios are very similar when examined as a function of rapidity, evident in Figure 4.47. This indicates complete mixing for central events. An examination of the double ratio as a function of kinetic energy in the COM frame (Figure 4.46) shows differences between the two systems. The double ratio differs from 1 for kinetic energy just below 200 MeV , which corresponds to just below the top red lines in Figure 4.49, and just above 50 MeV , which corresponds to just above the bottom red lines. We can see that around 200 MeV , our statistics are becoming limited. The double ratio differing from 1 is interesting, but it is not immediately evident what the statistical
relevance is, so these differences bear further study. The deviation from 1 at just above 50 MeV may indicate that the kinetic energy determination is not fine enough: between $50-75$ MeV , the double ratio trends below 1, while between $75-100 \mathrm{MeV}$, the double ratio trends above 1 .

### 4.8.7 Examination of less central collisions

We can examine the emission of pions for less central collisions ( $5 \mathrm{fm}<b<7 \mathrm{fm}$ ). Efficiency corrections are not applied to this analysis, and the error bars represent only the statistical uncertainty of the raw spectra. The pion yields are listed in Table 4.13, indicating a lower cross section for pion production for these more peripheral reactions. Figure 4.50 shows the $\pi^{-} / \pi^{+}$ratios for ${ }^{124^{*}} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$ beams in the left panel, and the double ratio in the right panel, analogous to Figure 4.47. Here we see that the double ratio is lower than 1, which qualitatively indicates more neutron-rich behavior from the ${ }^{112} \mathrm{Sn}$ system, seemingly in contradiction to our initial expectations. This result can be understood by examining the measured pion production cross sections, which are lower for both $\pi^{-}$and $\pi^{+}$for the ${ }^{112} \mathrm{Sn}$ system compared to the ${ }^{124^{*}} \mathrm{Sn}$ system, for these more peripheral reactions. The double ratio is lowered due to the overall reduction in pion production. This could indicate an issue with our impact parameter selection for more peripheral reactions.

| Beam | Events | $\pi^{-}$ | $\pi^{+}$ |
| :---: | :---: | :---: | :---: |
| ${ }^{124^{*}} \mathrm{Sn}$ | 73958 | 3642 | 1431 |
| ${ }^{112} \mathrm{Sn}$ | 194686 | 8307 | 2852 |

Table 4.13: Raw pion yields for events with impact parameter $5 \mathrm{fm}-7 \mathrm{fm}$.

Figure 4.51 shows the combined $p_{t}-y_{0}$ spectra, again with ${ }^{112} \mathrm{Sn}$ rapidity reversed.


Figure 4.50: The $\pi^{-} / \pi^{+}$spectral ratio as a function of rapidity (left) and the double ratio as a function of rapidity (right), for less central events.


Figure 4.51: The $\pi^{-}$(left) and $\pi^{+}$(right) $p_{t}-y_{0}$ spectra, with the rapidity of the ${ }^{112} \mathrm{Sn}$ beam reversed and added to the ${ }^{124^{*}} \mathrm{Sn}$ beam to form a complete spectra, for less central events. Red lines correspond to kinetic energies of 50 (bottom) and 200 (top) MeV in the COM frame.

Figure 4.52 shows the combined ${ }^{124^{*}} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$ (with rapidity reversed) $\pi^{-} / \pi^{+}$spectra, analogous to Figure 4.48, but for less central events. We can see that the behavior is not monotonic, with rising tails at larger $\left|y_{0}\right|$, and the peak not as sharply defined near $y_{0}=0$.

For less central collisions, we can see differences between the two systems. The pion production probability is increased for the ${ }^{124^{*}}$ Sn system, and the pion ratio is increased for ${ }^{112} \mathrm{Sn}$ system. This may indicate issues with the impact parameter selection for more


Figure 4.52: The $\pi^{-} / \pi^{+}$spectral ratio, with the rapidity of the ${ }^{112} \mathrm{Sn}$ beam reversed, for less central events.
peripheral events, but the issue bears further study.

### 4.8.8 Preliminary Comparison to Transport Code

One of the main goals of the experiment was to use the pion emission to study the symmetry energy, as discussed in Chapter 1. Although the maximum sensitivity to the symmetry energy will come from the analysis of the more asymmetric beam + target system, we can compare our data to a transport code, for early indications of the results of the experiment. The ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ reactions were modeled using the pBUU transport code, as described in Reference [2]. The simulations were performed at $270 \mathrm{MeV} / \mathrm{u}$ and impact parameter $b=3 \mathrm{fm}$, with clustering effects included. We compare the $\pi^{-} / \pi^{+}$ratios and the double ratio to the results of this simulation. The simulation was performed for two different parameterizations of the symmetry energy (see Chapter 1 for explanation of parameterization), with $\gamma=0.5$ (a softer EoS), and $\gamma=1.75$ (a stiffer EoS).

The $\pi^{-} / \pi^{+}$ratios are shown in Figure 4.53 , for ${ }^{124} \mathrm{Sn}$ on the left and ${ }^{112} \mathrm{Sn}$ on the right.

The prediction from a softer EoS is shown as the shaded blue region, with the prediction from a stiffer EoS shown in the red shaded region. The data seems to favor the prediction from a stiffer symmetry energy, but it does not match the prediction perfectly.


Figure 4.53: The $\pi^{-} / \pi^{+}$spectral ratio for ${ }^{124^{*}} \mathrm{Sn}$ (left) and ${ }^{112} \mathrm{Sn}$ (right), compared to simulation for soft (blue) and stiff (red)

Figure 4.54 shows the double ratio, with the blue shaded region showing the prediction from the softer EoS, and the red shaded region showing the prediction from the stiffer EoS. Here, we can see that the model predicts a double ratio close to 1 for both cases. This makes sense, because the asymmetry for both beam + target systems in this comparison is the same (on average, considering the mixed beam), although the energy of the COM frame is slightly different. Our data does not fit either prediction perfectly. The double ratio is expected to provide more sensitivity when comparing systems which have a difference in asymmetry.

Considering both the single and double ratios, it initially appears difficult to make even a qualitative claim on the relative softness or stiffness of the symmetry energy. The limited statistics of this experiment play a role in this uncertainty. The statistics could be increased by examining a larger solid angle, which would require further work to examine the differences in acceptance between the two systems for the increased solid angle.


Figure 4.54: The double ratio for ${ }^{124^{*}} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$, compared to simulation for soft (blue) and stiff (red)

## Chapter 5

## Summary and Outlook

This dissertation presents part of a larger body of work. The S $\pi$ RIT TPC was envisioned and created to place constraints on the symmetry energy at around twice saturation density, with the particular ability to measure charged pion emission and ratios. The ${ }^{132} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ and ${ }^{108} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ systems provide the greatest sensitivity to the symmetry energy, while the ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ systems provide measurements of the kinematic effects of using asymmetric beam + target systems. This work focuses on the ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ and ${ }^{112} \mathrm{Sn}$ $+{ }^{124} \mathrm{Sn}$ systems, along with other foundational analysis which is necessary to complete the analysis of more asymmetric systems.

The measurement of charged pion emission from systems with a wide range of asymmetry is a core part of this effort to constrain the density dependence of the symmetry energy. For this, it was necessary to construct a new detector: the S $\pi$ RIT TPC. This TPC was designed for use in the SAMURAI spectrometer at RIKEN, where the large range of tin beams at the requisite energy and intensity were available. In addition to measuring pions, the TPC is able to measure other charged particles, providing a compliment of observables. The TPC was constructed at the NSCL, and shipped to RIKEN. The TPC was installed in the SAMURAI spectrometer and used in an experimental campaign with four beams: ${ }^{108} \mathrm{Sn},{ }^{112} \mathrm{Sn},{ }^{124} \mathrm{Sn}$ and ${ }^{132} \mathrm{Sn}$, impinged on ${ }^{112} \mathrm{Sn}$ and ${ }^{124} \mathrm{Sn}$ targets.

The analysis of beam data was required to identify beam isotopes, and to determine
the beam angle and velocity. This allows us to determine the center-of-momentum frame event-by-event, which is critical for the physics analysis. The beam analysis and careful treatment of scaler counts allow us to determine the absolute cross section, which provides a constraint on the impact parameter. We use the measured track multiplicity to establish an impact parameter selection filter, allowing us to select events which are more central or more peripheral.

Using events selected with the beam analysis, further limited to events with $b<3 \mathrm{fm}$, we measure the charged pion spectra for the ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ and ${ }^{124} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ systems. We produce the spectra in the center-of-momentum frame, as a function of kinetic energy and as a function of rapidity. The ratio of $\pi^{-}$to $\pi^{+}$production is expected to be sensitive to the symmetry energy, so these ratios are produced and compared to a transport code simulation. The pion spectra tend to agree more with a stiff parameterization of the symmetry energy, although the double ratio of the two systems does not show such a clear preference. This is due in part to the limited sensitivity of the double ratio in our selected systems: the double ratio will enhance effects due to differences in asymmetry between the systems, and our systems have, on average, the same asymmetry. The two systems presented are at the midpoint of asymmetry for the experimental campaign, and it is expected that analysis of the two more extreme systems will provide additional sensitivity to the symmetry energy.

For more peripheral $(b>5 \mathrm{fm})$ collisions, the ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ system produces fewer $\pi^{+}$and $\pi^{+}$than for the ${ }^{124 *} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ system. The pion ratio $\left(\pi^{-} / \pi^{+}\right)$is also lower for the ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ system. This is a puzzling result: we expect that for more peripheral collisions, particles detected in the TPC should be affected more by the beam composition than the target. As the beam nucleons enter the collision with velocity directed into the TPC, they, and the particles produced by their interactions, are more likely to achieve or
maintain the required velocity to enter the TPC. By this reasoning, peripheral reactions from the ${ }^{124^{*}} \mathrm{Sn}$ beam should be reflective of a more neutron rich reaction, while peripheral reactions from the ${ }^{112} \mathrm{Sn}$ beam should be more reflective of a neutron deficient system. This apparent contradiction is likely due to either the impact parameter selection or a bias from the trigger for these more peripheral reactions, as evidenced by the reduced pion production for the ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ system. Further study of this conundrum should be done, using $t /{ }^{3} \mathrm{He}$ ratios to provide an additional indicator of the relative neutron-rich or neutron-deficient behavior of these more peripheral reactions.

Overall, this first analysis of the S $\pi$ RIT experiment indicates that the TPC and experimental setup worked well, and we are able to measure the requisite pion spectra, although some work remains to obtain accurate spectra for larger values of kinetic energy. The analysis should incorporate a larger solid angle in the COM frame, which can be achieved with the data available but will require careful analysis of the acceptance and efficiency for each system, in the lab and COM frames. Effects of the impact parameter are not currently well understood, and a detailed study should be done, including analysis of minimum bias runs.

The pion spectra and ratios should be compared to a full suite of transport codes, as is being developed by a collaborative group effort [27], to place satisfactory constraints on the symmetry energy at twice saturation density. Other observables, such as anisotropic flow, $n / p$ ratios, and $t /{ }^{3} \mathrm{He}$ ratios, should be extracted from this experiment to provide the best constraints on the symmetry energy.

APPENDIX

## Appendix A

# A. 1 Clebsch-Gordan Coefficients for Pion Production from <br> Delta Resonance Decay 

## A.1. 1 Production of $\Delta$ baryons

To investigate the production and decay of pions, it is necessary to assume the production of the $\Delta$ baryons (or resonances) accounts for the majority of our pion production. In our system, the energy is just reaching the threshold for pion production through the $\Delta$ resonance model, but at higher energies, this analysis may not be a valid representation of the whole system.

Most of our pions should be produced through nucleon-nucleon collisions, so we examine the $\Delta$ production from p-p, n-n, and n-p reactions using the isospin $t$ and isospin projection $t_{3}$ as our quantum numbers to determine allowed reactions and resulting reaction rates. The isospin and isospin projection values for $\Delta$ baryons, $\pi$ particles, and nucleons are tabulated below (using the particle physics convention for the sign of $t_{3}$ ).

| particle | t | $t_{3}$ |
| :--- | ---: | ---: |
| $p$ | $1 / 2$ | $1 / 2$ |
| $n$ | $1 / 2$ | $-1 / 2$ |
| $\Delta^{++}$ | $3 / 2$ | $3 / 2$ |
| $\Delta^{+}$ | $3 / 2$ | $1 / 2$ |
| $\Delta^{0}$ | $3 / 2$ | $-1 / 2$ |
| $\Delta^{-}$ | $3 / 2$ | $-3 / 2$ |
| $\pi^{+}$ | 1 | 1 |
| $\pi^{0}$ | 1 | 0 |
| $\pi^{-}$ | 1 | -1 |

First, we examine the $\Delta$ states that a generalized nucleon-nucleon collision can produce. The generalized reaction is

$$
\begin{equation*}
\left|\frac{1}{2},{ }^{1} t_{3}\right\rangle\left|\frac{1}{2},{ }^{2} t_{3}\right\rangle \rightarrow\left|T, T_{3}\right\rangle \tag{A.1}
\end{equation*}
$$

From the initial values of ${ }^{i} t$, we determine from the triangle rule the allowed final states of $T$,

$$
\begin{equation*}
\left|\frac{1}{2}-\frac{1}{2}\right| \leq T \leq \frac{1}{2}+\frac{1}{2} \tag{A.2}
\end{equation*}
$$

which allows states $T=0,1$. The isospin projection must equal the sum of the initial isospin projections, which must equal the sum of the isospin projections in the final state, so we have $T_{3}={ }^{1} t_{3}+{ }^{2} t_{3}$. If the reaction results in two particles, we can write this more explicitly as:

$$
\begin{equation*}
\left|\frac{1}{2},{ }^{1} t_{3}\right\rangle\left|\frac{1}{2},{ }^{2} t_{3}\right\rangle \rightarrow\left|\frac{3}{2},{ }^{3} t_{3}\right\rangle\left|\frac{1}{2},{ }^{4} t_{3}\right\rangle . \tag{A.3}
\end{equation*}
$$

We examine the allowed states resulting from the nucleon $/ \Delta$ state,

$$
\begin{equation*}
\left|\frac{3}{2},{ }^{3} t_{3}\right\rangle\left|\frac{1}{2},{ }^{4} t_{3}\right\rangle \rightarrow\left|T, T_{3}\right\rangle \tag{A.4}
\end{equation*}
$$

which allows $T=1,2$ and $T_{3}={ }^{3} t_{3}+{ }^{3} t_{3}$. Thus we want to investigate the case of $T=1$ as it is the only case shared in both directions. This also provides the constraint $-1 \leq T_{3} \leq 1$.

Decomposing the possible $\Delta$-nucleon states using Clebsch-Gordan coefficients gives us

$$
\begin{align*}
\left|\frac{3}{2}, \frac{3}{2}\right\rangle\left|\frac{1}{2},-\frac{1}{2}\right\rangle & \rightarrow \sqrt{\frac{1}{4}}|2,1\rangle+\sqrt{\frac{3}{4}}|1,1\rangle \\
\left|\frac{3}{2}, \frac{1}{2}\right\rangle\left|\frac{1}{2}, \frac{1}{2}\right\rangle & \rightarrow \sqrt{\frac{3}{4}}|2,1\rangle-\sqrt{\frac{1}{4}}|1,1\rangle \\
\left|\frac{3}{2}, \frac{1}{2}\right\rangle\left|\frac{1}{2},-\frac{1}{2}\right\rangle & \rightarrow \sqrt{\frac{1}{2}}|2,0\rangle+\sqrt{\frac{1}{2}}|1,0\rangle \\
\left|\frac{3}{2},-\frac{1}{2}\right\rangle\left|\frac{1}{2}, \frac{1}{2}\right\rangle & \rightarrow \sqrt{\frac{1}{2}}|2,0\rangle-\sqrt{\frac{1}{2}}|1,0\rangle \\
\left|\frac{3}{2},-\frac{1}{2}\right\rangle\left|\frac{1}{2},-\frac{1}{2}\right\rangle & \rightarrow \sqrt{\frac{1}{4}}|2,-1\rangle+\sqrt{\frac{3}{4}}|1,-1\rangle \\
\left|\frac{3}{2},-\frac{3}{2}\right\rangle\left|\frac{1}{2}, \frac{1}{2}\right\rangle & \rightarrow \sqrt{\frac{1}{4}}|2,-1\rangle-\sqrt{\frac{3}{4}}|1,-1\rangle . \tag{A.5}
\end{align*}
$$

Using the Wigner-Eckart theorem, we can deduce the branching fractions of the $\left|T, T_{3}\right\rangle$,

$$
\begin{align*}
|1,1\rangle & \rightarrow \sqrt{\frac{3}{4}}\left(\left|\frac{3}{2}, \frac{3}{2}\right\rangle\left|\frac{1}{2},-\frac{1}{2}\right\rangle\right)-\sqrt{\frac{1}{4}}\left(\left|\frac{3}{2}, \frac{1}{2}\right\rangle\left|\frac{1}{2}, \frac{1}{2}\right\rangle\right) \\
|1,0\rangle & \rightarrow \sqrt{\frac{1}{2}}\left(\left|\frac{3}{2}, \frac{1}{2}\right\rangle\left|\frac{1}{2},-\frac{1}{2}\right\rangle\right)-\sqrt{\frac{1}{2}}\left(\left|\frac{3}{2},-\frac{1}{2}\right\rangle\left|\frac{1}{2}, \frac{1}{2}\right\rangle\right) \\
|1,-1\rangle & \rightarrow \sqrt{\frac{1}{4}}\left(\left|\frac{3}{2},-\frac{1}{2}\right\rangle\left|\frac{1}{2},-\frac{1}{2}\right\rangle\right)-\sqrt{\frac{3}{4}}\left(\left|\frac{3}{2},-\frac{3}{2}\right\rangle\left|\frac{1}{2}, \frac{1}{2}\right\rangle\right) \tag{A.6}
\end{align*}
$$

the $T_{3}$ values determine uniquely which nucleons are present within the system, although the $|1,0\rangle$ system includes both $\mathrm{p}-\mathrm{n}$ and n -p systems.

## A.1.2 $\Delta$ Baryon Decay Branching

The mean lifetime for all varieties of $\Delta$ baryons is about $5.63 \times 10^{-24} \mathrm{~s}$. The $\Delta^{++}$and $\Delta^{-}$ baryons have one main decay channel each. The $\Delta^{+}$and $\Delta^{0}$ baryons can decay through two routes. The branching ratios for these decays are determined using Clebsch-Gordan coefficients. The final result for the decays is

$$
\begin{align*}
\left|\frac{3}{2}, \frac{3}{2}\right\rangle & \rightarrow|1,1\rangle\left|\frac{1}{2}, \frac{1}{2}\right\rangle \\
\left|\frac{3}{2}, \frac{1}{2}\right\rangle & \rightarrow \sqrt{\frac{1}{3}}\left(|1,1\rangle\left|\frac{1}{2},-\frac{1}{2}\right\rangle\right)+\sqrt{\frac{2}{3}}\left(|1,0\rangle\left|\frac{1}{2}, \frac{1}{2}\right\rangle\right) \\
\left|\frac{3}{2}, \frac{-1}{2}\right\rangle & \rightarrow \sqrt{\frac{2}{3}}\left(|1,0\rangle\left|\frac{1}{2},-\frac{1}{2}\right\rangle\right)+\sqrt{\frac{1}{3}}\left(|1,-1\rangle\left|\frac{1}{2}, \frac{1}{2}\right\rangle\right) \\
\left|\frac{3}{2}, \frac{-3}{2}\right\rangle & \rightarrow|1,-1\rangle\left|\frac{1}{2},-\frac{1}{2}\right\rangle . \tag{A.7}
\end{align*}
$$

## A.1.3 Nucleon-Nucleon Collisions

Summarizing using particle notation, we have the production of $\Delta$ baryons from nucleonnucleon collisions:

$$
\begin{align*}
& p+p \rightarrow \sqrt{\frac{3}{4}}\left(\Delta^{++}+n\right)-\sqrt{\frac{1}{4}}\left(\Delta^{+}+p\right) \\
& n+p \rightarrow \sqrt{\frac{1}{2}}\left(\Delta^{+}+n\right)-\sqrt{\frac{1}{2}}\left(\Delta^{0}+p\right) \\
& n+n \rightarrow \sqrt{\frac{1}{4}}\left(\Delta^{0}+n\right)-\sqrt{\frac{3}{4}}\left(\Delta^{-}+p\right) . \tag{A.8}
\end{align*}
$$

We have the result of $\Delta$ baryon decays:

$$
\begin{align*}
& \Delta^{++} \rightarrow \pi^{+}+p \\
& \Delta^{+} \rightarrow \sqrt{\frac{1}{3}}\left(\pi^{+}+n\right)+\sqrt{\frac{2}{3}}\left(\pi^{0}+p\right) \\
& \Delta^{0} \rightarrow \sqrt{\frac{2}{3}}\left(\pi^{0}+n\right)+\sqrt{\frac{1}{3}}\left(\pi^{-}+p\right) \\
& \Delta^{-} \rightarrow \pi^{-}+n . \tag{A.9}
\end{align*}
$$

Putting this together, we have the pion production from nucleon-nucleon collisions:

$$
\begin{align*}
p+p & \rightarrow \sqrt{\frac{3}{4}}\left(\pi^{+}+p+n\right)-\sqrt{\frac{1}{4}}\left(\sqrt{\frac{1}{3}}\left(\pi^{+}+n+p\right)+\sqrt{\frac{2}{3}}\left(\pi^{0}+p+p\right)\right) \\
n+p & \rightarrow \sqrt{\frac{1}{2}}\left(\sqrt{\frac{1}{3}}\left(\pi^{+}+n+n\right)+\sqrt{\frac{2}{3}}\left(\pi^{0}+p+n\right)\right) \\
& -\sqrt{\frac{1}{2}}\left(\sqrt{\frac{2}{3}}\left(\pi^{0}+n+p\right)+\sqrt{\frac{1}{3}}\left(\pi^{-}+p+p\right)\right) \\
n+n & \rightarrow \sqrt{\frac{1}{4}}\left(\sqrt{\frac{2}{3}}\left(\pi^{0}+n+n\right)+\sqrt{\frac{1}{3}}\left(\pi^{-}+p+n\right)\right)-\sqrt{\frac{3}{4}}\left(\pi^{-}+n+p\right) \tag{A.10}
\end{align*}
$$

which simplifies to

$$
\begin{align*}
& p+p \rightarrow \sqrt{\frac{5}{6}}\left(\pi^{+}+p+n\right)-\sqrt{\frac{1}{6}}\left(\pi^{0}+p+p\right) \\
& n+p \rightarrow \sqrt{\frac{1}{6}}\left(\pi^{+}+n+n\right)+\sqrt{\frac{2}{3}}\left(\pi^{0}+n+p\right)+\sqrt{\frac{1}{6}}\left(\pi^{-}+p+p\right) \\
& n+n \rightarrow \sqrt{\frac{1}{6}}\left(\pi^{0}+n+n\right)-\sqrt{\frac{5}{6}}\left(\pi^{-}+n+p\right) . \tag{A.11}
\end{align*}
$$

## A.1.4 Pion Decay Branching Ratios

The partial decay widths for charged and neutral pion decays can be calculated using the branching ratios and total decay width for each pion flavor. The relevant equations involve the relation between decay width and partial decay widths

$$
\begin{equation*}
\Gamma=\frac{\hbar}{\tau}=\Gamma_{1}+\Gamma_{2}+\ldots \tag{A.12}
\end{equation*}
$$

and the definition of branching ratios,

$$
\begin{equation*}
B R_{i}=\frac{\Gamma_{i}}{\Gamma} \tag{A.13}
\end{equation*}
$$

Starting with $\pi^{ \pm}$, the decay into $\mu^{+}$and $\mu^{-}$leptons are respectively:

$$
\begin{align*}
& \pi^{+} \rightarrow \mu^{+}+\nu_{\mu} \\
& \pi^{-} \rightarrow \mu^{-}+\bar{\nu}_{\mu} \tag{A.14}
\end{align*}
$$

with a branching ratio of 0.999877 . The other mode of decay is:

$$
\begin{align*}
& \pi^{+} \rightarrow e^{+}+\nu_{e} \\
& \pi^{-} \rightarrow e^{-}+\bar{\nu}_{e} \tag{A.15}
\end{align*}
$$

with a branching ratio of 0.000123 . With charged pions having a mean lifetime of $2.6 \times 10^{-8} \mathrm{~s}$, the partial decay widths, $\Gamma_{\mu^{ \pm}}=\frac{\hbar}{\tau_{\mu^{ \pm}}}$and $\Gamma_{e^{ \pm}} \frac{\hbar}{\tau_{e^{ \pm}}}$are found to be

$$
\begin{align*}
\Gamma_{\mu^{ \pm}} & =\frac{\hbar}{2.6003 \times 10^{-8} \mathrm{~S}} \\
\Gamma_{e^{ \pm}} & =\frac{\hbar}{2.114 \times 10^{-4} \mathrm{~s}} \tag{A.16}
\end{align*}
$$

The neutral pion $\left(\pi^{0}\right)$ has a mean lifetime of about $8.4 \times 10^{-17} \mathrm{~s}$. Examining the three largest decay modes of the neutral pion decay,

$$
\begin{align*}
& \text { 1) } \pi^{0} \rightarrow 2 \gamma \\
& \text { 2) } \pi^{0} \rightarrow \gamma+e^{-}+e^{+} \\
& \text {3) } \pi^{0} \rightarrow e^{-}+e^{+}+e^{-}+e^{+} \tag{A.17}
\end{align*}
$$

the partial decay widths are found to be

$$
\begin{align*}
\Gamma_{1} & =\frac{\hbar}{8.5 \times 10^{-17} \mathrm{~s}} \\
\Gamma_{2} & =\frac{\hbar}{7.16 \times 10^{-15} \mathrm{~s}} \\
\Gamma_{3} & =\frac{\hbar}{2.8 \times 10^{-12} \mathrm{~s}} \tag{A.18}
\end{align*}
$$
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