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ABSTRACT

CLUSTER STRUCTURE AND THREE-BODY DECAY IN 14C

By

Lisa Marie Carpenter

Recent model calculations with most advanced methods for cluster states have shown the

need of experimental data to probe the structure of light exotic nuclei, including those with

α-clustering, such as 14C.

The prototype Active Target Time Projection Chamber (pAT-TPC) was used in the present

study. The pAT-TPC is a gas-filled thick-target detector with high luminosity and full kinematic

acceptance. This type of detector gives access to a full excitation function with a single beam

energy.

The measurements in this work were carried out by resonant alpha-scattering of a 10Be

beam at 38 and 20 MeV delivered by the TwinSol facility at the University of Notre Dame. These

experiments measured resonances in 14C that can be compared to models by using R-Matrix

reaction theory. Two new negative parity resonances were identified at high excitation energies.

Additionally, using a Dalitz-type analysis, three-body decays were analyzed to determine proba-

bilities of “democratic" and “sequential" decay. Increasing probability of democratic decay was

found at high energy. Results were interpreted using Gamow Shell Model and Anti-Symmetrized

Molecular Dynamics calculations which are described in detail.
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CHAPTER 1

INTRODUCTION

1.1 Nuclei

A nucleus consists of a specific number of protons and neutrons which are together called

nucleons. The number of protons is called the atomic number and given the variable Z . This

number determines the element of a nucleus. The number of neutrons, N , determines which

isotope the nucleus is of that element element. The total number of nucleons is A. These are

related by Z + N = A. This is typically represented by AE where E is the chemical symbol for

the element with atomic number Z . With this notation, 14C is an isotope of Carbon, which is

composed of six protons, with a total of 14 nucleons, which implies that there are eight neu-

trons. Nucleons have a mass on the order of 1 GeV/c2 and are bound together with a binding

energy on the order of 8 MeV/nucleon. The nucleus can be in an excited state that increases the

total energy of the nucleus. This energy is quantized in a way that is similar to electron shells in

atoms, giving rise to nuclear energy levels with quantized spin and parity. In an atom, the elec-

trons are subject to the Coulomb force which binds the electrons to the nucleus. In contrast,

individual nucleons are attracted to one another through the strong nuclear force, for which

scientists are still trying to find a precise and universal description.

The ground state of the nucleus has the lowest energy of this system, and is considered to

have an excitation energy of 0 MeV. States with higher energy are referred to as excited states.

Like most natural processes, nuclei are drawn towards being in a lower-energy state. This tran-

sition from excited states to a lower energy state occurs through a process known as nuclear

decay or radioactivity. There are many different types of radioactivity. In order for a nucleus to

decay, there must exist some energy level with lower total energy, either in the same nucleus or

in another one. γ radiation occurs when an excited nucleus de-excites to a lower-energy state

of the same nucleus by emitting a γ ray. This is an electromagnetic interaction that results in
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lifetimes typically on the order of picoseconds to nanoseconds. Particle radiation occurs when

the nucleus emits aβ or a more massive particle such as a nucleon, or a composite particle such

as a triton or α particle. Particle decays are a result of the strong interaction and result in states

with lifetimes frequently down to the order of 10−20 seconds. However, in some cases where the

Coulomb barrier is very large, this lifetime can be much longer, from µs to thousands of years.

β radiation is a result of the weak interaction, which results in states with a variety of lifetimes,

from milliseconds to many thousands years. [1]

In order for a particle to be radiated, the nucleus must be unbound with respect to that par-

ticle. That means that the binding energy of the nucleus is low enough that it is energetically

allowable to emit that particle. The decay threshold accounts for the differences in binding en-

ergy between the initial nucleus and the final one(s). Note that a state may have many different

decay modes energetically available; just because it is above a decay threshold does not mean

that it will decay in that mode. A quantity called the branching ratio tells us what fraction of all

decays proceed by a given channel. [2]

The fundamental law of radioactive decay,

Ṅ =λN , (1.1)

gives the “decay constant” (λ) in terms of the number of decays per unit time. This decay con-

stant is related to the lifetime of the nucleus by

τ= 1

λ
(1.2)

where the lifetime (τ) indicates how long it takes for 1/e of the nucleus to decay. We can use the

Heisenberg uncertainty relation,

τ∆E & ~, (1.3)

which gives us the energy width of the excited state. Note that this is not experimental or sta-

tistical uncertainty, but physical property of the state. This width is frequently represented by

2



Figure 1.1: Breit-Wigner Form Example of the Breit-Wigner distribution for an arbitrary energy
and width.

Γ and is related to the width of the distribution of observed energies for a particular state. This

distribution, which is described by the Breit-Wigner form in simple cases, is given by,

f (E) ∝ A

(E −E0)2 + 1
4Γ

2
, (1.4)

where A is the amplitude of the peak, E0 is the central energy, and E is the measured energy. An

example of this kind of function is given in Fig. 1.1. In a state where there are several possible

decay channels, each channel has its specific width, known as the “partial width” (Γi ). These

partial widths follow a simple sum rule,

Γ=∑
Γi , (1.5)

that relates these partial widths to the total width.[2]

Finding the locations, widths, and decay patterns of excited states is a primary effort in nu-

clear physics, and falls under the heading of nuclear structure. Much work has already been put

in to determining the structure of 14C. The currently known energy levels and decays are shown

in Figs. 1.2 and 1.3. These energy levels were primarily determined by scattering experiments

3



0.0

6.09
6.596.73 6.90 7.01

7.34

8.32

9.759.80
10.42 10.4410.50 10.74

11.3111.40 11.50 11.6711.73 11.9
12.5812.86 12.96

13.513.70
14.05

14.6714.87
15.20 15.3715.44
16.02

16.4316.57 16.72
17.3017.50

17.95 18.10
18.50

20.40

22.1

23.29

24.4 24.50

13C+n 8.18

10Be+Α 12.01

11B+t 20.60

13B+p 20.83

Figure 1.2: Known Energy Levels of 14C The solid lines in this figure are energy levels as com-
piled by the National Nuclear Data Center [3]. The dashed lines correspond to the decay thresh-
old for different particles. The three columns are to visually separate the levels and have no
physical relevance. The most relevant part for this work is the 10Be+α line.
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Figure 1.3: Levels and Decays of 14C Image showing energy levels and decay properties of 14C.
Image from the TUNL Nuclear Data Evaluation Project. [4]
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that leave a 14C nucleus in an excited state. If particle decay is experimentally forbidden, the

state emits a gamma ray. That gamma ray may correspond to the excited state decaying into

either the ground state or another excited state. Using quantum mechanical selection rules and

careful analysis, many states can be determined both above and below particle emission thresh-

olds. [3]

The ground state of 14C is especially interesting to scientists. It is radioactive via β− decay,

with an anomalously long half-life of 5,730 years. This long lifetime makes it useful in radiocar-

bon dating of biological samples. For nuclear physicists, the interest lies in finding out why this

lifetime is so long. Recently, an ab intio calculation was performed that revealed that this life-

time is a result of unexpectedly strong cancellation between the nuclear three-body force and

the nucleon-nucleon interaction. [5] This calculation is described in more detail in Chapter 2.

The present thesis considers the structure of 14C but from the perspective of clustering and

using a unique experimental technique.

1.2 Clustering

Clustering theory considers the nucleus as being made up of clusters of nucleons, α par-

ticles, instead of individual protons and neutrons. The α particle is very strongly bound, and

hence can conserve some of its characteristics even inside of a larger nucleus. This approach

has been in existence since the early days of nuclear physics [6] and rose to prominence more

recently with the Hoyle state of 12C. [7]

The mean field of the nuclear interaction, which results in more spherical shapes, and the

tendency for nuclei to cluster can be viewed as being in competition. In the mean field descrip-

tion, each particle moves freely, while clustering image has the α exist, necessarily removing

some degrees of freedom. [8] The illustration of this competition is found in the so-called Ikeda

diagram [9]. In this image, cluster states exist at high excitation energies, at or above the alpha-

decay threshold. A modern depiction of the Ikeda diagram is shown in Fig. 1.4. Many non-

cluster states also exist in this energy range. One author [10] has described this phenomenon as

6



Figure 1.4: Ikeda Diagram Diagram first proposed by [9] showing that cluster structures may
occur at high excitation energies near the alpha-decay threshold for N = Z cluster nuclei. For
higher-mass nuclei, it can be seen that the αs clusterize with increasing number as the excita-
tion energy increases. Image from [11].

“cluster states immersed into a bath of non-cluster states.”

14C, the nucleus of interest in the present work, has more neutrons than protons, so it can-

not be broken down into constituentα particles. Instead, in a clustering view, it consists of three

α particles with two valence neutrons. From the beginning of cluster studies [6], it has been

proposed that these non-α nuclei form clusters by making “nuclear molecules” in analogy to

more familiar atomic molecules. In this case, the α particles covalently exchange the valence

neutrons compared to atoms in molecules sharing valence electrons.[8]

Research into cluster structures focuses in two areas: their structure and their decay prop-

erties. Structure in this case refers to how the clusters are arranged. Examples of these arrange-

ments are shown in Fig. 1.5. Structures include: linear chains, acute triangles, bent arms with

obtuse angles, or simple condensates without a well-defined structure.

Because their structure is dominated by α particles, cluster states typically decay by alpha-

7



Figure 1.5: Example Arrangements of Clusters in 12C Cartoon showing the different ways that
three clusters could arrange themselves in a nucleus. Lines, bent lines, triangles, and conden-
sates are all possibilities. These shapes and many others are discussed in [8].

emission. In a state with multiple clusters, a question can be asked about whether the α par-

ticles are emitted one at a time or simultaneously. These options are referred to as “sequen-

tial” and “democratic” decay, respectively. The frequency of the different modes can give in-

sight about the structure of the nucleus. A recent experiment [12] used the 7-α decay of 28Si to

suggest toroidal resonances.

1.3 Previous Work

1.3.1 Hoyle State

The Hoyle state was predicted by Fred Hoyle in 1954. [7] It is an excited, spin-0 state of 12C. It

is required to exist in order to understand the nucleosynthesis of carbon in red giant stars, the

amount of carbon in the solar system, and thus the existence of life as we know it.

The structure of the Hoyle state has been proposed to be a bent-arm shape via ab initio cal-

culations [13], but this has yet to be confirmed experimentally. Many experiments have tried

to access this structure by studying the decay properties of the state [14, 15]. Democratic de-

8



cay is significantly less likely than sequential decay due to the difficulty of several alpha par-

ticles simultaneous tunneling through the Coulomb barrier. The experimental upper limit on

the democratic decay of the state is 0.043% of all decays. [15] The theoretical estimation of the

democratic contribution [16] is currently at least a factor of 10 below that of experiment.

1.3.2 Carbon-14

Unlike the Hoyle state, 14C is not an α-nucleus. It consists of three α particles plus two valence

neutrons. Using this nucleus, we can study the evolution of cluster structure and decay patterns

in more neutron-rich nuclei.

The current work builds most directly off the work of Fritsch, et al. [17]. That experiment

studied elastic scattering of 10Be on α in a time projection chamber. Several negative parity

states were found as well as a 2+ and 4+ state which were proposed to be part of a linear

chain rotational band. These states were at excitation energies of 3.0 MeV and 7.0 MeV above

the 10Be+α threshold, respectively. This suggests that there should be a 0+ state to accompany

these two states. The evidence for this state would more firmly establish the characteristics of

the rotational band.

The work of Freer, et al. [18] was, again, 10Be on α scattering with the detection system

consisting of a series of silicon detectors arranged as shown in Fig. 1.6. This experiment found

the 4+ and 6+ at 6.21 and 8.79 MeV which have since been assigned to the same rotational band.

At the time when the experiments in this work were completed, there was a clear motivation

for an experiment aimed explicitly at finding the 0+ as the band head of the rotational band. An

additional motivation was the fact that no experiment had been done that studied the three-

body decay of 14C. These were the primary goals of the experiments in this work. Based on the

energy of the 2+ and 4+ states, the energy of the 0+ can be predicted. In a rotational band, the

energy of the state is proportional to J (J +1). Thus, based on the Fritsch data [17], the energy of

the 0+ should be at 1.2 MeV, while based on the Freer data [18] it should be at 3.87 MeV. A linear

fit with all four points places the 0+ at 2.8 MeV.
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Figure 1.6: Experimental Setup of [18] All detectors shown are silicon detectors arranged in
either a “telescope”or “lampshade” shape. The 10Be beam was scattered off 4He gas. Figure from
[18].

The experimental landscape has changed somewhat since that time. Yamaguchi, et al. [19]

tentatively located the looked-for 0+ state (at 3.06 MeV) in addition to re-measuring the same

2+ and 4+. This experiment was another inverse-kinematic scattering experiment, with outgo-

ing particles detected at 0◦ and 9◦ from the beam axis. A summary of the experimentally known

linear chain rotational states (as well as some theory more deeply discussed in Chapter 2) is

shown in Fig. 1.7.

The detailed decay properties are still unknown, and nothing has been experimentally mea-

sured of the second predicted rotational band. These are both accessible from the experiments

performed in this work.

Many other non-linear chain states have also been predicted or measured in the experimen-

tal energy range. Von Oertzen, et al. [21] measured states using a variety of different transfer

reactions and a magnetic spectrograph. That work measured many states, most of which were

below the 10Be+α threshold. Of those above threshold, some were tentatively assigned to lin-

ear chain bands and triangular bands, and several other high-energy states in the range of the

10



Figure 1.7: Summary of Linear Chain Cluster States Linear chain cluster states known so far in
two different rotational bands. The round, colored points are experimentally measured cluster
states, while the boxes represent the theory discussed in Chapter 2. The y-axis is in terms of
energy above the 10Be+α threshold. The work in this thesis covers from energy 0 to 11 in these
units. The x-axis is jittered slightly to aid in seeing all points – all measurements are at whole-
number spin values. Figure adapted from [20].

present work were ambiguously attributed. The shapes that they considered for known struc-

tures are shown in Fig. 1.8

The previously-cited works of Fritsch [17], Freer [18], and Yamaguchi [19] also measure other

states. A full account of experimentally-known states is shown in Table 1.1.

With all of this previous work in mind, the goals of the experiments in this work were to

measure: the 0+ band-head of the low-energy linear chain rotational band, states from the high-

energy rotational band, any other high-energy cluster states, and the probabilities of various

three-body decay modes.
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Figure 1.8: Linear and Triangular Clusters The four shapes identified by Von Oertzen, et al. [21]
in 14C. Both X and Y are linear chain structures. The figure labeled X is rotationally symmetric
and has positive parity, while Y is asymmetric and has a parity doublet. The figures labeled Z
are triangular shapes with the two neutrons evenly distributed over the three alpha particles,
represented as three neutrons with dashed borders. Z(a) has a minimum of neutrons at the
center, making the spin-parity 3−, while Z(b) has a maximum at the center meaning the spin-
parity is 0+. Figure from [21].

Fritsch, et al. [17] Freer, et al. [18] Yamaguchi, et al. [19] Von Oertzen, et al. [21]
Energy (MeV) Jπ Energy (MeV) Jπ Energy (MeV) Jπ Energy (MeV) Jπ

3.0 2+ 5.29 3− 2.20 (2+) 0.47 3−
4.7 3− 5.98 2+ 2.49 1− 2.66 6+
5.6 5− 6.21 4+ 3.06 0+ 2.86 5−
6.5 (7−) 6.82 5− 4.21 2+ 3.18 5−
7.0 4+ 7.68 5− 4.36 (4+) 4.42 6+
7.9 5− 8.79 6+ 4.92 (2+) 6.03 (7−)
8.7 5− 5.24 (1−)

6.01 (3−)
6.62 5−
6.86 4+

Table 1.1: Experimentally Known States States within experimental energy range of the present
work that have been measured by four different experiments with a variety of experimental
methods. Energy and spin/parity are given for each state measured. Energy is given in terms of
energy above the 10Be+α threshold. The spins and parities are those reported in the cited work.
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CHAPTER 2

THEORY

Many theoretical approaches combine to aid in the interpretation of the data gathered in this

experiment. The two most relevant for the analysis of two body decays are Antisymmetrized

Molecular Dynamics for structure and R-Matrix Theory for reaction properties. Additional the-

ories will be discussed in this chapter to bring together a full theoretical picture.

2.1 Antisymmetrized Molecular Dynamics

The theory that is most relevant to this work is Antisymmetrized Molecular Dynamics, or

AMD. [22] AMD predicts molecule-like structures in the nucleus, similarly to how the shell

model predicts atom-like structures.

In AMD as formulated by Suhara and Kanada-En’yo, the basic wavefunction of an A-nucleon

system is given as

|Φ〉 = 1p
A!

det{|ϕ1〉 , ..., |ϕA〉} (2.1)

which is a Slater determinant of |ϕi 〉s, which have a spatial Gaussian (centered on Zi/
p
ν part

plus spin and isospin, e.g.

|ϕi 〉 = |φi 〉 |χi 〉 |τi 〉 , (2.2)

〈r|φi 〉 =
(

2ν

π

)3
4

exp

[
−ν

(
r− Zip

ν

)2
+ 1

2
Z2

i

]
, (2.3)

|χi 〉 = ξi↑ |↑〉+ξi↓ |↓〉 , (2.4)

and
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|τi 〉 = |p〉or |n〉 . (2.5)

In a given |Φ〉, the wavepacket is centered at Z with width ν. The ξ are the probability am-

plitudes of each spin orientation. All of these are variational parameters that are determined by

energy optimization.

Next, the wavefunctions are projected on to parity eigenstates,

|Φ±〉 = P̂± |Φ〉 (2.6)

where

P̂± ≡ 1± P̂

2
(2.7)

for the parity operator P̂ .

The resultant wavefunction is |Φ±(β0,γ0)〉 for each set of parameters. Then, the wavefunc-

tions are projected on to the total angular momentum eigenstates using the angular momen-

tum projection operator,

P̂ J
MK ≡ 2J +1

8π2

∫
D J∗

MK (Ω)R̂(Ω)dΩ (2.8)

using Wigner’s D function and the rotation operator R̂.

This projection is critical for the results of this calculation. For an example see Fig. 2.1. They

show that the minimum of the energy surface for all positive parity states is at (βcosγ,βsinγ) =
(0,0), which corresponds to a shell–model-like sphere, but after projection the minimum for

0+ is at (βcosγ,βsinγ) = (0.23,0.04) which is triaxially deformed. This holds similarly for neg-

ative parity states shown in Fig. 2.2. The minimum point for the combined wavefunction is

(βcosγ,βsinγ) = (0.04,0.08) which is nearly spherical while the minimum point for a 3− state

is at (βcosγ,βsinγ) = (0.2,0.09) which has a triaxial deformation.
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Figure 2.1: Positive Parity Energy Surfaces Plots showing the energy as a function of β and γ

for (in the top panel) the positive-parity wavefunctions before projection, and the 0+ wavefunc-
tions. Figure from [22].
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Figure 2.2: Negative Parity Energy Surfaces Plots showing the energy as a function of β and
γ for (in the top panel) the negative-parity wavefunctions before projection, and the 3− wave-
functions. Figure from [22].
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The calculation used to predict 14C states wasβ−γ constrained AMD meaning that the vari-

ation was carried out with variationally constrainedβ and γwhich are related to the quadrupole

deformation of the nucleus and defined in the following way:

βcosγ≡
p

5π

3

2〈ẑ2〉−〈x̂2〉−〈ŷ2〉
R2

, (2.9)

βsinγ≡
√

5π

3

〈x̂2〉−〈ŷ2〉
R2

, (2.10)

and

R2 ≡ 5

3

(
〈x̂2〉+〈ŷ2〉+〈ẑ2〉

)
, (2.11)

where the principal axes, x̂, ŷ , and ẑ, are chosen such that 〈ŷ2〉 ≤ 〈x̂2〉 ≤ 〈ẑ2〉 and 〈x̂ ŷ〉 = 〈ŷ ẑ〉 =
〈ẑ x̂〉 = 0.

The constraint potential used was

Vconst ≡η1

[
(βcosγ−β0 cosγ0)2 + (βsinγ−β0 sinγ0)2

]
+

η2

[(〈x̂ ŷ〉
R2

)2
+

(〈ŷ ẑ〉
R2

)2
+

(〈ẑ x̂〉
R2

)2] (2.12)

for parameters (β0,γ0) constrained such that η1 and η2 are sufficiently large. This makes the

total energy to be minimized

E = 〈Φ±|Ĥ |Φ±〉
〈Φ±|Φ±〉 +Vconst. (2.13)

The Hamiltonian used has a kinetic term with an effective two body interaction given by the

Volkov No. 2 interaction, the spin-orbit interaction, and the Coulomb interaction. (See [22] for

details.)

The final wavefunctions are superpositions of these projected wavefunctions via

|Φ±
n 〉

∑
K

∑
i

fn(βi ,γi ,K )P̂ J
MK |Φ±(β0,γ0)〉 (2.14)
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Positive Parity Negative Parity
(a)-(f) βcosγ βsinγ βcosγ βsinγ

(a) 0.00 0.00 0.08 0.04
(b) 0.23 0.04 0.20 0.09
(c) 0.45 0.17 0.25 0.35
(d) 0.25 0.35 0.60 0.17
(e) 0.78 0.22 0.93 0.04
(f) 0.93 0.04

Table 2.1:β andγValues The letters in the first column correspond to the key letters in Figs. 2.3
and 2.4. These β and γ values correspond to the different shapes as shown.

where the fn are solutions to the Hill-Wheeler equation, which is given by [22] as

δ
(〈
ΦJ± ∣∣∣ Ĥ

∣∣∣ΦJ±〉
−En

〈
ΦJ± ∣∣∣ΦJ±〉)

= 0. (2.15)

Historically [23], this equation was rendered as an integral equation that makes the f more

apparent ∫ ∞

0

[
H(s′, s)−E N (s′, s)

]
f s2d s = 0 (2.16)

where Hl (s′, s) is the matrix element of the Hamiltonian between two stateΦl (s′) andΦl (s) with

different parameters, s′ and s, and Nl is the overlap matrix between these same two states.

This theory does not presume the existence of clusters. In fact, part of the utility of the theory

is that it reveals both shell-type and cluster-type states.

The particle density found for the different wavefunctions is shown in Figs. 2.3 and 2.4 with

the β and γ values shown in Table 2.1. These wavefunctions have a variety of forms, from shell–

model-like spheres, to clustered triangles and lines. Specific Jπ values have energies shown in

Fig. 2.5.

This was the first paper to predict a linear chain structure in 14C. This structure was then

suggested experimentally by [17] and others. This lead to further AMD calculations [20] to un-

derstand the linear chain predictions and data.

These more recent calculations by Baba and Kimura [20] use the Gogny D1S interaction as

the effective two-body Hamiltonian, but otherwise the initial method is very similar to that of
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Figure 2.3: Positive Parity AMD Wavefunctions for 14C Each grouping of three pictures (labeled
a-f) has a different value of β and γ as shown in Table 2.1. The first column of every grouping
is the proton density, the second column is the neutron density, and the third is the difference
between them — where the excess neutrons lie. Each box is 10 fm on each side. Images from
[22].
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Figure 2.4: Negative Parity AMD Wavefunctions for 14C Each grouping of three pictures (a-e)
has a different value of β and γ as shown in Table 2.1. The first column of every grouping is
the proton density, the second column is the neutron density, and the third is the difference
between them — where the excess neutrons lie. Each box is 10 fm on each side. Images from
[22].
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Figure 2.5: AMD Energy Levels The experimental and theoretical energy levels where the theory
levels are those calculated by [22]. The left and right images show the positive and negative
parity states, respectively. Note the energy scale is different than most in this thesis; here it is the
total binding energy of the nucleus, whereas in most of this thesis, the energy scale is shifted to
have zero at the 10Be+α threshold. Figure from [22].

Suhara and Kanada-En‘yo [22]. This calculation then proceeds to calculate the widths of two

different decays: α+ 10Be and 6He+ 8Be. In this section, the intrinsic wavefunction for the Be

cluster is found from a single AMD Slater determinant. The intrinsic wavefunction for the He

clusters is given by harmonic oscillator states represented as a sum of infinitesimally shifted

Gaussian wavepackets. These clusters are separated by a variational inter-cluster distance.

They obtain clear linear chain structures of α particles with valence neutrons. Two different

rotational band structures are determined in this method, the σ-bond and the π-bond bands.

The difference between these is best seen in Fig. 2.6. In theπ-bond, there is a more clear 10Be+α
shape, while in the σ bond, the valence neutrons are more evenly distributed over the whole

nucleus. As shown, σ-bonded states can only have positive parity, while the π-bond can have

either positive or negative parity. This terminology is borrowed from that of covalent chemical

bonds.

Based on their calculations, they assign the then-known experimental levels to the π-bond

linear chain band, which is the lower energy band shown in Fig. 1.7.

The widths calculated by Baba and Kimura are tabulated in [24]. These widths are the partial

widths of the α decay of 14C in a specific excited state. This partial decay width γ is related to
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Figure 2.6: π and σ bonds (a) is the π bond and (b) is the σ bond. The contours show the pro-
ton density distribution, while the color shows single-particle orbit of the most weakly bound
neutron. These can be compared with the shapes from Fig. 1.8. Figure from [20].

the width of the excited state Γ by the relation

Γ= 2Pl (a)γ2 (2.17)

where Pl is the penetration faction defined as

Pl =
ka

F 2
l (ka)−G2

l (ka)
(2.18)

where k is related to the reduced mass and Q-value of the decay by

k =
√

2µEQ

~
(2.19)

and the Fl and Gl are the regular and irregular Coulomb functions.

2.2 Ab initio Calculations

The phrase ab initio comes from the Latin meaning “from the beginning”. Calculations that

are considered ab initio are done based on known nucleon-nucleon interactions. Then the

many-body problem is solved exactly using these potentials, instead of assuming an approx-

imate form for the wavefunction. For example, the AMD calculations in the previous section

presumed Gaussian wavefunctions, so they are not considered ab initio.
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The no-core shell model is an example of an ab initio theory. In the traditional shell model,

the nucleus is presumed to exist in the nuclear mean field given by the Woods-Saxon potential.

The particles are non-interacting and occupy single-particle energy levels that separate into

“magic number” shell closures similar to electron shells of chemistry. In this model, nucleons

occupying states below the highest shell closure are considered a core and states occupying the

valence states are allowed to excite to form other states. [25] The shell model requires phe-

nomenological interactions. With the advance of supercomputers and appropriate iteration

methods, only considering valence nucleons is no longer strictly required in systems that are

sufficiently light. The no-core shell model considers all nucleons as interacting with all other

nucleons in the system using two-, three-, and sometimes even four-body interaction terms.

These interactions define the Hamiltonian to solve the Schrödinger equation, and are used to

find energy the levels.

The calculation [5] done to determine the origin of the anomalous long-lifetime of the

ground state of 14C was a no-core shell model calculation using the two-body interaction alone

as well as the combined two- and three-body interactions as defined by chiral perturbation

theory. A description of chiral perturbation theory is outside the scope of this thesis. The

interaction was calculated to next-to-next-to-next-to leading order (N3LO). With only the

two-body force included, the strength of the relevant decay (allowed Gamow-Teller β decay) is

too large which causes the lifetime to be under-estimated. By including the three-body force,

the strength is reduced and the lifetime obtained is more in line with experimental predictions.

The reduction is most evident in the p-shell, where the reduction of the positive contribution

is at least one order of magnitude. However, in higher-lying shells, the negative contribution is

also enhanced, as shown in Fig. 2.7. The calculation was performed with two parameter sets

which represent a fine-tuning of the calculation. Based on this result, the long lifetime can be

attributed to the cancellation between nuclear two-body and three-body force.
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Figure 2.7: Gamow-Teller Strengths Calculation with only the two-body interaction, and with
a three-body interaction with two different parameter sets (the different CD indicated). The
upper panel shows the strength inside a given shell while the lower panel gives the running sum.
The anomalous long lifetime corresponds to |MGT | ' 2× 10−3. A small value is only possible
with cancellation between the two- and three-body forces. Figure from [5].

2.3 R-Matrix Reaction Theory

Nuclear two-body reactions take the form

A+B →C +D, (2.20)

where A is nucleus incident on nucleus B , and two nuclei exit the reaction, C and D . This same

reaction be represented equivalently as

B(A,C )D. (2.21)

A special case of this kind of reaction is

A+B → A+B , (2.22)
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which is called “elastic scattering”. In this kind of reaction, momentum and kinetic energy are

conserved over the reaction. In “inelastic scattering”,

A+B → A∗+B , (2.23)

one of the particles leaves in an excited state, represented in the equation by the ∗. Since this en-

ergy is used to excite the nucleus, kinetic energy is no longer conserved. Relativistically speak-

ing, four-momentum is conserved, as always. In “resonant” scattering, a compound nucleus of

A +B is briefly formed before re-decaying into its component parts. Resonant scattering can

be either elastic, by decaying in to A +B , or inelastic, by decaying in to A∗ +B . Other decay

channels could also be available to the resonance, depending on their thresholds energies. The

lifetime of the compound state, referred to as a “resonance” is related to the width of the state

via the uncertainty relation:

∆E∆t ∼ ~. (2.24)

The theoretical approach to scattering attempts to find the wavefunctions and energies of

the particles as they move through the reaction. In the center of mass frame, the wavefunctions

and energies of a spin-zero, structure-less nucleus are solutions to the one-dimensional radial

Schrödinger equation

[
−~2

2µ

(
d2

dR2
− L(L+1)

R2

)
+V (R)−E

]
χL(R) = 0, (2.25)

the derivation of which can be found in any elementary quantum mechanics text book.

The V of this equation is the is the sum VC +Vn where VC is the Coulomb force and Vn

nuclear force. The nuclear force does not have a well-defined closed form like gravity or elec-

tromagnetism. Interactions between different nuclei are a smeared-out sum of interactions be-

tween individual nucleons. This sum is typically represented by a Woods-Saxon shape which is

generically given by

Vn(r ) =− Vr

1+exp
(

r−Rr
ar

) . (2.26)
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Figure 2.8: Example Woods-Saxon Corresponds to Equation 2.26.

This corresponds to an attractive well that looks similar to a flat-bottomed harmonic oscillator

(shown in Fig. 2.8) where Vr is the depth of the well, ar is the diffuseness of the well, and Rr

is the size of the nuclear system. In practice, many channels may be open that would need

a description by a large number of coupled equations. This is approximated by an imaginary

potential that globally accounts for the absorbed flux. This term,

Wn(r ) =− iWr

1+exp
(

r−Rr
ar

) . (2.27)

is similar to the Vn(r ) except that Wn(r ) is imaginary. This imaginary term physically corre-

sponds to any nuclear interaction that is not elastic scattering. This includes inelastic scatter-

ing and any other reactions that could take place, like fusion or nucleon knockout. There are

other terms that must often be added to these models such as surface interaction terms and,

for non-spin-zero nuclei, spin-orbit potentials. All of these terms, together, are referred to as

an “optical model”. They are referred to this way by analogy with light refracting and being ab-

sorbed in a cloudy medium. The optical models are phenomenological models that are fitted

to elastic scattering data in order to find values of Vr , ar , Rr , and Wr . These values vary based

on parameters of the experiment like mass and energy of the nuclei involved. Typical values are

shown in Table 2.2.[26]

The precise optical models used in analyzing the experiments in this work will be discussed

in Chapter 4. For now, their primary importance is to solve Equation 2.25.
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Parameter Typical Value Units
Vr 40-50 MeV
ar 0.6 fm
Rr 1.2A1/3 fm
Wr 10-20 MeV

Table 2.2: Typical Optical Model Parameters Typical parameters as compiled by [26].

The R-Matrix method of solving this equation was proposed by Wigner and Eisenbud [27]

and popularized by Lane and Thomas [28]. This section follows the pedagogical outline of [26]

and [29]. In this method, the solution to this equation is found by a basis expansion of wave-

functions inside of a “channel radius” a (this a is unrelated to the ar of the optical model).

Outside of this channel radius, only the Coulomb force is considered which gives known solu-

tions and can be matched at the channel radius. Let the wi represent the elements of the basis

set of wavefunctions inside the channel radius for a single-channel reaction. Then, there is a

parameter β such that

β≡
w ′

i (R)

wi (R)

∣∣∣∣∣
R=a

(2.28)

and wi (0) = 0. That is to say that the logarithmic derivative of the basis is fixed at the channel

radius. This fixed logarithmic derivative is what allows us to declare that the wi are an orthonor-

mal basis, however it also causes some challenges as shown below.

Because the wi form a basis, the χ solution can be represented as

χ(R) =
N∑

i=1
Ai wi (R). (2.29)

For unknown parameters Ai . The typical method for solving an equation like this is to set the

logarithmic derivative of each side equal to each other to find the Ai . This is not possible in

this case because of the fixed logarithmic derivative. Relatedly, the sum in Equation 2.29 is only

convergent on the total wavefunction, not the derivative. The way the Ai can be determined is

by using both a particular wn with energy εn in 2.25 as well as χwith energy E in Equation 2.25,

multiplying the two equations, and subtracting the opposite product. Recall that wavefunctions
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do not generally commute. This operation gives

− ~2

2µ

[
χ(a)w ′

n(a)−wn(a)χ′(a)
]+ (E −εn)An = 0. (2.30)

Solving for An yields

An = ~2

2µ

wn(a)

εn −E

[
χ′(a)−βχ(a)

]
. (2.31)

Using this in the definition of the basis expansion of χ (Equation 2.29) yields

χ(a)

χ′(a)−βχ(a)
=

N∑
i=1

~2

2µ

wi (a)2

εi −E
. (2.32)

The generalized R matrix is then defined as

R ≡ 1

a

χ(R)

χ′(R)−βχ(R)
, (2.33)

which is related to the S matrix, and therefore the rest of the typical scattering variables by

S ≡ H−−aR(H ′−−βH−)

H+−aR(H ′+−βH+)
, (2.34)

where H are the irregular Coulomb functions.

The R matrix for the problem at hand, which would be applied to Equation 2.34 is

R =
N∑

i=1

~2

2µa

wi (a)2

εi −E
. (2.35)

For each i , we can define the “reduced width” γi as

γi =
√

~2

2µa
wi (a) (2.36)

such that the R-matrix takes on the simple form

R =
N∑

i=1

γ2
i

εi −E
. (2.37)

Finding the S matrix is considered solving the problem in a reaction theory context. The

S matrix has easy relationships between all other scattering variables including cross section.
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Cross section is an expression of the probability of a reaction occurring at a specific energy and

the particles exiting at a specific angle, measured in area units. Theoretically, it is given by

dσ

dΩ
(θ,φ) = 1

N∆Ω

Iout

Iin
(2.38)

whereΩ is the solid angle of the detector, N is the areal density of the target particles, Iout is the

number of particles that scatter, and Iin is the number of incident particles. The experimental

considerations for calculating these values are discussed in Chapter 4.

Thus, by using the individual w along with their energies, but not their derivatives, all scat-

tering variables can be found.

If the scattering takes place into a well-defined resonance of the compound nucleus,

R = γ2
r

Er −E
(2.39)

where γr and Er are the true width and energy of the resonance. The observed width and energy

ER and ΓR are related to these quantities by

Γ2
R = γ2

r

1+γ2
r S′

l (Er )
(2.40)

and

ER = Er −γ2
r

Sl (Er )

1+γ2
1S′

l (E1)
(2.41)

where Sl is the shift factor for the resonance defined by the Coulomb functions and the channel

radius. See [29].

In the Lane and Thomas [28] formulation of R-Matrix theory, the cross section is related to

the “collision matrix”, U. This matrix is defined as the amplitude of the outgoing waves resulting

from a unit flux of incoming waves. The collision matrix is found both inside and outside of the

channel radius, which in this work is defined to be

a = rc (A1/2
1 + A1/2

2 ) (2.42)
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where rc is between 1.4 and 1.5 femtometers. The Schrödinger equation is solved similarly to

above. The wavefunctions for the outer region are represented as a sum of incoming and outgo-

ing waves, Il and Ol . Ll is the logarithmic derivative of the Ol , and L∗
l the logarithmic derivative

of the Il . In terms of the R-matrix, defined the same as above, the collision matrix is defined as

Ul =
Il

Ol

1−L∗
l Rl

1−Ll Rl
. (2.43)

Using the Breit-Wigner approximation, which ignores off diagonal terms, the elements of U are

Ucc′ =
√

U 0
ccU 0

c′c′

[
δcc′ +

i
√
Γc (E)Γc′(E)

Er −E − i
2Γ(E)

]
(2.44)

where c and c ′ are the incoming and outgoing channels, Γc and Γc′ are the partial widths, Er

is the resonance energy and Γ(E) is the elastic width. U 0
cc and U 0

c′c′ are the elements of the U

matrices that describe the non-resonant scattering in channels c and c ′ respectively.

This can then be used to find the cross section

dσ

dΩ
= 1

(2I1 +1)(2I2 +1)

∑
M1M2

∑
M ′

1M ′
2

∣∣∣∣ fC (Ω)δM ′
1M1

δM ′
2M2

+ f
(cM1M2)

c′M ′
1M ′

2
(Ω)

∣∣∣∣2
(2.45)

where

f
(cM1M2)

c′M ′
1M ′

2
(Ω) =i

p
π

k

∑
JΠ

∑
I`

∑
I ′`′

p
2`+1ei (σ`+σ`′ ) (I1I2M1M2|I M)

× (I`M0|J M)
(
I ′1I ′2M ′

1M ′
2

∣∣I ′M ′)(I ′`′M ′M −M ′∣∣J M
)

×
(
δc′cδI ′Iδ`′`−U JΠ

c′I ′`′,cI`

)
Y M−M ′
`′ (Ω),

(2.46)

where the Ii are the spins of the two colliding particles, ` is the orbital angular momentum, J is

the total angular momentum, M is the projection of the total angular momentum, and Π is the

parity of the system.

For a spin-zero resonance in exactly one reaction channel and exactly one partial wave, this

complicated expression simplifies to the Breit-Wigner form given by

dσ

dΩ
(E ,θ) = (2L+1)2

4k2

Γ2

(E −E0)2 + 1
4Γ

2
P 2

L(cosθ), (2.47)
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where L is the orbital angular momentum, E0 is the energy of the resonance, Γ is the width of

the resonance, k is the wave number, and PL are the Legendre polynomials. This dependence

on the Legendre polynomials is used extensively in the analysis of the experiments in this thesis.

Since the scattering is between two spin-zero particles, the L is exactly equal to J , the total

angular momentum. Additionally, the parity follows the rule that π = (−1)L , so even-J states

always have positive parity and odd-J states always have negative parity.

2.4 Three-Body Theory

The structure and decay of three body states can be interpreted using the Gamow Coupled

Cluster method of Wang, et al. [30] In this method, the 14C nucleus is considered as a 6He core

with two valence α particles. These clusters (not just α clusters as in the rest of this thesis)

are the basic building blocks of the theory and do not themselves have structure or internal

interactions, similar to the basic assumptions of cluster theory in general. These three clusters

are governed by the Hamiltonian

Ĥ =
3∑

i=1

p̂2
i

2mi
+

3∑
i> j=1

Vi j (ri j )− T̂c.m., (2.48)

where Vi j is the interaction between the clusters i and j , including the central, spin-orbit, and

Coulomb forces; and T̂c.m. is the kinetic energy of the center of mass of the nucleus.

To ensure that Pauli exclusion is respected, an additional term is added to the Hamiltonian,

Q̂ =Λ∑
c
|φ jc mc 〉〈φ jc mc | , (2.49)

whereΛ is a constant and |φ jc mc 〉 is a Pauli-forbidden state.

To remove the center of mass motion, the Hamiltonian is expressed in the Jacobi coordinates

x =√
µi j (ri − r j ),

y =√
µ(i j )k

(
rk −

Ai ri + A j r j

Ai + A j

) (2.50)
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where ri is the position vector of the i th cluster, Ai is the mass number of the i th particle and

the µ are the reduced masses defined as,

µi j =
Ai A j

Ai + A j
,

µ(i j )k =
(Ai + A j )Ak

Ai + A j + Ak
.

(2.51)

The Jacobi coordinates can represent two different systems, denoted “T” and “Y”, as shown

in Fig. 2.9. To move between these two types of coordinates, the hyperspherical coordinates and

hyperspherical harmonics are used. These are represented by the hyperradius ρ and the five-

dimensional hyperangle Ω5. In terms of these hypercoordinates, the total wavefunction of the

nucleus is given by

ΨJ Mπ(ρ,Ω5) = ρ−5/2 ∑
γK
ψJπ
γK (ρ)Y Jπ

γK (Ω5), (2.52)

where K is the hyperradial quantum number, γ represents the rest of the quantum numbers

(spin and orbital angular momentum), ψ is the hyperradial wavefunction and Y is the hyper-

spherical harmonic.

This creates a complicated, hyperspherical version of the radial Schrödinger equation which

can be solved to give both bound states and decaying resonant states. For these states, the decay

width and density of valence clusters are calculated, as well as the inter-cluster distance. The

valence cluster density is given by

ρnn′(r,r ′,θ) = 〈Ψ|δ(r1 − r )δ(r2 − r ′)δ(θ12 −θ|Ψ〉 (2.53)

where r1, r2, and θ12 are defined as in Fig. 2.9. This ρ can then be integrated over all radii to find

the angular density of the valence clusters.

For 14C, several 5− states were calculated in the range of this work with cluster-like widths.

Their inter-cluster distance distributions as well as valence angular distributions are shown in

Figs. 2.10 and 2.11. The first state calculated is below the two-alpha decay threshold and has

a triangular shape. The other states exist in a superposition of structures that is triangular or
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Figure 2.9: Jacobi T and Y Coordinates Based on the definition of the Jacobi coordinates in
Equation 2.50, there are two different basis sets, the “T” and “Y” sets shown here. These are
named because the x and y vectors trace paths that look similar to those letters. Figure from
[30].

chain-like. The valence angular distributions contain information both about the structure and

decay channels. The peak at low angles in Fig. 2.11(b) indicates that there is a strong contribu-

tion of sequential decay. For the higher-lying states, there is no similar peak so either a demo-

cratic or sequential pattern is possible.
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Figure 2.10: Intercluster Distances Four 5− states as calculated by S.M. Wang in the experimen-
tal range. States have either chain-like or triangular shapes, as indicated. Excitation energies
correspond to those in Fig. 2.11. Figure from [31].
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Figure 2.11: Angular Distributions Four 5− states as calculated by S.M. Wang in the experimen-
tal range. Figure b indicates a strong sequential decay channel. Excitation energies correspond
to those in Fig. 2.10. Figure from [31].
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CHAPTER 3

EXPERIMENT

3.1 pAT-TPC

The Prototype Active Target Time Projection Chamber (pAT-TPC) [32] is the primary detec-

tor used in this work.

Externally, the detector is an stainless–steel-enclosed cylinder that is approximately 70 cm

long and 40 cm in diameter. Inside of this is a field cage made of G10 glass-reinforced epoxy

laminate that is 50 cm long and has an inner diameter of 25 cm. [32]

The field cage is filled with the combined target and tracking gas. In the experiments in this

work this active gas was a volumetric mixture of 90% He and 10% CO2 at 720 torr. The CO2

serves as a “quench” gas. This is to overcome problems inherent to electron multiplication in a

noble gas. If, instead of ionizing the He, the atom simply excites, a photon is released that can

subsequently interact with other atoms or the wall of the detector to cause spurious ionization

and subsequent discharge. Additionally, these photon-induced effects can have a negative ef-

fect on spatial resolution of the detector. The addition of a small amount of polyatomic quench

gas acts to reduce these effects by preferentially absorbing these photons. [1]

The beam entrance to this active volume is a 3.7µm (1.45µg/cm3) thick para-aramid foil of

2.5 cm diameter. This foil separates the gas in the field cage, which is held near one atmosphere

of pressure, from the high vacuum of the beam line.[32]

Near the beam entrance there is a cathode typically held at −40 kV. There is an anode at

the far side of the detector, and these are connected by aluminum equipotential rings that are

mounted both inside and outside of the field cage. Each ring is separated by a 2 MΩ resistor.

Together, these rings define a uniform electric field inside the detector. The last ring can have an

external voltage applied because the spacing between the rings and the anode is not the same

as the spacing between rings. This external voltage can be adjusted to ensure field uniformity.
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Figure 3.1: Electric Field Uniformity Electric field lines are shown in solid lines. Note their con-
stant spacing indicating a uniform field. Equipotential rings are shown at radii 13 and 15 cm,
and the cathode at 50 cm. Figure from [32].

This, in principle, results in an electric field non-uniformity of < 1%. A simulation showing this

uniformity (from [32]) is shown in Fig. 3.1.

In a gas with an electric field, positively charged ions move in the direction of the field, and

negatively charged ions move against it. This motion, along with the random thermal velocity

and collisions with gas particles results in a constant drift velocity v given by

v = µE

P
(3.1)

where µ is the “mobility” of the gas, E is the electric field, and P is the pressure. [1] The drift

velocities for electrons in the current work are 2.5 cm/µs.

As a charged particle moves through gas, it loses energy and eventually comes to rest by

electrical interactions with the atoms in the gas. This energy loss,
−dE

d x
, is not a constant for all

energies or masses. As the energy of the particle decreases,
−dE

d x
increases. For non relativistic
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particles,

−dE

d x
∝ M Z 2

E
∝ Z 2

v2
(3.2)

for the particle velocity v . This rise at low velocities creates a characteristic peak in energy loss

just before the particle come to rest is referred to as the “Bragg Peak”. [1] Energy losses for ions

are tabulated in the program SRIM. [33] This variational energy loss is important in the analysis

of the experiments in this work, especially since particles frequently stop inside the gas of the

active volume.

The active volume of the pAT-TPC is enclosed in a second, insulating volume that fills the

cylindrical shell between the field cage and the outside of the detector. This outer volume is typ-

ically filled with nitrogen. This volume serves to electrically insulate the outside of the detector

from the high voltage within. The field cage is susceptible to mechanical damage if the two vol-

umes have pressures that differ by too much. A 70µg/cm2 polypropylene foil is mounted on

a bypass between these two volumes. If the pressure differential is greater than approximately

0.1 atm, the foil will break and the pressures will equilibrate.

On the side of the detector opposite that of the beam entrance, there is a position detection

pad plane, the Micromegas, that is discussed in more detail in Section 3.1.1. The layout of the

detector is shown graphically in Fig. 3.2.

On the outside of the detector, on the same side as the Micromegas, is a flange containing

gas inlets and feedthroughs for electronics. This is shown in in Fig. 3.3.

An experiment in the pAT-TPC proceeds as follows (see Fig. 3.4). A beam particle enters the

gaseous volume and interacts with the target gas, inside of the active volume. After any reaction

occurs, a number of particles leave the interaction region. All charged particles involved in the

reaction, including the beam and any outgoing particles, ionize the gas as they travel through

it. These newly-freed electrons travel opposite the electric field to the end plane of the detector

where their position in x and y are recorded along with their time of arrival. This time is used,

along with the drift velocity of the target gas, to find the z coordinate of where the electron was

produced.
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Figure 3.2: Prototype Active Target Time Projection Chamber Schematic of the pAT-TPC show-
ing the various parts of the detector.

Figure 3.3: Photograph of Flange On the left are the two gas inlets, for the active and insulating
volumes (outlets are positioned elsewhere) flanking high voltage feedthroughs for powering
the Micromegas and last ring (see text). The long vertical slit is the connector where the GET
electronics attach to the detector.
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Figure 3.4: Operation of the pAT-TPC The two parts of this image are consecutive in time for
a single event. While the reaction is taking place, all of the involved particles are ionizing the
tracking gas. These electrons then drift to the other side of the detector where their properties
are recorded

The detector is referred to as an “active target” because the target and tracking media are

the same. This has the advantages of providing a thick target without losing energy resolution

as well as the ability to measure reactions at a variety of energies with a single beam energy. The

beam loses energy as it travels through the detector and can react at any energy starting at its

initially delivered energy down to zero. The detector is a “time projection chamber” because it

uses the time of the ionization electrons’ arrival in the position detection plane to project out

the third coordinate z coordinate. Thus, three-dimensional “tracks” showing the position of all

the charged particles in a reaction as they travel through the detector are produced.
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Figure 3.5: pAT-TPC and AT-TPC The pAT-TPC is on the left and the AT-TPC is on the right. Note
the differences in size and number of slots for mounting electronics.

This detector is the half-scale prototype of the Active Target Time Projection Chamber (AT-

TPC). The full-scale AT-TPC has additional improvements like a more granular position detec-

tion, the possibility of using a magnetic field, and the ability to tilt the detector on the beam

line. A photograph of both detectors is shown in Fig. 3.5. [34]

3.1.1 Micromegas

The Micromegas (short for Micro-Mesh Gaseous Structure) [35] is the device used to amplify

the ionization electrons and measure the x and y positions of the ionized electrons. The Mi-

cromegas consists of a micromesh of stainless steel with thickness 18µm woven together with a

pitch of 63µm placed approximately 100µm above a grounded, position-sensitive sensor plane.

This fine mesh is polarized at −350 V. This high negative voltage across a small gap creates a

large electric field compared to that in the rest of the detector. This sudden change of electric

field causes a multiplication of electrons in the gap by a factor of up to ∼ 10,000. These sec-

ondary electrons then arrive at the sensor plane which also serves as the anode for the detector’s

electrical system. This is shown in Fig. 3.6.

The sensor plane is divided into 256 sectors or “pads” that correspond to position. The pat-
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Figure 3.6: Micromegas Operations Figure not to scale. Electric field values are approximate
and can be adjusted based on voltage supplied to the various pieces of the detector.

tern on this particular plane is a circular backgammon pattern. This means that the circle is

first divided into quadrants, then rings, and then the individual rings are further divided into

rounded triangles. This is shown in Figs. 3.7 and 3.8. There are several reasons for this design.

First, the opposite quadrants can be used as triggers to collect two-body events. In order to

conserve energy and momentum in a two-body event, opposite quadrants must be activated.

The backgammon structure of interlaced triangles assists with the reconstruction of three-body

events. By using the charge division between consecutive triangles, e.g.

Q1 −Q2

Q1 +Q2
, (3.3)

the ϕ angle can be calculated for different tracks. The use of the backgammon Micromegas is

one major difference in operation between the experiment in the present document and the
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Figure 3.7: Backgammon Micromegas Full view of the Micromegas used in these experiments.

Q1

Q2

Figure 3.8: Backgammon Detail View Detailed view of how two rounded triangular pads come
together to form a single strip of the Micromegas. If a track, such as the black line, crosses the
pads, differing amounts of charge will be collected by each pad. Using the charge division be-
tween these pads, the ϕ angle can be determined.
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one in [17]. In that experiment, a simple ring structure was used, so three-body events were not

reconstructed.

3.1.2 Electronics

The pAT-TPC uses the General Electronics for Time Projection Chambers (GET) system which

was developed by an international collaboration. [36] The GET system is responsible for digi-

tizing and recording the full electronic trace from each pad. The first part of the GET system is

an Application Specific Integrated Circuit (ASIC) called the AGET (ASIC for GET). This chip am-

plifies and stores the signal from the Micromegas in an SCA. Additionally, the AGET delivers a

leading-edge discriminator signal (LED). Each AGET can handle up to 64 channels. Four AGETs

are mounted together on an AsAd (ASIC Support and Analog to Digital Conversion). The AsAd

provides a direct connection to the Micromegas for the AGET by attaching to the electronics

slots visible in photographs of the detector. The AsAd transmits the AGET signals to the rest of

the system whenever the AsAd receives a trigger signal. For the pAT-TPC, there is exactly one

AsAd, but the GET system is highly adaptable and can be used with many more. The digitized

signal passes from the AGET through the AsAd to the CoBo (Concentration Board). The CoBo is a

microTCA module that takes inputs from up to four AsAds and sends them to the storage disks

when the CoBo receives the trigger signal. The CoBo also calculates the multiplicity of LEDs,

which can, in turn, be used to create the trigger. The trigger for each experiment is discussed in

more detail in Chapter 4.

3.2 Beam Facility

The experiments presented here were performed at the Institute for Nuclear Astrophysics

(ISNAP) at the University of Notre Dame. A layout of ISNAP can be seen in Fig. 3.9. The primary

beam of 11B was formed by the Multi-Cathode Source of Negative Ions by Cesium Sputtering

(MC-SNICS) 11B+Ag ion source, accelerated by the FN Tandem Van de Graaff accelerator, and

separated by the TwinSol separator [37].
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Figure 3.9: Layout of ISNAP (1) is the FN Tandem Van de Graaff Accelerator. (2) is TwinSol. (3)
is where the pAT-TPC is placed during an experiment.

3.2.1 Tandem Accelerator

When an ion is extracted from the ion source it has charge state −1 and very low energy. The

accelerator used at in these experiments is the FN Tandem Van de Graaff accelerator. At the

mid point of the accelerator there is a positive voltage of up to 8 MV. This attracts the negatively

charged ions, representing the first acceleration process. When the ions arrive at this mid point,

they pass through a stripper foil of 3µg/cm2 carbon. This foil removes electrons from the ion.

The ions, now positively charged, accelerate away from the midpoint of the accelerator due to

its high, positive voltage. At the end of the accelerator, the beam passes through a 90 degree

dipole magnet that selects the final charge state and directs it to the target in a beam line.

The 11B beam is incident on 13C foils creating a secondary beam of 10Be with contaminants.

This beam enters to the TwinSol separator for focusing into the pAT-TPC.
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3.2.2 TwinSol

TwinSol is a twin superconducting solenoid magnet low-energy radioactive nuclear beam ap-

paratus [37]. The magnet is a 6 T magnet consisting of two solenoid apertures through which

the beam is focused into the experimental area.

3.3 Experimental Setup

The experiment was performed two entirely independent times with similar, but not identi-

cal parameters. In both cases, the beam began as a primary beam of 11B which was accelerated

through the tandem accelerator to be incident on 13C foils. The remnants of this reaction were

separated by TwinSol to give a beam of 10Be. The main difference between the experimental

runs was the energy of the beam as it enters the pAT-TPC. The “low-energy” experiment had

beam incident at 20 MeV total lab energy, and the “high-energy” experiment had beam inci-

dent at 38 MeV total lab energy. These delineations are used in the rest of the thesis.

In the case of the high-energy experiment, before the beam entered the pAT-TPC, it went

through a micro-channel plate detector (MCP) which gave a timing to the events. An MCP is an

electron-multiplication device that gives a fast signal when charged particles interact with it. A

photograph showing the experimental setup is shown in Fig. 3.10.

The low-energy experiment was triggered by using the multiplicity of the Micromegas. If

the total number of pads hit in the event exceeded a threshold, then the event was recorded. In

order to prevent too many triggers from unreacted beam particles, pads very close to the center

of the detector were excluded from this multiplicity trigger.

The high-energy experiment was triggered based on a fixed-width coincidence window be-

ing opened when the beam passed the MCP. The width of the window was based on the drift

velocity of the gas. When the window closes, if there has been signal on the Micromegas later

than the initial beam particle, then the event is recorded. The transmission between the MCP

and pAT-TPC is approximately 8%.
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Figure 3.10: Experiment Setup The pAT-TPC is set up at the end of the ISNAP beam line. The
pressure gauge is visible above the detector. The MCP is placed in the cross upstream of the de-
tector. In the left of the photograph the two gas handling systems, for the He-CO2 and Nitrogen,
are visible.
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CHAPTER 4

ANALYSIS AND RESULTS

All data analysis for these projects was completed in the ATTPCROOT framework written by

Yassid Ayyad.1 This is an analysis and simulation framework based on FairRoot [38] specifically

for the AT-TPC and pAT-TPC.

The electronics output of the pAT-TPC is a series of electronic traces for each pad. These

traces record amplitude of charge collected over time for each event. Each event consists of

512 synchronized time buckets for all 256 pads. In the low-energy experiment, the time buck-

ets were written at a rate of 25 MHz and in the high energy experiment they were written at

12.5 MHz. This means that the widths of these time buckets were 80 ns and 40 ns respectively.

To find out if there was a signal recorded in a given pad, a pulse shape analysis was performed.

In events with a signal, the peak of that signal is related to the arrival time of the electrons, which

is the time necessary for the electron to drift from its ionization point to the electron amplifier.

To find this peak location, first the baseline of the pad is subtracted and an amplitude threshold

applied. This ensures that electronic noise peaks will not be identified as the true peak. Then,

the location of the maximum of the remaining trace is found. To improve the location of this

peak beyond the granularity of a time bucket, a “center of gravity” approach was used. Let the

time bucket of the maximum be M , then the corrected maximum, MC , is given by

MC =

M+5∑
k=M−5

(k A(k))

M+5∑
k=M−5

A(k)

(4.1)

where A is the amplitude in a certain time bucket. Then, using the width of the time bucket and

the drift velocity of the gas, the z coordinate of the hit is determined from this center of gravity.

The x and y coordinates are assumed to be the center of the pad that was hit, meaning that

1Available at https://github.com/ATTPC/ATTPCROOTv2/.
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all hits are assumed to be at a 45◦ angle in ϕ, in the middle of the quadrant. The backgammon

shape of the Micromegas can be used to get the true ϕ angle of a complete track, if a better

precision is necessary.

After this, each event is characterized by of a series of points in x, y , and z called a “hit

pattern”. In order to extract physics variables like scattering angle and energy, these points must

be reconstructed into lines and interpreted based on the experimental parameters.

4.1 Two-Body Events at Low Energy

4.1.1 Reconstruction

The experiment run at 20 MeV was reconstructed using the Hough transformation method. This

is a robust line-finding algorithm that works by transforming points into lines and back again.

The analysis of a potential track starts as a series of points in two-dimensional coordinate

space. The coordinates are r , the radius of the center of the pad in the Micromegas that was hit

along with z, the coordinate along the beam axis of the same hit. There are many lines that could

describe any one point, each with a different slope and y-intercept. For example, the point (1,1)

is on the line y = x, y = 0.5x +0.5, and infinitely many other lines. The slopes and intercepts of

these lines can be plotted against each other to make a line in the “Hough space”. Transform-

ing from coordinate space to Hough space is called the “Hough transform”. The linear Hough

space is in slope-intercept space, not in coordinate space. Every point in coordinate space cor-

responds to a line in Hough space. These Hough lines intersect at the slope and intercept corre-

sponding to the line that describes all points. Even if not all points exactly fall in a straight line,

a the majority that are related to a common straight line will. Because of this, the Hough trans-

form is a robust procedure to find incomplete or otherwise imperfect lines. [39] This is a useful

aspect of the Hough transform for this experiment. Many tracks had bent areas due to electric

field non-uniformity, which did not get in the way of reconstruction because of the robustness

of the Hough transform.

In order to prevent infinite slopes, instead of using the typical y = mx +b form of a line and
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(a)

(b)

(c)

Figure 4.1: Hough Space Example (a) displays the points that constitute the track in coordinate
space of radius and z (e.g, the hit pattern). In the (b), every point in coordinate space has been
transformed to a curve in the Hough space in r and θ. Note that this is not the same as the
scattering angle θ. (c) shows the peak in the Hough space, zoomed in to the red square from (b).
This peak describes the red line in the first image. Note that the bent end of the track does not
disturb the fit.

the Hough space being m vs b, the form,

r (θ) = cosθx + sinθy, (4.2)

was used where the Hough space is r vs θ, and the x, y are the radius and z coordinates of

Fig. 4.1a. In this formalism, the Hough space consists of curves instead of lines.

An example of this calculation is shown in Fig. 4.1. Even though not every point lies exactly
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Figure 4.2: Hough vs Linear Fit In this figure, the black stars are the hit pattern in a single quad-
rant from a real, experimental event. The blue line is a standard linear fit while the red line is
the result of the Hough transform. The points at small radii are from beam-induced signals, not
those of the outgoing particle.

on the same line, the maximum of the Hough space finds the line that best fits most of the

points. This is the primary advantage of using Hough space over a traditional linear fit. However,

after the initial guess is found by using the Hough transform, a linear fit is performed on all

points that are considered “close” to the Hough line. This eliminates the problem of digitization

from the Hough histogram. An example showing the robustness of the fit compared to a linear

fit is shown in Fig. 4.2.

For two-body events, each quadrant of the pAT-TPC has at most one track, so each quadrant
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is analyzed independently. Every track in a particular event was found and checked if these

tracks are in opposite quadrants, as required by kinematics. Occasionally, there are two sets

of tracks that are in opposite quadrants. This case occurs either because the beam is poorly

centered causing the track to start in one quadrant and in the other, or because the particle

track ran parallel to the division between two quadrants. To resolve this, the set with a lower

reduced χ2 per degree of freedom was used to continue with the analysis, where the χ2 is that

of the linear fit performed after the Hough transform in the reconstruction step.

4.1.2 Simulation

To understand the efficiency of the detection system, a GEANT4 simulation was performed. A

kinematic simulation of elastic scattering was used to create events at all physically possible

angles and energies. This means that the 10Be enters the reaction with between 0 and 20 MeV

and a random outgoing scattering angle is selected in an unbiased way within the physically

possible domain. Based on those two parameters, the rest of the reaction variables are deter-

mined. Then, these simulated events were passed through a simulated version of the detector,

including a simulation of the trigger. The output of this simulated detector is the same format

as the output of the real detector, so the events can be analyzed using the same analysis pro-

gram. By calculating the number of events for which the analysis process returns a valid angle

and energy and by dividing by the number of simulated events that had those same parameters,

the overall efficiency of the detection system was calculated. This two-dimensional efficiency

is shown in Fig. 4.3. Losses are most evident for two classes: low energy, and extreme angle. For

a low energy event, the outgoing particles do not have sufficient energy to hit many pads, thus

the multiplicity threshold is not met. Similarly for large or very small center of mass angles. If

one of the particles is pointed very forward in the lab, very few pads will be struck, thus the

multiplicity threshold will not be met.
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Figure 4.3: Low-Energy Detector Acceptance This simulation accounts for the trigger condi-
tions and the geometry of the detector. The color axis is the probability that an event that occurs
with the parameters indicated on the x- and y- axes will be recorded.

4.1.3 Analysis

The Hough space analysis of the track gives the angle with respect to the beam axis of the de-

tector for each track. These are plotted against each other as shown in Fig. 4.4. In the detector it

is not known a priori which quadrant is being hit by which particle. Quadrant 1 and Quadrant

2 are arbitrary designations. In order to separate the particles, the plot is “folded” along the line

y = x. Then, θ1 corresponds to the lower-mass particle, the α in the reaction of interest.

Since the beam is radioactive beam, it is not 100% pure. Contamination of the beam is ev-

ident in the kinematics plot, especially along the α−α elastic scattering line. To continue the

analysis, the events that correspond to the elastic reaction (outlined in red in Fig. 4.4) are se-

lected. These events are placed into what is referred to as an excitation function which gives

the cross section for various reaction states. This has three items to be calculated: the center of

mass angle, the center of mass energy, and the cross section.

For an elastic reaction at non-relativistic energies, the center-of-mass angle is the simplest

of the three quantities.

θC M = 2(90◦−θ1) (4.3)
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Figure 4.4: Low Energy Two-Body Kinematics θ1 compared to θ2 for the low-energy experi-
ment. This plot is “folded” along the line y = x and shows several theoretical curves.The red
dotted line is for the 10Be on α elastic reaction. The blue dotted line is for the inelastic reaction
of 10Be exiting in its first excited state, assuming that the reaction happened at the entrance to
the detector. The red outline is the cut made to select elastic events.

where θ1 is the lab angle of the α particle.

The center-of-mass energy is slightly more complicated. There are two methods that were

explored in making this determination. The first method is called the vertex method. As dis-

cussed in 3.1, the pAT-TPC provides a determination of the z coordinate at which the reaction

took place, the vertex. Using the SRIM [33] energy loss tables, this z coordinate can be converted

to an energy, since the energy at which the beam entered the detector is known. This lab energy

is converted to center of mass energy by multiplying by the mass ratio

Mα

Mα+M10Be
= 2

7
. (4.4)

The other option is called the quadrant method. It relies on the length of the two outgoing scat-
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Figure 4.5: Energy Resolution Comparison between energy calculation methods. This plot has
a full-width at half-maximum of 0.7 MeV. Based on this plot and the known full-width at half-
maximum of the beam energy, the vertex method is chosen.

tered particle tracks. From this length, the energy of these outgoing particles is determined,

which then sum to the energy of the beam at the reaction vertex since this is elastic scattering.

This must, again, be converted to the center of mass. A comparison between these methods in

Fig. 4.5. The comparison has a full-width at half-maximum (FWHM) of 0.7 MeV in the center of

mass. The vertex method requires knowing the energy of the beam, while the quadrant method

requires knowing the track length. The incoming beam had an energy of 19.5 ± 1.2 MeV in the

lab, or 5.57 ± 0.34 MeV in the center of mass. Since this is lower than the resolution of the com-

parison plot, the vertex method is the method that was used in the analysis. This method has a

firm cutoff at the beam energy, but the resolution is significantly better than the tracks method.

From the kinematics plot, the number of reactions that fall into each energy and angle bin
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Figure 4.6: Low-Energy Excitation Function Note the cutoff behavior at low angles and energies
as well as at high angles. The dotted line delineates the reliable region.

is known. This number of counts must then be converted to a cross section.

dσ

dΩ
= N

εNi nc nt sinθdθdφ
(4.5)

where N is the number of counts in the bin, ε is the efficiency of the detector, Ni nc is the total

number of incident particles, nt is the number of target nuclei in the bin, sinθ is the sine of

the angle at the center of the bin, dθ is the width of the bin in θ and dϕ is the width in ϕ.

The efficiency of the detector is calculated by the GEANT4 simulation shown in Fig. 4.3 and

described above. nt is different for every bin because a different amount of energy is deposited

at each z coordinate – energy loss is not a constant. dθ is five degrees, and dϕ is 2π radians.

Combining the angle, energy, and cross section gives the final excitation function.
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Figure 4.7: Low-Energy R-Matrix Calculation Theoretical cross section for a 0+ state at 2.3 MeV.
Note the “downward” peak above 80◦. The calculation was performed using DSIGMAIV written
by Wang Hong-Wei.

4.1.4 Results and Discussion

The result of these calculations is Fig. 4.6. Most of what is visible is clearly potential scatter-

ing, or scattering that does not populate a specific resonance in 14C but non-resonant elastic

scattering. There is a very strong cutoff at angles greater than 150◦. This is due to the trigger con-

ditions that exclude the central pads from the multiplicity trigger. This makes sense to prevent

the beam from causing triggers, but does remove these high angles. This cutoff is visible in the

acceptance calculation above. The more gentle fall off at low angles and energies and angles

above 120◦ is not well-reproduced by the acceptance calculation, otherwise it would not ap-

pear in the final excitation function. This is likely a result of the trigger multiplicity being poorly

calibrated.

There is a structure centered at (90◦, 4.7 MeV) that is consistent with the previously mea-

sured [17] 3− state. Measuring the properties of this state was not the goal of the present exper-

iment since they were well-resolved in the previous work [17].

As discussed in Section 1.3, the expected energy for the 0+ resonance was predicted to be
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Figure 4.8: Low-Energy Excitation Function Projections Two angular cuts on the excitation
function.

between 1.2 MeV and 3.87 MeV depending on the experiment referenced. An R-Matrix calcula-

tion assuming a resonance energy of 2.3 MeV and a spectroscopic factor of 0.5 was performed.

The results of this calculation are in Fig. 4.7. The resonance behavior is evident, and begins to

show at 80◦. As shown in Fig. 4.8 there are no statistically significant changes in this excitation

function as a function of angle.

The results here are in disagreement with the those of Yamaguchi, et al. [19]. The 760 keV

wide, 0+ at 3.06 MeV that they measured is incompatible with these measurements. In the ar-

ticle [19], an alternative hypothesis is proposed that this state is instead a 1−. This hypothesis

is neglected as it is considered a less-good fit to their data, but the present data would support

this hypothesis instead, as the first Legendre polynomial has no contribution at 90◦.

If the 0+ is at the lowest-predicted energy, 1.2 MeV, its width would be 88 eV, which is below

the experimental resolution of 300 keV and below the energy cutoff of this experiment.

There are only a few inelastic scattering events in this data set so they were not pursued for

further analysis.
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Figure 4.9: RANSAC method The first image shows a field of random points with a line overlaid.
This is a cartoon with much more noise than would be expected from physics data. As described
in the text, RANSAC chooses two points randomly. In the second picture, it chose points that do
not correspond to a line through the rest of the data. Thus it can re-try until it selects points,
such as those in the third image, that do correspond to a line for many points.

4.2 Two-body Events at High Energy

4.2.1 Reconstruction

In the high-energy experiment, there are both two- and three-body events. Part of the challenge

of reconstructing the events from this experiment is to distinguish between these two classes of

events. When there is a three-body event, it is likely that two of the tracks appear in the same

quadrant of the Micromegas. Thus, the Hough space analysis from the previous section is in-

sufficient. Instead, method called Random Sample Consensus (RANSAC) was used. [40]

RANSAC is used to find patterns within a random background. The pattern it searched for

in this data was lines in three-dimensional space, but it can also be used to find planes, circles,

and other geometric shapes. In order to find a line, RANSAC first randomly selects two points

from all of the points available in the image. Two points is the minimum number of points to

describe a line. The line that is described by these points is tested for goodness-of-fit to the rest

of the points of the input. If enough of the points fit well enough to the proposed line, those

points are considered to be part of that line and all of the well-fitting points are eliminated from

consideration in finding future lines. If an insufficient number of points fit the described line,

two more random points are chosen and the process repeats. The process ends when a given

fraction of the points have been assigned to lines. An example of this process is shown in Fig. 4.9.
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Figure 4.10: Example RANSAC Reconstructions Two real, reconstructed events. Points are the
hit pattern collected by the TPC and the lines are the tracks reconstructed by RANSAC. The
beam enters from z = 500 mm and reacts. In both cases, two particles come out of the initial
reaction. In the three-body case, one particle further decays. All outgoing particle tracks are
reconstructed without knowing initially how many tracks there would be.

As should be clear from the description, there are many parameters to optimize in imple-

menting RANSAC effectively, namely the minimum number of points in a line, how close to a

proposed line a point must be to be considered part of it, and how many points should be left

after lines have been found. In this experiment the parameters were as follows: at least 3 points

to be considered a line, a line must be within 1 mm of a point for that point to be associated

to that line, and the calculation ends when only 1% of the initial points are left. These param-

eters create lots of lines that can be very close to each other. The list is first truncated to the

first five lines because lines are found in order of decreasing number of points and there are at

most four (beam plus three outgoing particles) tracks. This list is further reduced by applying

physical constraints. It was required that all lines intersect near each other to indicate the reac-

tion vertex, no line had an angle less than five degrees which corresponds to a beam-like track,

and no line had most of its points issued exactly simultaneously (that is, with the same z value)

which corresponds to a spark event.

An example event of each two- and three-body events are shown in Fig. 4.10. Each outgoing
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particle track is accurately reconstructed, without requiring the input of whether the event is

two- or three-body.

4.2.2 Analysis

Similarly to the low energy experiment, once the events have been reconstructed, they are

placed into an excitation function which shows the cross section for all angles and energies.

This is shown in Fig. 4.11.

In this experiment, there were also a number of inelastic scattering events that could be

analyzed. Making the excitation function for inelastic scattering is slightly more difficult than

for elastic scattering because the center of mass angle is not as easily determined. θC M , the

center of mass scattering angle, is given by

tanθC M =


α, ifα≥ 0

π−α, otherwise

(4.6)

for

α= P3 sinθ3

γ
(
P3 cosθ3 −β

√
m2

3 +P 2
3 2

) (4.7)

where

β=
√

E 2
Lab +2m1ELab

m1 +m2 +ELab
,

γ= 1√
1−β2

,and

P3 =
sinθ4

√
E 2

Lab +2m1ELab

sin(θ3 +θ4)
.

(4.8)

In these equations, ELab is the lab energy of the beam particle at the time of the reaction, the

mi are the masses, and the θi are the lab angles. The particles are numbered, in order from 1-4,

incident 10Be particle, the target α particle, the recoil α, and ejectile 10Be. These equations are

in natural units where ~ = c = 1. These equations simplify to the simple expression in equa-
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Figure 4.11: High Energy Excitation Function Experimental excitation function for the elastic
events at high energy. The Top cut-off is at the beam energy. Angular cutoffs are due to consid-
ering all particles with angle less than 5◦ to be beam tracks.

tion 4.3 in the case of elastic scattering because of the close relationships between energy and

angle. The center of mass energy and cross section are calculated in the same way as for the

elastic cases, and an excitation function is formed. The inelastic excitation function is shown in

Fig. 4.12. This inelastic excitation function was functionally identical to that found by Fritsch,

et al. [17], so no further analysis was pursued.

The elastic scattering excitation function is interpreted using an R-Matrix calculation. This

calculation was performed using DSIGMAIV. DSIGMAIV takes as input the reaction parameters

such as the optical model. There are a variety of optical models that can be used to describe the

behavior in this experimental region. The one with the best fit to the data was chosen, which
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Figure 4.12: Inelastic Scattering Excitation Function Experimental excitation function for the
inelastic events at high energy.

V (MeV) r (fm) a (fm) Wvol (Mev)
185.0 1.4 0.52 25.0

Table 4.1: Optical Model Parameters Parameters as calculated by [41], the imaginary width and
radius are the same as the real ones. There is no surface or spin-orbit term.

has the parameters shown in Table 4.1 and taken from [41].

The bare optical model does not describe the full experiment, one must add the resonant

behavior to the calculation. Even if the optical model were a perfect, global fit, this would still

be necessary, because in this energy domain there are states that cannot be described by sim-

ple potential scattering. Thus, DSIGMAIV also takes as input parameters energies, spins, parities,

and spectroscopic factors of proposed resonances. The code then calculates the widths of these

resonances and the cross section at all angles and energies, taking into account interference be-

tween the many states and the optical model potential scattering. The code was initially writ-
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EC M (MeV) Eex (MeV) Jπ Γ (keV) S.F.
3.0 15.0 2+ 290 0.3
4.7 16.7 3− 270 0.2
5.6 17.6 5− 100 0.4
5.9 17.9 4+ 210 0.2
6.5 18.5 5− 200 0.4
7.0 19.0 4+ 340 0.2
7.5 19.5 (3−) 320 0.1
8.9 20.9 5− 230 0.15
9.5 21.5 5− 180 0.1

10.3 22.3 5− 450 0.2

Table 4.2: Calculated resonance parameters Resonance parameters as calculated by DSIGMAIV.
The resonances with bolded energies are new resonances from this work. The uncertainty in
spectroscopic factor is ±0.1 and the uncertainty in energy is ±0.2 MeV.

ten by Wang Hong-Wei and updated by Wolfgang Mittig. It is designed to follow the R-Matrix

method as described by Lane and Thomas [28].

The experimental excitation function was examined to find areas where the peaks and val-

leys correspond to the Legendre polynomials squared. As explained in section 2.3, This applies

exactly for a 0+ particle scattering through a single spin-parity resonance without potential

scattering. This first guess is then used for a complete calculation using DSIGMAIV, including

potential scattering. The DSIGMAIV calculation is repeated with a variety of energies and spec-

troscopic factors to find the best fit to the data. Based on these input parameters, DSIGMAIV

calculates the width of the resonance and the total cross section as a function of energy and

angle. This cross section can be then directly compared to the experimental excitation func-

tion from Fig 4.11. The best resonance parameters are shown in Table 4.2 and the calculated

excitation function is shown in Fig 4.13.

The calculated and experimental results are more easily compared in projected slices of the

excitation function. These comparisons are shown in Figs. 4.14 and 4.15.
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Figure 4.13: Calculated excitation function Excitation function calculated by DSIGMAIV, corre-
sponding to parameters in Table 4.2.
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(a) (b)

(c)

Figure 4.14: Comparison of Calculation and Experiment near 9.5 MeV The DSIGMAIV calcula-
tion is shown in blue and the experimental results in red. (b) is centered on 9.5 MeV which is the
location of the resonance. (a) and (b) show interference effects between the resonance and the
optical model at nearby energies. A good match between calculation and experiment is seen at
each energy.
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(a) (b)

(c)

Figure 4.15: Comparison of Calculation and Experiment near 10.3 MeV The DSIGMAIV calcu-
lation is shown in blue and the experimental results in red. (b) is centered on 10.3 MeV which
is the location of the resonance. (a) and (b) show interference effects between the resonance
and the optical model at nearby energies. A good match between calculation and experiment is
seen at each energy.
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4.2.3 Interpretation

The states that are well-identified are two 5− states at 9.5±0.2 MeV and 10.3±0.2 MeV. These are

not part of the previously discussed linear-chain rotational bands, as those bands correspond

to positive-parity states only. However, the currently accepted nuclear data [3] has states with

unknown widths and Jπ at 9.4 MeV and 10.3 MeV. The energy of these states correspond to the

states that have been identified here.

In [24], a 5− state is calculated using AMD to be at 10.6 MeV with a calculated width of 29 keV.

This width is much smaller than the width found in this experiment. The theoretical widths in

this paper are consistently lower than those of experiment, though, so this state could be the

same one. A structure for this state is not assigned in this work [24], other than to say that it does

not seem to be a linear chain state, and that further theoretical study is needed. A summary of

the results is shown in Fig. 4.16.

In [42], several types of two-neutron transfer are performed with the intention of finding

cluster states. These transfer reactions were 16O, 14N, and 15N projectiles all incident on 12C.

They[42] find states at 9.4(2) MeV and 10.5(3) MeV. For the lower energy state, they[42] attribute

Figure 4.16: 5− Summary Figure adapted from [24] that shows the width of the calculated and
experimental 5− states as a function of energy. Previous experiment is shown in the blue circles,
theory in the red squares, and the present work in green triangles. The x-axis is the energy above
the 10Be+α threshold, and the y-axis is the α-decay reduced widths, which are related to the
widths calculated above by Equation 2.17.
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a spin between 2− and 7−, and are uncertain whether this area represents a single state or

many states nearby. For the higher-energy state, no spin assignment is given. Widths are not

calculated for either state, other than to say that they are below the experimental resolution of

0.5 MeV. They [42], again, leave the further description of these states to future work.

The Gamow Shell Model calculations of Wang predict cluster states near these experimen-

tal levels. The widths are calculated as a sum between single- and multiple-α decays, with no

branching ratio, so they are not directly comparable to those in the experiment, but are qualita-

tively compatible. These states primarily exist as a superposition between triangular and chain-

like structures. [31]

With this in mind, the results in this section represent a step forward towards understand-

ing these states. By assigning a spin-parity and widths to these previously-known states, the

structure and decay properties in these high-lying states is very much constrained.

A resonance at 7.5 MeV is tentatively proposed. A tentatively-assigned 2+ state is populated

nearby in the experiments of Von Oertzen [21], but, since both assignments are tentative, a

structure cannot be assigned.

The remaining states that are included in the R-Matrix calculation are consistent with pre-

viously measured states, as shown in Table 4.3. This shows that the calculation and experiment

are reliable.

4.2.4 Comparisons to Shell Model

This thesis focused primarily on the cluster model of the nucleus, an alternative view (which

is decidedly more mainstream in the rest of nuclear physics) would be to consider these states

within the shell model. The program NuShellX [43] can be used to calculate spins and parities of

a nucleus using the standard shell model. In this calculation, 14C was considered as a 10Be core

with excitations allowed by the two protons and two neutrons in order best reproduce theα-like

excitations expected by cluster structure. This is a very tight constraint. It reduces the validity

of results, but allows the calculation to finish in a reasonable amount of time. For consistency
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Previous Work[17–19, 21] This Work
Energy (MeV) Jπ Energy (MeV) Jπ

0.47 3−
2.20 (2+)
2.49 1−
2.66 6+
2.86 5−
3.0 2+ 3.0 2+

3.06 0+
3.18 5−
4.21 2+
4.36 (4+)
4.42 6+
4.7 3− 4.7 3−

4.92 (2+)
5.24 (1−)
5.29 3−
5.6 5− 5.6 5−

5.98 2+
6.01 (3−)
6.03 (7−)
6.21 4+
6.5 (7−) 6.5 4+

6.62 5−
6.82 5−
6.86 4+
7.0 4+ 7.0 4+

7.68 5− 7.5 (3−)
7.9 5−
8.7 5−

8.79 6+ 8.9 5−
9.5 5−

10.3 5−

Table 4.3: Comparison With Previous Work Combination of Tables 1.1 and 4.2 showing previ-
ously measured states and the states of the current work. Only states with an at-least tentative
spin-parity are listed.
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Figure 4.17: NuShellX Calculation Energy (above the 10Be+α threshold) as a function of spin
for levels as calculated by NuShellX. All parities for these states are (−1)J .

with experiment, only natural-parity states were allowed, and the calculation was truncated at

J = 10. The results are shown in Fig. 4.17.

The states that were calculated as being nearest the two new states from this work were 5−

states at 10.5 and 10.9 MeV compared with the 5− states found in the present work at 9.5 and

10.3 MeV. For the uncertain state at 7.5 MeV, NuShellX finds a 5− at 7.2 MeV. These calculations

are in general agreement with the present experimental results, showing a possible correspon-

dence. A closer analysis of the wavefunctions would have to be undertaken to understand the

possible cluster structure.

4.3 Three-Body Events

The three-body events that were found from RANSAC are analyzed completely indepen-

dently of the two-body events. The goal of this analysis is to study the nature of the three-body

decay. Recall that 14C is not an alpha nucleus. The three bodies in the three-body decay of 14C

are α, α, and 6He. Therefore, in 14C there are two types of sequential decay, “α-first”, and “6He-

first”. This denotes which particle decays first from the excited 14C. Then, the remaining Be
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(a) Democratic (b) α-first Sequential (c) 6He-first Sequential

Figure 4.18: Three-Body Channels Cartoon showing the difference between sequential and
democratic decays.

nucleus that is left decays to give the other two particles. A democratic decay corresponds to

simultaneous emission of all three particles. A cartoon showing these three options is shown

in Fig. 4.18 This creates differences in phase space which can be found via simulation of the

different options using the GEANT4 simulation package.

4.3.1 Simulations

For democratic decay, the simulation proceeds as follows. A 10Be particle enters the detector

and combines with a stationary α particle in the detector gas. Their four-momenta are simply

summed, so the amount of excitation energy in the resultant 14C depends on the depth that the

10Be penetrated before the interaction. This is by design. The 14C is not in any particular excited

state, instead the full continuum is examined simultaneously. Immediately once the 14C has

formed, a random outgoing phase space of α, α, and 6He is generated via the TGenPhaseSpace

method in ROOT [44]. This phase space conserves the four-momentum of the total system; the

individual particles are not pairwise-correlated to each other. The trajectories of these outgoing

particles are digitized to make them appear as they would in the real pAT-TPC then analyzed

using the full analysis system and reconstructed using RANSAC. Then, they can be interpreted

using the method described below.

In α-first sequential decay, the simulation begins similarly to the simulations of scattering.

The incident 10Be interacts with an α particle, which scatters off. This time, however, the scat-

tered 10Be is taken to be in an excited state that has sufficient energy to subsequently decay

to α+ 6He. The α-decay threshold in 10Be is 7.409 MeV. There is an excited state at 7.542 MeV
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which the outgoing 10Be is required to be in. This state was chosen in order to have the highest

possible energy acceptance of the simulation. This maximizes the excitation energy of 14C that

can be explored. It should also be the most probably decay path, as it is the one with the largest

penetrability and phase space. Once the 10Be∗ is created, it decays as allowed into α+ 6He.

Again, this outgoing phase space is generated using TGenPhaseSpace in ROOT [44]. These two

particles are restricted in phase space to conserve the energy and momentum of the 10Be∗.

This phase-space restriction is the primary distinction between sequential and democratic de-

cay. The α+6He particles, along with the initial outgoing α are analyzed. Once the particles are

generated, the digitization and analysis process is the same as for democratic decay.

In 6He-first sequential decay, the first particle to leave the reaction is not an α, but a 6He.

The threshold energy for this process is 26 MeV in the lab, so it is allowed at the 38 MeV beam

energy in use in this experiment. In contrast toα-first, the ground state of 8Be isα-unbound, so

there was no need to simulate that it was in an excited state. This also leaves open the possibility

that the initial 6He can be simulated in its first excited state. This is less likely than the ground

state emission, but as many possibilities as feasible were included in the analysis in order to test

sensitivities of different assumptions.

The last option that was explored is elastic scattering. This is a two- as opposed to three-

body interaction, but in choosing three-body events from the experiments, thresholds must be

chosen to maximize acceptance of three-body events. This can leave open the possibility of two-

body events being mis-interpreted as three-body events. Estimating the level of contamination

is important.

The relative energies of all relevant energy levels is shown in Fig. 4.19.

4.3.2 Dalitz Plots

A “Dalitz plot” is a two-dimensional, triangular plot that is used to represent three-body decays.

These plots have seen wide use in interpreting three-body decays of the Hoyle state [14, 15], as

well as hadron decays in high-energy physics [45]. In nuclear physics, the axes of the plot are
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Figure 4.19: Three-Body Decay Energy Levels Relevant energy levels for all nuclei that can be
involved in a three-body decay. The three-body decay threshold is shown as well as the maxi-
mum energy achievable in this experiment. The 6He and 4He are shown beginning at the three-
body threshold, not their individual thresholds in 14C.
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usually

x =
p

3

2
(ε2 −ε1)

y = 1

2
(2ε3 −ε1 −ε2) ,

(4.9)

where

εi =
Ei

E1 +E2 +E3
(4.10)

where E is the energy of a particle and the numbering of the particles is arbitrary. This creates

an equilateral triangular plot with three axes of symmetry, going from each point of the triangle

to the center of the opposite side.

For the experiments here, it is not possible to reliably distinguish between an outgoing α

and outgoing 6He since their energy loss profiles are very similar. Thus, instead of using the

fractional energy, the fractional range of the particles was used. This is well-correlated to energy,

but is explicitly not the same thing. For simplicity, this class of plots will continue to be called

Dalitz plots through the rest of this thesis.

Two examples of Dalitz plots that were created in this analysis are shown in Fig. 4.20. These

plots are taking into account the experimental range resolution and reconstruction uncertainty.

Several effects contribute to the uncertainty individual range measurement in the pAT-TPC: the

shape and width of the pads; the ends of tracks not always being found in the reconstruction,

especially where tracks have been bent due to electric field aberrations; and vertex uncertainty.

With these uncertainties, both pictured channels have large central peaks with slow decays.

These are the channels that should be most identifiable but are similar enough on a bin-by-bin

basis, that a fitter could not easily discriminate between them.

4.3.3 Angular Correlation Plot

In order to find a more clear separation, instead of using a traditional Dalitz plot, an angular

correlation plot was used. In these plots, the axes are sin(θi − θ j ) for all combinations of i =
1,2,3 and j = 1,2,3 on each axis. This is 12 total combinations for each event. These plots are
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Figure 4.20: Dalitz Plots Dalitz plots for α-first sequential and democratic decays, including
experimental resolution and reconstruction.

significantly better for use in this experiment than the traditional Dalitz plot since the pAT-

TPC gives a more precise measurement of angle than range, and the differences in channels are

much more immediately obvious..

Based on the design of the backgammon Micromegas, it was planned to use the ϕ angle

of the individual tracks to help discriminate between two- and three-body events. The ϕ angle

was calculated based on the charge division between the two slices of the backgammon, as

described in Section 3.1.1. This gives a different ϕ angle for each pair of pads, which should, in

principle be the same, so the mean of these values is the figure of merit. For the smallest pads

near the center of the detector, the difference in charges was too small to be meaningful, always

reporting a very small angle, so those were excluded. Also, near the very end of the track, the

amount of charge that was deposited changed rapidly due to energy loss considerations, not

ϕ, so the last few points at the end of the track were also excluded from the calculation of the

mean. The resolution of these calculations can be checked using elastic scattering events. The

coordinate system is defined such that each quadrant starts at 0◦ and ends at 90◦ as the circle

was traversed counter-clockwise. This way, tracks that are part of the same two-body elastic

scattering event should have the same ϕ angle. This was tested with a selection of two-body
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Figure 4.21: ϕ Resolution Histogram of the difference between the measured ϕ angle for two
tracks of known two-body events. The blue line is the data and the red line is a Gaussian fit,
which has a σ of 22.3◦.

events as shown in Fig. 4.21. The difference in φ angle was fit with a Gaussian which had a σ of

22.3◦. This can be cut in half, since one would usually use the absolute value of the difference

between the two measurements, but even a resolution of 11◦ is insufficient to be used as a an

experimentally measured significant variable.

A strong acceptance limitation is observed in the simulated angular correlation plots. In

order to obtain a match between simulation and experiments, many cuts were included in the

simulation that were necessarily present in experiment. Events which had at least one track that

was very small were eliminated. These tracks would have fewer than three hit points. These

tracks are too short to be reconstructed. Events were removed based on angle considerations

in two distinct classes: those that had tracks with very small scattering angles that could not be

distinguished from the beam, and those that had two or more tracks with very similar scattering

angle which would taken as the same track. Since the ϕ angle was not usable as discrimination

77



Lab Energy (MeV) 28-30 30-32 32-34 34-36 36-38
democratic 0.40 0.31 0.24 0.28 0.16
α-first 0.36 0.29 0.23 0.14 0.13
6He-first 0.33 0.34 0.21 0.21 0.10
6He*-first 0.14 0.31 0.17 0.29 0.21

Table 4.4: Three-Body Acceptance Acceptance of three-body decays as a function of energy.

between two- and three-body events, total charge deposited was used. This is a useful consid-

eration because the binding energy, that is not turned into kinetic energy and therefore not part

of the energy deposited by the particles in the reaction, is greater in the three-body case. In or-

der to have a meaningfully determined total charge deposited, only events for which no track

leaves the detector were analyzed. The final acceptance also includes the reconstruction effi-

ciency. Taken all together, these cuts are quite important. The number of analyzable events was

approximately 25% of the total number of simulated events. A full account of acceptance both

in total and in energy slices is show in Table 4.4.

There is at least 60% acceptance loss due to short, small angle, or same angle tracks. The

additional losses, like removing tracks that leave the detector or fail to reconstruct are compar-

atively smaller.

One advantage of these sharp cuts is that only 0.2% of simulated two-body events were able

to pass the conditions. Since the total number of three body events is approximately 10% as

large as the number of two-body events, this is a total contribution of approximately 2%. This

level is well below the statistical reach of the present experiment, so further analysis neglected

this contribution. Additionally, the angular correlation plot for the democratic channel where

all out-going particles are in their ground state and the democratic channel where the 6He is in

its first excited state were identical. Thus, the four remaining channels to be fit across are:α-first

sequential decay, 6He-first sequential decay, 6He∗-first sequential decay, and democratic decay.

The angular correlation plots for these channels is shown in Fig. 4.22 and the experimental plot

is shown in Fig. 4.23.
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(a) (b)

(c) (d)

Figure 4.22: Simulated Angular Correlation Plots Angular correlation plots for all simulated
channels. The axes are sin(θi −θ j ) for all combinations of particle number i and j over the full
energy range.
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Figure 4.23: Experimental Angular Correlation Plot Angular correlation plot for experimental
events. The axes are sin(θi −θ j ) for all combinations of particle number i and j .

4.3.4 Analysis and Results

The experimental angular correlation plot is then fitted by the simulated ones. The fit function

used was of the form

f (x, y) = k1g1(x, y)+k2g2(x, y)+k3g3(x, y)+ (1− (k1 +k2 +k3))g4(x, y) (4.11)

where the ki are the variational fit parameters that are constrained between 0 and 1 and the

gi are the simulated histograms shown in Fig 4.22. The most important thing to note from this

equation is that the fit is not directly varying the parameters for g4, which was the 6He*-first

sequential decay. Because of this, the error estimates on the fraction of events which correspond

to this are dependent on the other three parameters. The fit performed using a log-likelihood

fitter from MINUIT as built in to ROOT and the Minos method of error estimation [44].
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Lab Energy (MeV) 28-30 30-32 32-34 34-36 36-38
democratic 0.12 0.17 0.11 0.19 0.41
α-first 0.15 0.22 0.22 0.13 0.15
6He-first 0.19 0.41 0.36 0.39 0.22
6He*-first 0.51 0.19 0.29 0.27 0.21

Table 4.5: Three-Body Fit Results The fitted fraction of events in each energy bin that corre-
spond to each type of three-body decay. The error on these values is discussed in the text.

The fit was first performed with an equal number of simulated points for all energies from

the threshold of 26 MeV up to the experimental limit of 38 MeV total lab energy. This does not

take into account the energy dependence of the relative probabilities. The fit was therefore also

performed in bins of 2 MeV to allow for different population probabilities at different energy

levels. This limit was chosen to keep a reasonable number of experimental statistics in each

bin. Despite that, the fit was non-convergent for the 26-28 MeV bin. The results of the fit, after

acceptance correction are shown in Table 4.5.

The statistical error from the fit was at most 0.02, and the Poisson uncertainty in the number

of experimental points in each bin was at most 0.02. These statistical errors are dwarfed by the

systematic error as caused by the acceptance effects described above. The value of this system-

atic error is difficult to quantify. The fit was completed with a variety of cuts and over different

domains. Since the acceptance varied depending on the domain selected, the variation in the fit

parameters between these different domains was approximately 0.1 Thus, the systematic error

on the values in Table 4.5 is estimated at 0.1. All together, these errors mean that discriminating

between the classes of sequential decay is not statistically meaningful. The primary question

is still, however, whether there is any democratic decay. For energy values below 34 MeV, the

amount of democratic decay is consistent with zero. However, for higher energy bins, there is

a statistical significant amount of democratic decay. This is a unique result as compared with

the Hoyle State which, as discussed in Section 1.3.1, has a very small to near-zero fraction of

democratic decays.

As discussed in Section 2.4 the Gamow Shell model [31] predicted a smaller contribution
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of sequential decays at higher energy than lower energy. The experimental result here is qual-

itatively consistent with this calculation as the experimental democratic branching ratio was

positively correlated with energy.
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CHAPTER 5

CONCLUSIONS

5.1 Future Work

The AT-TPC project is continuously evolving, both in terms of the detector itself and the

group’s ability to analyze events from this class of detector. As mentioned previously in this

thesis, the full scale AT-TPC has been in operation for several years now operating a parallel

experimental program to that of the pAT-TPC. Both detectors are benefiting from current and

future improvements in both classes.

5.1.1 Detector Improvements

This work was resolution-limited in several ways. The two-body cases had resolution limits

based on the uncertainty in the energy of the beam. This is difficult to overcome in the TwinSol

facility, but is greatly improved if re-accelerated beams are used, such as in TRIUMF-ISAC or

ReA3 at NSCL/FRIB. Other resolution challenges, such as position resolution of tracks and out-

going particle identification can be helped, primarily by improving the detection system. The

Micromegas as used in these experiments with 256 channels, while good, does not have suffi-

cient resolving power to take advantage of the full power of the detection system. To that end,

a new Micromegas for the pAT-TPC is was recently developed. This new detection plane has

2048 small, triangular pixels instead of the wide backgammon stripes. With this pad plane, the

ϕ angle will be evident for all particles, and the energy deposited will be more well-localize. An

image of this new pad plane is shown in Fig 5.1.

Additional resolution improvements have come from improving the amplification device to

reduce the need for a quench gas. In the experiments in this work, the Micromegas was used

alone as a gas amplifier. The AT-TPC group has been exploring other amplification schemes

mostly relying on Thick GEM amplifiers. THGEMs, as they are often called, consist of a G-10
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Figure 5.1: New Micromegas Design Improved design that with greater granularity.

plate coated in copper that has holes of diameter ∼ 0.7 mm drilled with pitch between 1.5 and

4 mm depending on the particular device. A voltage is applied between the top and bottom sur-

face of the THGEM causing an electron avalanche inside of the hole as the primary electrons

pass through. [46] Several THGEMs can be used simultaneously to give even more amplifica-

tion. Alternatively, a multi-layer THGEM, which can have two or three layers of G-10 separated

by copper, can act alone to give similar amplification as several independent THGEMs in a sin-

gle device. [47] This is an area of ongoing improvement for the detector system. Currently, the

pAT-TPC has two single-layer THGEMs which can be installed together, which has allowed op-

eration with pure Helium gas in recent experiments.

Both of these improvements were operational in a recent experiment performed at TRIUMF

with the pAT-TPC for which analysis is ongoing.

The final detector improvement is actually an entirely new detector being planned as a col-

laboration between the AT-TPC group at the NSCL and the HELIOS group from Argonne Na-

tional Lab. This new detector, called SOLARIS, will be used in the forthcoming ReA6 accelerator
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Figure 5.2: SOLARIS AT-TPC as mounted inside the SOLARIS solenoid.

at both the NSCL and FRIB. A design image is shown in Fig. 5.2. It consists of a 4 T solenoid

magnet in which the AT-TPC can be mounted. This is a factor of two improvement of magnetic

field compared to the current solenoid for the AT-TPC. This detector will be able to take full

advantage of the rare, weak beams that will result from FRIB and ReA6. [48]

5.1.2 Analysis Improvements

The other prong of future work is improving analysis efficiency. One method of doing this is us-

ing machine learning to classify events instead of the heuristics and fitters that were used in this

work. Kuchera, et al. [49] have been working on implementing a machine learning algorithm to

apply to tracks in the full scale AT-TPC. The algorithm in question is of a convolutional neural

network that has been trained to 100% efficiency on simulated data. This same network is then

used in a transfer learning task, meaning that even though it was trained on simulated data,

it can be applied on experimental data. Currently, when used to analyze experiment e13306b

from the AT-TPC, the algorithm has a precision of 90%. At present, this algorithm is only a clas-

sifier and some kind of fitting or clustering on the classified track would still be necessary in
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order to recover physics variables.

Pattern recognition and machine learning are broad, active areas of research which the AT-

TPC group will continue to benefit from and contribute to in order to select data of interest from

noisy environments and fit to find quantifiable, physically-meaningful information.

5.2 Conclusion

The experiments in this work were built upon a rich history of many cluster studies in a va-

riety of nuclei. Recent AMD Calculations predicted a variety of cluster states in 14C which mer-

ited experimental exploration. These experiments used the pAT-TPC detector which has a thick

target, large angular acceptance, and can explore the full excitation function at a single beam

energy. This makes it a particularly well-suited detector to this kind of study with radioactive

beams.

There are two primary results from this thesis. First, there are two states with newly mea-

sured spin and parity of 5− at 9.5 and 10.3 MeV above the 10Be+α threshold. The structure of

these states was discussed and explored with a variety of calculations, theoretical methods, and

comparisons to previous experimental results. Based on a three-body Gamow Shell Model cal-

culation, these states have a unique cluster structure that exists in a superposition of linear

chain and triangular shapes. Future work is needed to clearly elucidate these structures.

The other result is that there is an increasing amount of democratic decay at high excita-

tion energy in 14C. This result was found by simulating possible three-body decay models and

comparing those to experimental results using a modified Dalitz method. This was interpreted

according to and found consistent with the predictions of the Gamow Shell Model calculation.

Future experiments should be planned that include measuring the three-body decay contribu-

tions from individual states instead of the continuum. The upgraded pAT-TPC is well-adapted

to such studies.

The experiments in this work did not confirm the properties of the 0+ rotational band head

that is expected a few MeV above the 10Be+α threshold. This work disagreed with a previous
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study that attributed a 0+ to a state at 3.06 MeV. Instead, our results are compatible with their

alternative hypothesis of a 1− state. Future experiments should be performed that reach lower

energies with high resolution to find this state that is important for the cluster structure.

The experiments in this work fit nicely into the tapestry of current theoretical and experi-

mental research, and suggest future pathways for exploration. Future cluster studies will con-

tinue to enhance our knowledge and understanding of the nuclear force and the structure of all

nuclei.
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