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Abstract

The 26mAl(p,γ)27Si reaction is thought have a significant impact of the nucleosyn-

thesis of both 26Mg and 27Al in explosive stellar environments, where T > 0.3 GK. The

isomeric component of 26Al forms part of the T = 1, isospin triplet 26Si-26mAl-26Mg.

As such, the 26Si(d,p)27Si transfer acts as a novel surrogate reaction that populates the

final states within 27Si. No γ-ray transitions were observed for proton-unbound states,

suggesting the no strong single-particle states within the energy range Er = 100 - 500

keV. Stellar reaction rate upper limits were placed on known resonances at 146, 218,

378, 448 and 492 keV, based on excess counts observed within respective γ-ray tran-

sition energy regions. These indicate that a single resonance dominates the reaction

rate at a given temperature, the 218 keV resonance at T < 0.3 GK and the 448 keV

resonance at T > 0.3 GK. Most importantly these reaction rates are much smaller than

previously estimated.

The 22Ne(α,γ)26Mg reaction is a n-poison reaction within the weak s-process of

massive stars. It is thought that the reaction rate will be dominated by resonant cap-

ture to natural-parity excited states between the α-emission and n-emission thresholds

within 26Mg, at energies of 10614.75 keV and 11093.09 keV respectively. The indi-

rect reaction 25Mg(d,p)26Mg was performed to investigate possible γ-ray decaying state

above these thresholds. No states above the n-emission threshold was observed, sug-

gesting that there are no strong γ-ray decaying single particle states in this system.

Mirror analogue states for the astrophysical 25Al(p,γ)26Mg resonant-capture reaction

were analysed, extracted spectroscopic factors were compared to shell-model calcula-

tions and literature values. Of note was the re-assertion of a possible low-lying negative

parity state, with energy of 5.710 MeV, within the 26Mg system as noted by previous

(d,p) transfer reaction studies. Whilst no measurements of this state could be made

within this study the need for further study was re-affirmed.
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Chapter 1

Introduction & Astrophysical

Background

Just seconds following the Big Bang, the five lightest stable nuclei; 1H, 2H, 3He, 4He

and 6Li were formed. Heavier elements, however, were not created as a result of

the Big Bang. In 1957, Burbidge, Burbidge, Fowler and Hoyle published a paper

titled “Synthesis of Elements in Stars” which demonstrated that instead these elements

were forged within the hearts of stars and in explosive stellar environments [1]. The

field of nuclear astrophysics, where the microscopic universe of nuclear physics and

the macroscopic realms of astrophysics and astronomy combine, studies the nuclear

reactions and processes responsible for stellar nucleosynthesis. The key goal of this

field is to answer the massive question: What is the origin of the chemical elements

that surround us within the universe?

Throughout the life of a star matter is ejected via various processes, these ejected

nuclei enrich the interstellar medium and become the seeds for everything non-stellar,

and new stars. Nucleosynthesis is the process that describes how stars generate energy

and work as elemental factories. Observations using an ever-increasing range of the

electromagnetic spectrum are shining light on the evidence for this process. By mea-

suring the chemical elemental abundances at various astrophysical sights, such as the

ejecta of explosive nova and supernova or the stellar winds of massive stars, direct links

between the two can be formed. Abundances measured on Earth can contribute to the

picture through meteoric remains and interstellar solid grains that formed before the

Sun, known as presolar grains. All of this is fed into progressively more complex and

1
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sophisticated nucleosynthesis and hydrodynamical models, which have the combined

aim of providing a detailed understanding of the astrophysical events occurring within

the universe. The predictions from these models can be compared to the observations

made, however, the input data for these models have considerable uncertainties. In

order for these models to improve a detailed understanding of the nuclear reactions

involved and their corresponding processes is required.

The focus of this work is on two key nuclear reactions in two different stellar en-

vironments, through indirect experimental investigations. The weak s-process, which

predominantly occurs in Asymptotic Giant Branch stars, is thought to be responsi-

ble for the creation of s-nuclei with masses A ≤ 90. The 22Ne(α,γ)26Mg and the

22Ne(α,n)25Mg are key confrontational reactions to the available neutron flux within

this process, the former reducing the number of neutrons available whilst the latter

is neutron producing. The 22Ne(α,γ)26Mg reaction was studied by investigating the

25Mg(d,p)26Mg reaction to determine the spin and parity of resonant states between the

α-threshold and the n-threshold. The second reaction studied was the 26mAl(p,γ)27Si

reaction via the 26Si(d,p)27Si reaction. The rate at which this reaction occurs may have

significant effects on the abundance of 26gAl and overall flux of cosmic γ-ray emissions

from Core-Collapse Supernovae (CSSN) events.

The following sections provide a general background to nuclear astrophysics, in-

troduce the relevant astrophysical sites of interest and discuss the important roles of

the 22Ne(α,n)25Mg and 26mAl(p,γ)27Si nuclear reactions.

1.1 Evidence for Nucleosynthesis

Nucleosynthesis is the theory explaining the creation of elements and is the cornerstone

of nuclear astrophysics. It has been widely accepted since the 1930s that the fusion of

light nuclei is the fuel that powers the stars throughout the universe [2–4]. The creation

of heavier metallic nuclei was attributed to the stars and their nuclear processes a few

years after that [5–7]. In order to develop a theory, observational data is needed to test

against it.
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1.1.1 Solar System Abundances

The most important piece of evidence for nucleosynthesis currently available is the

chemical elemental abundance data of the solar system. Most of the mass within

the Solar System is contained within the Sun, therefore, the chemical abundance of

the Sun can be treated as representative of the entire solar system. Measurements

of the solar spectra can allow the composition of the Solar System to be determined.

It is also possible to collect data from presolar grains, a specific class of meteorites

known as CI carbonaceous chondrites [8–12]. These are thought to be time capsules

from the original solar nebula before the formation of the present Solar System. The

Solar System was created after the collapse of a gaseous nebula with an approximately

uniform elemental and isotopic distribution. Some objects within the Solar System can

therefore be treated as representative of the abundances from our local region of the

Milky Way at the time of their formation.

Figure 1.1: Abundances of nuclides in the present day solar system normalized to the

number of silicon nuclei [13].

In 1956 the first major study using a combination of both meteoritic and solar

spectra data was published by Suess and Urey [14]. This paper layed out the schematic

for the abundance tables in use today. It is now possible to investigate the various nu-
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cleosynthesis processes that leave clear signatures within the observed Solar System

abundance data. Taking this method further allows a direct link between these pro-

cesses to the stellar environments in which they occur. Figure 1.1 displays the solar

system abundances of nuclides, normalized to the number of silicon atoms, versus their

mass number. There is no random scatter of the abundances, instead there is a regular

and systematic pattern within the maxima/minima of the abundance. It is commonly

accepted that the abundances of a particular nuclides group/subgroup can be connected

to a specific system of nucleosynthesis.

1.1.2 Stellar Populations & Hertzsprung-Russell Diagram

It is currently accepted within astronomy that there are three generations of stars

within the universe, referred to as stellar populations. These are known as Population I,

Population II and Population III stars. The categorization of stars into these population

groups is based mostly on the metallicity of the star [15]. Population III stars are

thought to be the first chemical evolution of stars, they are extremely metal poor

and formed of the primordial gas of the universe [16–18]. Any of these stars still in

existence would have to be of small mass ≤ 0.8 M�, otherwise they would long be

extinct. Population I stars, including the Sun, are metal rich and so contain elements

heavier than hydrogen or helium. Population II stars lie in between these two, they are

more metal poor than Population I but unlike Population III stars they contain some

metallic elements. Approximately Population I stars contain less metallic element by

a factor of 100 or more, relative to Population II stars.

Population I stars can commonly be found within the spiral arms of the Milky Way

whilst Population II stars are found in the halo and bulge of the Galaxy. Population

III stars are difficult to identify within the Milky Way and not many are believed to

still be burning. In fact there are very few candidates for Population III stars, one

of these candidates is the “COSMOS Redshift 7” [19]. Making a presumption that

the Milky Way began as uniform and metal poor, with no method of concentrating

the metallic elements within the disk, then the Galaxy must have synthesized the

majority of its metallic elements. When considering the various metallicity of the star

populations, a timeline of the populations can be concluded. This timeline follows that

the Population III stars were the first generation stars within the Universe. Population
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II stars followed the death and pollination of these stars and Population I stars formed

significantly further on in history [20, 21].

Figure 1.2: A Hertzsprung-Russell diagram showing the evolutionary pathways for main-

sequence stars, including the evolution pathway into the AGB classification. Image Credit:

Australian Telescope National Facility [22].

Hertzsprung and Russell were the first people to make the significant comparison

of a stars surface temperature and luminosity [23, 24]. Plotting these two variables

against each other for several observed stellar clusters displayed how instead of a ran-

dom scattering, there are a distinct number of stellar groups. The graphical display

of this comparison became known as the Hertzsprung-Russell diagram, Figure 1.2. It

can be seen that the majority of stars lay along a narrow curved band running along

from the lower right-hand corner to the upper left-hand corner. This band has become

known as the “main sequence”. In the lower left-hand corner is a small group of stars

known as “white-dwarfs”. Most of the remaining stars are divided into two groups

within the upper right-hand corner. These are the “red giants” and “red super-giants”
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1.2 The Evolution of Single Stars

Understanding the Hertzsprung-Russell diagram and the specific clustering of stars

within it is a key goal of stellar astrophysics. The evolution of stars from one region to

another and the effect of this evolution on the stellar structure is of key importance.

The main stages of the stellar life cycle will be discussed in the following subsections.

1.2.1 The Birth of Stars

Stars form within nebulae, throughout the interstellar medium, when a large cool cloud

of gas gravitationally collapses. During this gravitational free fall the internal heat is

easily radiated away due to the significant transparency of the gas cloud [25]. A proto-

star is finally formed when the cloud reaches a critical density, due to random turbulent

process, such that the cloud becomes opaque to radiation and rapidly undergoes a heat-

ing process [26]. Protostars will eventually reach a peak temperature as a result of this

contraction, this will determine the life cycle the star will follow. In order to ignite

nuclear fusion reactions, and become a main sequence star, a protostar must reach a

core temperature in excess of 106 K. When this temperature is reached stable hydrogen

burning can begin and further gravitational contraction is prevented. Those protostars

without the sufficient mass (/ 0.8 M�) to reach these core temperatures evolve into

“black” or “brown” dwarf stars [27].

It is common to find clusters of young stars in close proximity to each other. The

theorized cause of this is a phenomenon known as supernova-induced star formation.

In this process the shock waves from a nearby supernova is incident on the molecular

gas cloud, causing the gas cloud to compress and clump [28]. This compression acts as

a trigger for gravitational collapse and eventual star formation to occur.

1.2.2 The Main Sequence

When a protostar achieves hydrostatic hydrogen burning within its core, it begins its

life as a main sequence star. This stage can be loosely defined as an extended period

of stable hydrogen burning that composes the majority of a star’s lifespan. There are

two conditions for a star to maintain this stability and continue its evolution, these are

hydrostatic equilibrium and thermal equilibrium.
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Within the context of stars, thermal equilibrium is when the thermal energy being

created by nuclear reactions throughout its interior is equal to the energy being lost

through its surface. It is not that the star is a constant temperature throughout its

structure. In a mathematical format this condition can be transcribed as

dL(r)

dr
= 4πr2ρ(r)ε(r), (1.1)

where L(r) is the flux of energy through a sphere of radius r and ε(r) is the released

energy from the star per gram of stellar matter per second. Any energy gradients within

the star could lead to instabilities within the stellar interior and possibly gravitational

collapse. As a result, an energy balance is required throughout the entirety of the

stellar interior.

The second condition is known as hydrostatic equilibrium, the internal pressure

at any given spatial point must be large enough to counteract the gravitational weight

of the layers outside of that point and prevent gravitational collapse. The mass and

density of a star are functions of the distance r from the centre of the star. Both

variables decrease as r tends towards the radius of the star. The internal pressure is

also a function of r and will decrease proportionally to the mass supported at that

distance. This condition can be expressed mathematically in the following way:

dP (r)

dr
= −GM(r)ρ(r)

r2
, (1.2)

where P (r) is the total gas pressure at a distance r, G is the gravitational constant,

ρ(r) is the density at the radial distance r and M(r) is the mass contained within the

sphere demarcated by the distance r.

With these two conditions satisfied, a star begins its main sequence and hydro-

static hydrogen burning is achieved within the core. The basic principle process is the

conversion of four 1H nuclei into a singular 4He nucleus via nuclear fusion, releasing a

net energy of 26.731 MeV. However, the probability of four protons within the stellar

plasma interacting simultaneously is far too low to explain the observed luminosity of

stars [29].

There are two key nuclear pathways, both utilising two particle entrance channels,

which are responsible for this fusion process. The mass of a given star determines the

specific hydrogen burning pathway. A star with mass smaller than ∼ 2M� burns
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hydrogen through the pp chains. Stars with larger masses primarily burn hydrogen via

a series of reactions known as the CNO cycles. These nuclear reaction series will govern

the energy production of a star until a significant proportion of its hydrogen has been

exhausted.

1.2.2.1 The pp Chain

Figure 1.3: A schematic of the three dominant pp-chain reaction pathways.

The proton-proton (pp) chain is a formalism used to encapsulate four predominate

reaction pathways, all of which share the initial creation method of 3He. 3He is created

via the fusion of three 1H nuclei with an intermediary β+ decay. After this, the four

reaction pathways diverge to enable the destruction of 3He culminating in the creation

of 4He. The dominance of an individual process is determined by the temperature of

the star and the quantity of seeded 4He within the star. The pp-I chain is the simplest

reaction process with a single step reaction of 3He(3He,2p)4He and is dominant in stars

with a temperature <18 MK. If a star has significant seeding of 4He on formation,

or the ability to synthesize large quantities, the 3He(4He,γ)7Be capture reaction can

occur and make possible the pp-II and pp-III chain pathways. These two pathways

destroy 7Be creating two 4He nuclei, via 7Li and 8Be respectively. The pp-II chain

is dominant over the temperature range of 14 to 23 MK whilst the pp-III chain is

dominant at temperatures above 23 MK [30, 31]. Lastly, the the least probabilistic

pp-IV chain relies upon the direct capture reaction of 3He(1H,e+)4He [32]. The four

pathways have the same net energy production, however, the neutrinos created within
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each chain removes a different maximum energy value. All four of these chains can

operate simultaneously within stars with varying contributions as discussed above.

1.2.2.2 The CNO Cycles

Figure 1.4: Schematical representation of the four separate CNO cycle pathways. Stable

nuclei are shaded.

When stars contain more than just hydrogen and helium, other methods of hydrogen

burning become available to the star. It is common for the composition of stars be-

yond population III (i.e. population I or II) to include heavier metallic elements, where

metallic refers to elements heavier than helium. The elements Carbon, Nitrogen and

Oxygen can be used as catalyst nuclei for the hydrostatic burning of hydrogen. The

CNO cycles refers to four nuclear pathways, which similar to the pp chains, convert hy-

drogen into helium. These pathways have an identical conclusion as the pp chains and
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the amount of energy released by each cycle is the same. The abundance of these cata-

lyst nuclei remain relatively unchanged through this process, with each cycle returning

back to the original nuclei. These cycles allow for substantial quantities of energy to

be produced even if the amount of metallic nuclei is relatively low. The dominant

timescale restraint to this process is the proton capture of hydrogen is typically much

longer than for the β-decays [33]. The four separate reaction pathways are displayed

in Figure 1.4.

1.2.2.3 Other Cycles

Figure 1.5: Schematical representation of the NeNa and MgAl reaction pathways. A blue

arrow represents the proton capture reaction linking the two. Stable nuclei are shaded.

There exists other nuclear pathways to convert hydrogen into helium for stars with

circumstances different to those previously discussed. Two notable examples of this

are the NeNa and MgAl cycles. These can occur in stars that contain seed nuclei

with mass A ≥ 20 upon formation and a sufficiently high core temperature. The most

common site is within massive population I stars. Similar to the CNO cycles these

two pathways use heavy metallic nuclei as catalysts. It is of note that these two cycles

do not provide large quantities of energy due to the higher Coulomb barriers involved,

therefore they are relatively unimportant as an energy source. These pathways play an
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important role in the nucleosynthesis of the elements between 20Ne and 27Al [33]. The

nuclear reactions involved in these cycles are shown in Figure 1.5.

1.2.3 The Fate of Stars

The conclusion of a star’s life is heavily dependent on its initial mass. A star begins

towards its death after the completion of its hydrostatic hydrogen burning. After a

significant proportion of a star’s hydrogen has been burnt, the star enters a volatile

series of burning phases, complemented with a sequence of contraction and expansion

phases. The “turn-off point” is the moment of a stars life when it is the bluest and

hottest within the main sequence, and is also the end of the main sequence.

1.2.3.1 Initial Mass 0.4 M� . M . 2 M�

Once the main sequence is over most of the hydrogen within the core has been burnt

and the star’s core is composed mostly of helium. There are no longer nuclear reactions

providing the necessary energy to stave off the gravitational pull of the star’s mass.

The star begins to spatially contract and the gravitational pressure and therefore the

temperature increases. This contraction continues until a thin shell of hydrogen that

surrounds the helium core is ignited. This layer of nuclear burning prevents all of the

energy produced by the core from radiating away. The layers surrounding the core

expand and cool such that the star enters onto the “red giant branch” or RGB. The

luminosity of the star continuously increases until a maximum T value of ∼ 0.6 Gy is

achieved at the tip of the RGB. During this phase of evolution the star goes through

significant changes. The star sheds material from its surface and loses a significant

amount of mass. Also during this phase the core contracts with a sharp increase in its

central temperature and density, by several orders of magnitude, up to a 104 increase.

Eventually, the helium core becomes electron degenerate.

At this point non-hydrogen burning begins within a star for the first time. The

core temperature still increases reaching ∼ 0.1 GK, at this point helium begins to

fuse into carbon, via the triple α-reaction. The triple α-reaction is a two-step process,

the first is the fusion of two α-particles into the ground state of 8Be, see Equation

1.3 [34–36]. An additional complication to this process is the instability of the 8Be

nucleus, which decays into two individual α-particles with a half life of 6.7 × 10−17s.
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Eventually the decay rate of 8Be equalises with its formation rate and small pockets

of 8Be concentrations build up. The second step within this process is for a third α-

particle to fuse with a formed 8Be nuclei. This resonant capture reaction forms nuclei

of 12C, see Equation 1.4 [37].

4He +4 He←→8 Be (1.3)

8Be +4 He −→12 C∗ + γ (1.4)

This 12C nuclei acts like a gateway for a series of helium capture reactions, all of

which create heavier nuclei. Whilst the main products of this reaction series are 12C

and 16O, a number of other heavier isotopes can be produced via subsequent α-capture

reactions such as; 20Ne, 24Mg, 28Si and more. The greater abundance of 12C and 16O is

determined by the low cross section of the alpha capture reaction 16O(α,γ)20Ne. These

α-capture reactions within the helium core are collectively described as the “helium

burning” phase. In this phase of a star’s life there is a strong dependency between the

temperature of the core and the energy generation of the star from helium burning. In

previous phases of the star’s life any increase in temperature would cause an expansion

and cooling of the star. However, the helium core is now a degenerate gas and there is

no temperature dependence to the pressure within the core. Without this increasing

pressure, there is no force to drive spatial expansion of the star. Another point of note

for this particular phase is the occurrence of “helium flashes”. These are detonations

within the core, brief thermonuclear runaways caused by the explosive nature of this

hot degenerate helium gas core. Helium fusion is much less energy efficient relative to

hydrogen fusion. As such the length of time a star will burn helium for is much shorter.

A given star will burn helium within its core with some stability for approximately 0.1

Gy, this time is known as the “horizontal branch”.

At the end of the “horizontal branch”, a star ascends onto the “asymptotic giant

branch” (AGB) when all of the helium within the core is exhausted and the star has a

core composed of carbon and oxygen. The core contracts once again without the energy

from a nuclear reaction to support the gravitational pull, and the star’s temperature

rises. At this point two shells become the predominant energy suppliers for the star,

these are a helium shell surrounding the core and a hydrogen shell that encases the
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helium shell. Energy production within these shells does not occur at a stable constant

rate, the star will go through periodic phases of contraction and expansion correspond-

ing to different burning process dominance. First hydrogen burning is dominant and

continuously seeds helium nuclei into the helium shell. The increasing quantity of he-

lium is coupled to an increasing temperature and density. It is possible for the energy

generation rate to rise rapidly, such that it surpasses the energy diffusion rate from

this shell. At a critical point thermonuclear runaway begins, the helium shell energy

production increases quickly becoming the dominant source of energy. Driven by the

push of energy from this helium flash the hydrogen shell expands and cools such that

the nuclear fusion of hydrogen is quenched. This expansion continues until the helium

reactions are quenched and the star contracts again [38]. This contraction reignites the

hydrogen burning shell, again becoming the main source of energy generation. This

cycle repeats multiple times whilst the star is within the Asymptotic Giant Branch.

Helium flashes can reoccur as frequently as every 0.1 ky for a total of approximately

20 My when the star leaves the AGB.

The AGB typically finishes because of a period of destructive stellar winds. These

winds allow for a significant amount of mass to escape into the interstellar medium,

such that there is not enough mass to cause the thermal pulses driving this branch.

The next phase of stellar life is known as the post-asymptotic giant branch, or P-

AGB. Stellar winds still drive the release of the star’s hydrogen envelope, which in

turn reveal the inner layers of the star. The deeper the layer revealed the higher the

surface temperature of the star becomes. It is possible for the surface temperature to

be such that intense ultraviolet radiation is emitted. This radiation ionizes the ejected

matter from the star causing the material to fluoresce as a “planetary nebula”. The

penultimate stage of a star with mass less than 2 M� is a “white dwarf” star. This

begins when the remaining hydrogen envelope has been ejected and any late hydrogen

burning processes have ceased. Left is a hot carbon and oxygen core remanent with no

thermonuclear reactions occurring. With no energy being generated, this core remnant

enters an extended cooling phase, lasting approximately 500 Gy, until finally the star

is left cold and “dead” as a “black dwarf”.
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1.2.3.2 Initial Mass 2 M� . M . 11 M�

The key difference for stars with mass 2 M� .M . 11 M� relative to stars with mass .

2 M�, is the entry of these stars into the RGB phase. These stars do not become electron

degenerate within their helium cores, thereby preventing helium flashes as described

above. Instead these stars begin their stable helium burning quiescently. Apart from

this, stars within this mass region follow approximately the same evolutionary path.

However, the progression rate of these stars along this path is much faster than those

of the smaller mass bracket.

1.2.3.3 Initial Mass & 11 M�

The initial phases are very similar for stars with mass & 11 M� to the smaller masses, a

key difference is the shorter timescale of evolution within more massive stars. The total

nuclear burning lifetime for these stars is currently thought to be ∼7 My. After the

initial hydrogen burning phases, helium ignites within the core in a non-degenerative

way, so no helium flash. But the stars outer layer expand greatly to such an extent

that it is differentiated to the RGB phase of smaller stars and is known as a “super

giant”. Their sheer size can lead to temperatures large enough to begin carbon burning,

the fusion of carbon nuclei within the core. The principle reactions from this carbon

burning are shown below:

12C +12 C −→20 Ne +4 He + 4.62MeV, (1.5)

12C +12 C −→23 Na +1 H + 2.24MeV, (1.6)

12C +12 C −→23 Mg +1 n− 2.62MeV. (1.7)

Alongside the processes above are a number of minor reactions not discussed

within this thesis. Carbon is not the only heavy element fusion process that can be

ignited within the core of these high temperature stars. A series of heavy element

burning process can take place using the ash created by the previous nuclear reactions

as fuel. This includes the fusion of neon, oxygen, magnesium and silicon nuclei. Nu-

cleosynthesis from nuclear fusion processes culminates with the creation of iron nuclei,

where the fusion process is no longer energetically favourable. It is also possible within

this “super giant” phase to synthesize nuclei with mass A ≥ 60 through the s-process,
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which will be discussed in more detail in a later section. [39]

Figure 1.6: Cross section of a super giant phase star, displaying the various layers of fusion

reaction burning [40].

After silicon burning within the core has finished, the star has a structure similar

to that within Figure 1.6, commonly known as an “onion star” due to its layered struc-

ture. In this “super giant” phase the star’s luminosity is so large that strong stellar

winds blow away a significant amount of the stars mass. The larger the mass of the

star the more pronounced this effect is. In fact, stars with masses & 30 M� can lose

nearly the entirety of their hydrogen envelope.

At this stage of a large star’s evolution there is no longer a nuclear burning energy

source within the core. Within the shells surrounding the core some nuclear burning

continues and the ashes diffuse into the core. The core becomes electron degenerate

and grows in mass until it exceeds the Chandrasekhar limit, approximately 1.4 M�. At

this mass limit the electron degeneracy pressure no longer prevents the gravitational

collapse of the core. During this collapse, large quantities of photo-disintegration and

electron capture upon iron nuclei occurs. These two processes can remove electrons

and consumes energy from the gas, both accelerating the collapse [41].

It is of note that vast quantities of energy escapes from the collapsing core through
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neutrino release. The energy removed by neutrinos is counterbalanced by the acceler-

ating collapse of the iron core. An extremely violent explosion, or “supernova”, follows

this collapse resulting in the near total destruction of the star, with the majority of the

star being ejected into the interstellar medium. Only the high-density core is left as a

remnant either as a neutron star or a black hole, dependent on the mass of the star.

The above scenario accounts for the majority of supernova types, i.e. types II, Ib and

Ic. The classification of these supernova types are based on the spectral observations

of these events.

1.3 s-process

The s-process is a neutron capture process responsible for the creation of elements A ≥

60. This process is entirely dependent on two nuclear processes, the neutron capture

reaction, X(n, γ)Y , and β−-decay, n→ p+e−+ ν̄e. This process relies on there existing

a high free neutron density, on the order of ∼ 108 neutrons per cm3, and that the star

is seeded with a relatively high abundance of Fe nuclei. This nucleosynthesis occurs

along the“valley of stability”, as the neutron capture cross section and time-scale is slow

enough for unstable nuclei to β−-decay before the capture of another neutron. This

is especially true at nuclei with a magic number of neutrons, which act as bottlenecks

and help to explain for s-process abundance peaks.

Figure 1.7: A schematical representation of the s-process, beginning with a seed nuclei of

56Fe. Stable nuclei that form part of the “valley of stability” are shaded.

Two important reaction pathways [42] are thought to provide the necessary free

neutrons to ignite the s process, shown below alongside their shortened versions:
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12C(p, γ)13N(β+ν)13C(α, n)16O→13 C(α, n)16O, (1.8)

14N(α, γ)18F(β+ν)18O(α, γ)22Ne(α, n)25Mg→22 Ne(α, n)25Mg. (1.9)

The most important part of the s-process is the “neutron economy” of the nucle-

osynthesis. There are three key elements to this economy, these are listed below:

• The abundance of neutron providing nuclei (i.e.13C or 22Ne).

• The abundance of seed s-nuclei (such as iron isotopes).

• The “neutron poisons” that occur throughout the nuclear pathways.

. The balance of the above three items control the final abundance production of s-

nuclei from any given star. “Neutron poison” is a term to describe any reaction which

does not produce s-nuclei and removes the availability of free neutrons. A relevant and

textbook example of a neutron poison is the so-called “self-poisoning” 22Ne(α, n)25Mg

reaction, because the 25Mg product has a high neutron capture cross section [37]. Com-

petitive reactions are also a source of neutron poisoning, for instance the 22Ne(α, γ)26Mg

reaction competes with the neutron producing 22Ne(α, n)25Mg reaction. The ratio of

cross sections between the two reactions defines the available neutrons for the s-process

[43]. Some individual reactions can appear to be neutron poisons until the larger nu-

clear pathway is examined, as neutrons can be recycled further down the path. For

example, 16O(n,γ)17O appears to absorb neutron flux but is followed by the neutron

producing reaction 17O(α,n)20Ne and so the path “neutron neutral”.

The s-process can be divided into two constituent parts, the “main” and “weak”

s-processes. These will be discussed in more detail in the following sections.

1.3.1 Main s-process

The main s-process is responsible for the synthesis of elements with A & 90 occurs

within low mass AGB stars. More specifically within thermally pulsing AGB stars, or

TP-ABG, with masses of the order 1.5 - 3 M� [44]. Both of the neutron producing

reactions described in Section 1.3 are accessible within this stellar environment. After

the completion of a helium flash, or thermal pulse, the He-burning shell is quenched.
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Protons from the hydrogen/helium envelope of the star are dragged down into the

intershell region between the previously burning C/O core and the envelope. The

intershell is composed of 4He and 12C with an approximate mass ratio of 3:1. As the

thermal pulse ends the star begins to cool and contract again. The H shell re-ignites and

newly mixed protons within the intershell region create the following reaction pathway:

12C(p, γ)13N(β+ν)13C(p, γ)14N. (1.10)

This reaction creates two pockets of individual nuclei within this intershell region,

one pocket of 13C and one of 14N. As the temperature of the star increases it is possible

for the mean lifetime of the 13C(α, n)16O destruction path to be smaller than the

inter-thermal pulse timespan [45]. This temperature is approximately 0.09 GK, or

kT ≈ 8 keV. The free neutrons that escape from these reactions can interact with the

seed nuclei within the star, and importantly the Fe seed nuclei. The neutron density

produced by this reaction is relatively low, Nn ≈ 107 cm−3, but is maintained for ≈

10-20 ky and can produce local neutron exposures of ≈ 0.1 mb−1 [46]. The entirety of

this 13C pocket is consumed in this inter-pulse time period, but the temperature does

not rise significantly enough at this point to affect the 14N pocket.

As the H-shell continues to burn, more ash falls into the intershell region increas-

ing its mass, temperature and density. At a critical point the He-region at the bottom

of the intershell region can ignite and begin a new thermal pulse. This thermal pulse

expands and engulfs the intershell region, including the 14N pocket, reaching close to

the H-shell and extinguishing the burning within this shell. This pulse increases the

temperature enough (T ≈ 0.27 GK) to ignite the sequence:

14N(α, γ)18F(β+ν)18O(α, γ)22Ne, (1.11)

within the 14N pocket. This chain enables the production of neutrons from the sec-

ondary equation described previously, 22Ne(α, n)25Mg. The peak neutron density

reaches Nn ≈ 1010 cm−3, slightly higher than the 13C neutron source. However, the

period of time this reaction occurs over is much shorter, ≈ 10 years, leaving a much

lower neutron exposure of ≈ 0.01 mb−1 [42]. The consequence of this reaction does not

significantly change the overall production of the s-process but does affect the branch-

ing the s-process can take. The higher temperature during this pulse increases the
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efficiency of branching away from the valley of stability [47]. After the pulse reaches

crescendo it will cool and the star will contract, restarting the cycle which can repeat

many times.

1.3.2 Weak s-process

The main s-process does not account for elemental abundances of nuclei with A . 90.

The difference in these abundances is made up by the creation of elements by the weak

s-process. This process is dominant in two stellar environments, one of them is within

the He-burning core and C-burning shells within massive stars with mass ≥ 13 M� and

the other is within the TP-AGB phase of stars with masses & 3 M� [48, 49].

For the He-burning phase of massive stars (≥ 13 M�) the weak s-process is pre-

ceded by the CNO cycle and a He-burning reaction pathway. Of note from the CNO

cycle is the production of 14N, the important seed nuclei for the He-fusion reaction path-

way. The 14N is rapidly converted into 22Ne through the 14N(α, γ)18F(β+ν)18O(α, γ)22Ne

pathway, similar to the production within AGB stars [49]. During the helium core burn-

ing the core temperature rises. At a temperature of ≈ 0.25 GK (kT ≥ 22 keV) the

star can ignite the 22Ne(α, n)25Mg reaction and release neutrons for the weak s-process.

This temperature is reached towards the end of the He-burning core lifetime for most

stars, larger stars reach this temperature sooner and as a result are a lot more efficient

at burning 22Ne. Above mass & 30 M� this process is efficient enough to completely

burn the 22Ne produced by the He-burning core.

For massive stars with remanent 22Ne after the end of the helium core burning

there is the possibility for a second burst of s-process within the carbon burning shell.

Within this shell the temperatures are high enough to ignite the neutron releasing

reaction that feeds the weak s-process. The α-particles for this reaction are provided

by the reaction:

12C +12 C −→20 Ne +4 He. (1.12)

Temperatures within this site are large enough to create a peak neutron density of

≈ 1011 cm−3, dependant on the iron seeding this can significantly affect the abundance

pattern. It should be noted that carbon burning within the cores of these massive stars

are not believed to be a source of s-process nuclei. The elements created within the
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core are unlikely to escape in the event of a supernova and during the core oxygen

burning phase s-nuclei would likely be destroyed via photodisintegration.

The production of s-nuclei within large AGB stars (M & 3.0 M�) is similar to

that within smaller stars, i.e. smaller than 3.0 M�. However, the rate and timescale is

dramatically increased within these large stars. The key difference for these large AGB

stars is the level of dominance between the two available neutron sources, 13C(α,n)16O

and 22Ne(α,n)25Mg [50]. With low mass stars the former reaction process is the dom-

inant neutron source, however, in the larger AGB stars the latter is the dominant

source.

1.4 Nuclear Reactions of Interest

Understanding the observed elemental abundances throughout the cosmos is a key

goal of nuclear astrophysics. Identifying the astrophysical sites and investigating the

properties of individual reactions are vital components. The s-process has a large

contribution to the abundance of isotopes with A & 60 and occurs within a significant

proportion of stars. Supernova and Wolf-Rayet stars are probable sites to explain a

number of observed cosmic γ rays throughout the universe. In the present work we

have investigated the astrophysical 22Ne(α,γ)26Mg and 26mAl(p,γ)27Si reactions, the

former of which plays a key role in the neutron flux available within the weak s-process

whilst the latter provides a competitive version to the 26gAl(p,γ)27Si reaction, both of

which are destructive reactions of 26Al.

1.4.1 22Ne(α,γ)26Mg within the s-process

As discussed previously, the weak s-process is a major source for the elemental

abundances with 60 ≥ A ≥ 90. This is dominant within high mass AGB stars (M

& 3 M�) and in the He-core and C-burning shell burning of massive stars (M & 13

M�). The lynchpin of this process is the free neutron density, which in this scenario is

predominately provided by 22Ne(α,n)25Mg reaction. The free neutrons produced within

this reaction can be captured by heavier seed nuclei, such as iron isotopes. Due to the

relatively low neutron densities within these environments the capture timescales are

much smaller than the β-decay lifetimes. As a result the process follows the valley of
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stability up the chart of nuclides.

The neutron economy in the first instance is reliant upon the rates of neutron pro-

ducing reactions and the poison reactions that remove/prevent neutrons. In high mass

AGB stars the main neutron producing reaction is 22Ne(α,n)25Mg. This has a number

of corresponding poison reactions that need to be understood to account for the true

number of free neutrons released. It has been previously mentioned in Section 1.3.2

that one such poison is the relatively high neutron capture cross section upon the 25Mg

product. Another such poison, which this work investigates, is the 22Ne(α,γ)26Mg reac-

tion. This is a competitive reaction to the neutron producing 22Ne(α, n)25Mg reaction

which could significantly alter the flux of free neutrons available.

It is expected that this competitive reaction rate will be dominated by resonant

capture rates to excited states in-between the α-emission and n-emission thresholds

within 26Mg. These thresholds are at energies of 10614.75 keV and 11093.09 keV

respectively. The dominant excited states in this region are expected to be natural

parity states due to the 0+ ground states of both incident particles, i.e. the 4He and

22Ne isotopes.

1.4.2 26mAl(p,γ)27Si within Core-Collapse Supernovae

The nucleus 26Al has a relatively short lifetime (t1/2 ≈ 7.2 × 105 years) and so present-

day evidence cosmological decay provides direct evidence for continuing nucleosynthe-

sis. There are two cosmological studies that provide suitable evidence for the stellar

production of 26Al.

Figure 1.8: Examples of SiC type presolar grains, such as those containing evidence of the

26Al nucleosynthesis [51]
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Historically speaking, the first piece of evidence of the nucleosynthesis of 26Al

came from the study of meteorites. More specifically the isotopic abundance distribu-

tion of presolar grains, primitive meteorites that survived the formation of the solar

system [52]. These meteorites predate the solar system and have been excluded from

nucleosynthetic processes for enough time that 26Al nuclei have become extinct. There

should be no isotopic abundance of 26Al within these meteorites as a result. The previ-

ous presence of 26Al can be inferred from a relative overabundance of its daughter nuclei

26Mg. This was seen using detailed mass spectrometry techniques in a study in 1978

by Lee et al [53]. This was one of the first studies to conclusively prove that meteorites

of this class once contained a significant quantity of 26Al. More recent techniques

have discovered that this property may be enhanced within grains from supernovae

[54]. Separately, it has been suggested that the in-situ decay of 26Al may affect the

life supporting conditions of planetary systems by heating/melting icy planetesimals in

protoplanetary disk [55].

Figure 1.9: Schematic of 26Al decay showing the 1.809 MeV γ-ray decay within 26Mg [56].

In 1983, the HEAO-3 satellite, with a cluster of four coaxial high purity germa-
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nium detectors, detected a cosmic γ-ray transition line at 1.809 MeV the characteristic

energy for the γ-decay for the β-decay daughter of 26Al [57, 58]. For the first time,

there was direct evidence of present day ongoing nucleosynthesis and of γ-ray sources

within the interstellar medium [59, 60]. Since this discovery more state-of-the-art γ-

ray satellite observatories have been launched into orbit, part of their missions have

been to determine the galactic origin of 26Al. These include the satellites: COMPTEL

(double-scattering Compton telescope consisting of NE 213A organic liquid scintillators

and NaI(Tl) crystals), RHESSI (nine high-purity germanium crystals) and INTEGRAL

(nineteen high-purity germanium crystals) [61–63]. A galactic plane all-sky map of the

1.809 MeV γ-ray line was created by the COMPTEL satellite, see Figure 1.10. This sky

map displays in detail the inhomogeneous emission of the 1.809 MeV γ-ray across the

galactic plane. Together with information from surveys by the INTEGRAL satellite

it is thought the origin of this emission is dominated by high-mass stellar environ-

ments, such as Wolf-Rayet stars and core-collapse supernovae (CCSN) [64–66]. Using

a comparison of the γ-ray flux of 60Fe and 26Al nuclei, using the RHESSI satellite,

and with information from theoretical nucleosynthetic studies it has been determined

that, Wolf-Rayet stars are the dominant 26Al producing stellar environment within the

cosmos [67–69]

Figure 1.10: COMPTEL satellite sky-map of the 26Mg γ-decay line at 1.809 MeV. Inset:

INTEGRAL energy spectrum containing the 26Mg γ-decay line at 1.809 MeV [70].
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The destruction of 26Al within Wolf-Rayet state is expected to be dominated by

the 26gAl(p,γ)27Si reaction, therefore skipping its β-decay and subsequent 1.809 MeV

γ-decay. Core-collapse supernovae are more complex than Wolf-Rayet stars. The 26Al

nucleus exhibits a spin isomer, 26mAl (Jπ = 0+, t1/2 = 6.3460 s), located 228.305(13)

keV above the ground state. This isomer has a super-allowed β+-decay directly to the

26Mg ground state (0+ → 0+) excluding the 1.809 MeV γ-ray decay [71]. Theoretical

models of nucleosynthesis currently treat this isomer as a separate nucleus within Wolf-

Rayet stellar environments [72]. However, within CCSN the high temperatures allow

for thermal excitations between the ground and isomeric states of 26Al via higher-lying

levels [73]. The rate at which this isomeric state is created and destroyed will therefore

affect the overall abundance of 26gAl and have a role in the flux of the 1.809 MeV cosmic

γ-ray line. Similarly within these high temperature environments the 25Al(p,γ)26Si

reaction is prevalent. The β-decay of 26Si exclusively populates the isomeric state of

26mAl. Therefore, this isomer has a role in the measured isotopic abundance of 26Mg

in presolar grains originating from supernovae [74].



Chapter 2

Thermonuclear Reaction Rates and

Transfer Reactions

In order to fully understand the nucleosynthetic processes within stellar environments

a comprehensive understanding the of thermonuclear reactions that occur is needed.

Of particular note is understanding the nuclear reaction rates. Working knowledge of

all these individual reactions creates an in-depth model for the chemical evolution of

stars and the energy generation of stars.

In this chapter, a general overview of resonant and non-resonant reaction mech-

anisms is discussed and an analytical formalism for determining stellar reaction rates

is presented.

2.1 Kinematics and Energetics

The simplest nuclear reaction mechanism is where a particle “a” strikes a nucleus “X”

producing a product nucleus “Y ” and an ejectile “b”. This can be expressed as:

a+X → Y + b, (2.1)

or simply as:

X(a, b)Y. (2.2)

The energy released, or associated reaction Q value, is defined by masses of the

particles involved within the reaction, this can be expressed as:

25
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Q = (MX +Ma −MY −Mb)c
2, (2.3)

where MX and Ma are the ground state masses of the entrance channel particles and

MY and Mb are the ground state masses of the exit channel particles. The polarity

of this Q-value provides insight into the reaction energetics. If the Q-value is positive

then the reaction is exothermic and there is a net production of energy. Conversely,

if the Q-value is negative then the reaction is endothermic and a minimum amount of

energy is required for the reaction. This energy must be brought into the reaction by

the entrance channel particles.

Equation 2.3 represents the exit channel particles in their respective ground state

configurations. In the case where, for example, the exit channel particle Y is pro-

duced in an excited configuration (with energy E∗Y ) then the Q-value equation must be

modified in the following manner:

Qex = (MX +Ma −MY −Mb)c
2 − E∗Y = Q− E∗Y , (2.4)

where Qex is the Q-value for the excited state and Q is the Q-value as defined in

Equation 2.3. E∗Y can also be defined in terms of the ground state mass, MY , and

excited state mass, M∗
Y as:

E∗Y = (M∗
Y −MY )c2. (2.5)

Known Q-values are regularly tabulated, the most recent of which was the 2016

atomic mass table evaluation [75, 76].

Three additional nuclear properties are tabulated similarly to the Q-value. These

are the particle separation energies for nuclei, specifically those for neutron, proton and

alpha separation, typically denoted Sn, Sp and Sα respectively. These can be defined

as:

Sn = (M(A−1
Z XN−1) +Mn −M(AZXN))c2, (2.6)

Sp = (M(A−1
Z−1XN) +Mp −M(AZXN))c2, (2.7)

Sα = (M(A−4
Z−2XN−2) +Mα −M(AZXN))c2, (2.8)



2.2. CROSS SECTIONS AND STELLAR REACTION RATES Page 27

where A
ZXN is the standard nomenclature for defining a nucleus of mass number A,

atomic number Z and neutron number N , and Mn, Mp and Mα are the neutron,

proton and alpha masses respectively.

In this work, the experimental focus is on neutron transfer reactions using the

deuteron as an entrance particle and the proton as an exit channel particle. These

reactions are typically denoted as X(d,p)Y , relative to Equation 2.2. This reaction is

atypical within the astrophysical environments, however is used commonly to indirectly

extract information relevant to like astrophysical reactions.

2.2 Cross Sections and Stellar Reaction Rates

The Q-value quantifies the amount of energy released by a given nuclear reaction.

Unfortunately, the important property within stellar environments is the total nuclear

energy released within the stellar plasma per unit volume.The probability of a reaction

happening per unit time and per unit volume is needed to determine this quantity.

The quantitative measurement of this probability is known as the nuclear reaction

cross section, σ, and is dependant on the relative velocity of the target-plus-projectile

system, σ = σ(v). The occurrence of the previously mentioned example reaction,

X(a, b)Y , within a stellar gas containing a number, Na, particles of type a per cm3 and

number, NX , particles of type X per cm3, then the reaction rate, raX is :

raX = NaNXvσ(v), (2.9)

where v is the relative velocity between the particles and σ(v) is the reaction cross

section. This can be separated into the projectile particle flux (Na · v) and the product

of the effective reaction area in the volume (NX · σ(v)).

In stellar plasmas (and other gases) there is a spread of relative velocities between

the interacting nuclei, this is described by the probability function P (v), where

∫ ∞
0

P (v)dv = 1. (2.10)

Here, the quantity P (v)dv represents the probability that the relative velocity between

the particle pair, v, has a value between v + dv. This leads to an expression for the

reaction rate per particle pair which is averaged over the velocity distribution, < σv >,
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in the following manner:

< σv >=

∫ ∞
0

P (v)vσ(v)dv. (2.11)

Combined with equation 2.9, the total reaction rate can be presented as:

raX = NaNX < σv >aX , (2.12)

where NaNX is the total number density of non-identical pairs of “a” and “X” particles

and < σv >aX is the reaction rate per particle pair. In practise, this equation becomes:

raX = NA < σv >aX , (2.13)

where NA is the Avogadro constant and raX is expressed in units of cm3mol−1s−1.

Particles within a typical stellar gas are non-degenerate and move at non-relativistic

velocities. The energy available to these particles originates from their thermal motion,

hence reactions in this environment are referred to as thermonuclear reactions. The

relative velocities of the particles within the nuclear reactions can be modelled by a

Maxwell-Boltzmann distribution:

P (v) = 4πv2
( µ

2πkT

)3/2

exp

(
− µv

2

2kT

)
, (2.14)

where µ is the reduced mass of the particles within the interaction, µ = mamX/(ma +

mX), T is to the temperature of the plasma and k is the Boltzmann constant. Within

the exponential term, the numerator represents twice the kinetic energy of the nuclei

within the reaction. Equation 2.14 can therefore be expressed as a function of the

kinetic energy:

P (E) ∝ E · exp

(
− E

kT

)
. (2.15)

Incorporating the Maxwellian velocity and energy distributions into equation 2.11,

the reaction rate per particle pair becomes:

< σv > =

∫ ∞
0

P (v)σ(v)vdv =

∫
P (E)σ(E)vdE, (2.16)

=

(
8

πµ

)1/2
1

(kT )3/2

∫ ∞
0

σ(E) · E · exp

(
− E

kT

)
dE. (2.17)
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Lastly, the total reaction rate raX can be expressed as:

raX = NaNX

(
8

πµ

)1/2
1

(kT )3/2

∫ ∞
0

σ(E) · E · exp

(
− E

kT

)
dE. (2.18)

From the discussion above, it can be seen that the reaction rate has a strong

dependence on the energy dependent cross section, σ(E). This property is heavily

linked to the independent reaction mechanisms for each reaction.

2.3 Non-resonant and Resonant Reactions

Equation 2.18 can be determined numerically or analytically depending on the be-

haviour of the energy dependent cross section, σ(E). With a measurement or theoreti-

cal estimation of the energy dependent cross section, (σ(E)), the reaction rate < σv >

can be calculated numerically. If the behaviour of the energy dependent cross section

is complicated then this is the only viable option for determination. A relatively simple

cross section energy dependence allows for an analytical approach.

There are several benefits from determining the reaction rate with an analytical

expression. Most importantly, it is possible for a numerical approach to not encapsulate

the reality of the reaction rate. If the energy dependent cross section is not known then

the rate cannot be integrated numerically. This can happen in situations where narrow

resonances exist within the cross section. Another benefit for analytical descriptions

is in cases where the reaction rate has to be extrapolated to the region of interest,

analytical approaches allow for an improved estimation of the rate.

2.3.1 Charged Particle-Induced Non-resonant Reactions

Energy generation within stars is provided primarily by the fusion of hydrogen nuclei

into helium, which can only occur when a minimum temperature is reached, ≈ 107

K. This high temperature is required to overcome the potential energy barrier (V (r))

separating two charged particles. This barrier is composed of two components. The

first is a Coulomb barrier, VC(r), created by the positive charge of nuclei, expressed

using the nomenclature from equation 2.2:

VC(r) =
ZaZXe

2

r
, (2.19)
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where Za and ZX are the charges of the interacting particles, e is the electron charge and

r is the distance between the pair. The second component is the centrifugal potential,

Vcf (r) arising from the relative orbital angular momentum between the particle pair,

this is expressed as:

Vcf (r) =
l(l + 1)~2

2µr
, (2.20)

where l is the orbital angular momentum quantum number. This gives rise to a func-

tional form for the potential barrier, given by:

V (r) = VC(r) + Vcf (r) =
ZaZXe

2

r
+
l(l + 1)~2

2µr
. (2.21)

Figure 2.1: Schematic of the combined nuclear, centrifugal and Coulombic potentials in 1-

dimension. In this representation Vb = V (r). A projectile with E <Vb has to tunnel through

this combined centrifugal and Coulombic potential to reach the nuclear force [77].

A schematic of this barrier is displayed in Figure 2.1. For the case of two protons,

the effective height of the potential is 550 keV. In a classical sense, only when the parti-

cle pair interaction surpasses this energy can a reaction take place. This energy barrier
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for thermal motion corresponds to a stellar temperature of 6.4 GK. Theoretically, under

these circumstances it would be possible for all particle pairs to react instantaneously.

If this happened then the star would explode catastrophically rather that burn with

stability for billions of years.

Quantum mechanically, there is a finite probability for a projectile to tunnel

through this potential barrier, even with an energy less than the potential height of the

barrier, E <V (r). If the particle can tunnel to a radius, r0, whereby the nuclear force

is dominate, the reaction can take place. The probability of barrier penetration, with

Eprojectile � V (r), via this tunnelling effect is quantified by the “Gamow factor” (P ):

P = e−2πη, (2.22)

where η is the “Sommerfeld Parameter”, defined as:

2πη = 31.29ZaZX

( µ
E

)1/2

, (2.23)

where E is the centre-of-mass energy E in units of keV and µ is the reduced mass in

units of amu.

The tunnelling probability is directly proportional to the energy dependent cross

section, σ(E), for charged particle reactions. As a result, the total cross section for

these reactions is significantly quenched for energies less than the potential barrier (Vb

from Figure 2.1) between the particles. Experiments aimed at measuring cross sections

must account for astrophysical energies lower than this potential barrier. Consequently,

cross section at astrophysical energies can be too low to measure with current tech-

niques/technologies. The minimum achievable beam energy may be larger than the

astrophysical energy of interest. This is of particular importance in direct measure-

ment experiments. This experimental limitation requires models to extrapolate current

data into astrophysically relevant energy regions, as shown in Figure 2.2(a). However,

at these low beam energies the cross section can vary dramatically with beam energy

and are unreliable.

The astrophysical S-factor, S(E), encapsulates all of the nuclear components of

the probability. This property is defined as:

σ(E) =
1

E
exp(−2πη)S(E), (2.24)
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where the 1/E term derives from the geometrical energy-dependent de Broglie wave-

length of the particle, i.e. 1/E = π/k2. By writing the cross section in this form the

strongly energy dependent factors are factored explicitly, with a residual function of

energy, S(E), left. For non-resonant reactions, S(E) is a smoothly varying function

with energy, with a much smaller variance with respect to beam energy than the cross

section. This makes it extremely useful in extrapolating results into astrophysical re-

gions, as is shown in Figure 2.2(b).

Figure 2.2: (a) Reaction cross section, σ(E), as a function of the beam energy. (b) Astro-

physical S(E)-factor as a function of beam energy. The value EL is the lowest beam energy

cross sectional measurements can be made and the value EC is the height of the combined

coulombic and centrifugal barrier. This Figure is taken from [78] as an adaptation from

Figure 4.3 of [79]

Substituting Equation 2.24 into the Equation 2.18, the reaction rate per particle

pair can be re-written as:

raX = NaNX

(
8

πµ

)1/2
1

(kT )3/2

∫ ∞
0

S(E) · exp

(
− E

kT
− b

E1/2

)
dE, (2.25)

where the quantity b within the exponential term, which arises from the barrier pene-

trability, is defined as:
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Figure 2.3: Diagram showing the Maxwell-Boltzmann distribution of energies and the

tunnelling probability that feature within non-resonant nuclear reactions. Also shown is the

convolution of these two terms that make up the Gamow window [80].

b =
(2µ)1/2πe2ZaZX

~
=
√
EG, (2.26)

where EG is the Gamow energy. As a result, Equation 2.25 can be re-written as:

raX = NaNX

(
8

πµ

)1/2
1

(kT )3/2

∫ ∞
0

S(E) · exp

[
− E

kT
−
(
EG
E

)1/2
]
dE. (2.27)

For non-resonant reactions, S(E) is a smooth function of beam energy. Therefore,

the energy dependence of the integrand in the equation above is determined by the two

exponential terms within the integral. These terms represent the Maxwellian distri-

bution of energies and the energy dependent tunnelling probability. The product of

which, leads to a peak of the integrand near an energy term, E0, known as the Gamow

peak and is typically larger than kT . The width of this peak, ∆E0, is representative

of the narrow energy window where nuclear reactions have a high probability of taking

place, see Figure 2.3.

The factor S(E) is approximately constant over the extent of the narrow Gamow

window, allowing the reaction rate definition from Equation 2.27 to reduce to:
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raX = NaNX

(
8

πµ

)1/2
1

(kT )3/2
· S(E0)

∫ ∞
0

exp

[
− E

kT
−
(
EG
E

)1/2
]
dE. (2.28)

Taking the first derivative of the integrand in Equation 2.28, one can find the

energy E0 to be:

E0 =

(
bkT

2

)2/3

. (2.29)

If the integrand is approximated as a Gaussian function, the effective width of the

Gamow energy window, or ∆E0, may be expressed as:

∆E0 =
4(E0kT )1/2

31/2
. (2.30)

These two expressions can then be used within Equation 2.28 to produce a final

analytical expression for non-resonant reaction rates of charged particles:

raX = NaNX

(
2

µ

)1/2

· ∆E0 · S(E0)

kT 3/2
· exp

(
−3E0

kT

)
. (2.31)

If the astrophysical S-factor was always smooth and all stellar reactions were com-

pleted via non-resonant components, then the analytical formalism laid out throughout

this section would form a complete picture for thermonuclear reactions. However, there

exists resonances within many stellar reaction at effective stellar energies. These cause

large spikes within the cross-sections of these reactions and strong variations within

the astrophysical S-factor. An entirely different analytical formalism is required to

encapsulate these phenomena.

2.3.2 Narrow-Resonance Reaction Rates

This section will discuss reactions where the astrophysical S-factor varies strongly with

energy. In particular reactions where the resonances are narrow and isolated, such that

the particle partial widths are approximately constant over the total resonance energy

width, Γ.

Examining the energetics Equation 2.1 defined earlier, another reaction between

the particles a and X can be considered. This time where a compound nucleus Z is

formed within some excited state, before decaying into the exit channel particles Y and

b, such as:
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X + a→ Z∗ → Y + b, (2.32)

where Z∗ represents the compound nucleus within an excited state of energy, Ex. Re-

actions occur through these resonances when the centre-of-mass energy of the entrance

channel particles coincides with a stationary excited state within the compound nu-

cleus.

The creation of a resonant state requires the conservation of angular momentum

and parity. This means the angular momentum of the excited state within the com-

pound nucleus, ~JZ∗ , must be equal to the sum of the intrinsic angular momenta of the

entrance channel particles, ~Ja and ~JX , and the relative angular momentum between

them, ~l. This can be written formally as:

~JZ∗ = ~Ja + ~JX +~l, (2.33)

where the standard rules of vector addition apply. The conservation of parity requires

that:

π(JZ∗) = π(Ja) · π(JX) · (−1)l, (2.34)

where π(JZ∗) is the parity quantum number of the resonant excitation state within the

compound nucleus, π(Ja) and π(JX) are the parity quantum numbers for the entrance

channel nuclei and the (−1)l value represents the parity due to the relative orbital

angular momentum between the entrance channel particles.

All resonant states are naturally particle unbound, meaning they can be both

formed by and decay back into the entrance channel particles with positive kinetic

energy. These compound nucleus states can have significant lifetimes due to the high

potential barrier against breakup. The likelihood of breakup occurring increases as the

excitation energy increases because the width of the barrier potential decreases as the

energy increases. The lifetimes of these high energy states is shorter as a result.

The energy dependent cross section for a single isolated resonance may be de-

scribed by the Breit-Wigner formula. For the reaction described in Equation 2.32, this

can be expressed as:

σBW (E) =
λ2

4π
· (2J + 1)(1 + δXa)

(2jX + 1)(2ja + 1)
· Γ1Γ2

(Er − E)2 + Γ2/4
, (2.35)
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Figure 2.4: Schematic diagram showing the reaction cross section σ(E) as a function of the

interaction energy for both resonant and non-resonant processes. Adapted from [79].

where λ = 2π~
√

2µE, ja and jX are the spins of the target and projectile, J and

ER are the spin and energy of the resonance, E is the centre-of-mass energy, Γ is the

total width of the resonance, and Γ1 and Γ2 are the particle partial widths of “1” and

“2”. These partial widths represent the formation/decay probability of the “1” and “2”

channel respectively. The total width of the resonance is equal to the sum of all the

reaction partial widths:

Γ =
n∑
i=1

Γn. (2.36)

The Kronecker symbol, δXa, has also been included for the case of identical en-

trance channel nuclei, which increases the cross section by a factor of 2. It follows from

Equation 2.35 that, for a defined interaction energy, the cross section of a resonant

reaction is larger than for a non-resonance reaction. This is displayed within Figure

2.4.

Equation 2.35 can be substituted into Equation 2.18 to obtain the stellar reaction

rate for a narrow resonance, expressed as:

raX = NaNX

(
8

πµ

)1/2
1

(kT )
3/2

∫ ∞
0

σBW (E) · E · exp

(
− E

kT

)
dE, (2.37)

=
NaNX

√
2π~2ω

(µkT )3/2

∫ ∞
0

ΓaΓb
(E − ER)2 + Γ2/4

exp

(
− E

kT

)
dE, (2.38)
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where ω = (2J+1)(1+δXa)/[(2Ja+1)(2JX +1)] and encapsulates the spin information

of that resonance. For a very narrow resonance, the Maxwell-Boltzmann factor and the

partial widths Γa and ΓX can be approximated to a constant. These can be replaced

by their respective values when E = ER and removed from within the integral from

Equation 2.38, simplifying the expression as:

raX =
NaNX~2

√
2π

(µkT )3/2
· exp

(
− E

kT

)
· 2ωΓaΓX

Γ

∫ ∞
0

Γ/2

(E − ER)2 + Γ2/4
dE, (2.39)

= NaNX

(
2π

µkT

)3/2

~2 · exp

(
−ER
kT

)
· (ωγ), (2.40)

where ωγ = ωΓaΓX/Γ, also known as the resonance strength. Two important quantities

can be extracted from Equation 2.40, the energy of the resonance (ER) and its strength

(ωγ). When a reaction has several resonances, the total reaction rate is equal to the

sum of their individual contributions, expressed as:

raX = NaNX

(
2π

µkT

)3/2

· ~2 ·
∑
i

exp

(
− Ei
kT

)
· (ωγ)i. (2.41)

From examining 2.41 it is clear that to accurately determine the total contribution

of resonances to the total reaction rate, the resonance energies and strengths of each

resonance must be measured. In an ideal case, each resonance would be measured in

a direct manner. However, in a lot of cases this is impossible due to experimental

limitations. In these cases, measurements must be made using indirect techniques.

2.4 Direct Measurements of Resonances

In order to directly measure the resonance strengths, in the manner described by Equa-

tion 2.41, the cross section measurement must be made at the astrophysical energy of

interest. These measurements use a beam of particle projectiles impinging onto a tar-

get in order to replicate the Gamow window of the stellar environment in question. A

measurement of the total number of nuclear reactions that occurred throughout the

experiment, Nreactions, and the total number of beam particles, Nbeam, allows for the

determination of the “yield” of the reaction to be made. The yield per incident particle

is directly related to the reaction cross section and is defined as:
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Y ≡ Nreactions

Nbeam

. (2.42)

The yield is customarily plotted as a function of the bombarding energy, known

as a “yield curve” or “excitation function”. The resonance strengths for each specific

resonance energy, ER can be calculated through:

ωγ =
2εY

λ2
· MT

MP +MT

, (2.43)

where ε is the effective stopping power of the experimental target, λ is the De-Broglie

wavelength within the centre-of-mass system, MP and MT are the masses of the pro-

jectile and target respectively.

2.5 Indirect Determination of Resonance Strengths

For a generalized proton radiative capture reaction of the form, X(p, γ)Y , the resonance

strength is defined as:

ωγ = ω
ΓpΓγ

Γ
=

(2J + 1)

(2JX + 1)(2Jp + 1)
· ΓpΓγ

Γ
, (2.44)

where Γp and Γγ are the partial widths for proton and γ decay respectively, JX and Jp

are the spins of particle “X” and the proton respectively and J depends on the spin

of the resonant state. If a measurement of all these properties are made then a direct

measurement is not required to determine the resonance strength. If just the spins

are known then approximations can be made so only one partial width needs to be

measured for the determination of the resonance strength. The astrophysical states

of interest tend to be dominated by the weaker decay branch, which are harder to

measure.

Assuming the resonant state of interest decays predominately via γ-emission, i.e.

Γp � Γγ. Then the resonance strength is dominated by the proton partial width, Γp,

as such the expression for the resonance strength is reduced to:

ωγ = ω
ΓpΓγ

Γp + Γγ
≈ ω

ΓγΓp
Γγ

= ωΓp. (2.45)

The proton partial width can be approximated through the expression:
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Γp = C2 · S · Γsp, (2.46)

where C is the Clebsch-Gordan coefficient and S is the single particle spectroscopic

factor. Together these two properties form the spectroscopic factor, this gives a measure

of the wavefunction overlap between the initial state, p+X, and the final state, Y . Γsp

is the single particle width and is given by:

Γsp = 2
~2

mR2
· PC · θ2

sp, (2.47)

where m is the mass of the particle, R is the radius of the nucleus (R = 1.25A1/3 fm). PC

is the“penetration factor”, which is defined as the probability of the particle penetrating

the potential barrier that hinders the reaction and finally θsp is the dimensionless single-

particle reduced width of the proton. The spectroscopic factor is quantitatively a value

between 0 and 1. Experimentally, it is determined by the ratio of the experimental

cross section and the theoretically calculated cross section.

The experimental differential cross section can be expressed with respect to the

spectroscopic factor and theoretical differential cross section:

(
dσ

dΩ

)
experimental

= N · C2S ·
(

2J + 1

2Jt + 1

)
·
(
dσ

dΩ

)
theoretical

, (2.48)

where N is a normalization factor, J is the spin of the excited state in question and Jt

is the transferred spin between the initial and final nuclei. The theoretical cross section

can be calculated through eikonal models, examples of this are the Adiabatic Distorted

Wave Approximation (ADWA) or the Distorted Wave Born Approximation (DWBA).

It is also possible for the resonant state to decay via particle emission instead of

γ-decay. In this case Γγ � Γp and the resonance strength is dominated by the γ-ray

partial width, Γγ:

ωγ = ω
ΓγΓp

Γγ + Γp
≈ ω

ΓγΓp
Γp

= ωΓγ. (2.49)

Unfortunately the direct measurement of these γ-ray partial widths is difficult.

Typically they are of the order of 1 eV and are determined by the lifetimes of the

resonant states. It is common for the astrophysical states of interest to be higher in

excitation energy than the particle emission threshold. These states preferentially decay

via particle emission and therefore measuring the γ-decay lifetimes of these states is
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difficult. In these cases and in cases with unknown lifetimes, it is common to estimate

the γ-ray partial width using the analogue bound states within the mirror nucleus.

When using this technique a correction for the energy difference due to the Coulomb

interaction is required.

2.5.1 Mirror Nuclei

Comparisons studies of mirror nuclei are important within nuclear astrophysics. Many

properties within nuclei of astrophysical importance can be deduced through mea-

surements made on the corresponding mirror nuclei. This is especially important for

proton-rich nuclei of interest, which are difficult to measure due to experimental limita-

tions. However, neutron-rich nuclei are more commonly accessible within experiment.

Determining the properties of this mirror nuclei allows for the properties of the proton-

rich nuclei to be inferred.

The charge-independent nature of the strong nuclear force leads to the isospin

formalism. The neutron and proton can be treated as identical particles with isospin

T = 1/2 and projections Tz(n) = +1/2 and Tz(p) = −1/2 respectively. For multi-

nucleon systems, the individual projections of each nucleon combine to give a total

isospin projection for the nucleus Tz, defined as:

Tz =
N − Z

2
, (2.50)

where N is the number of neutrons and Z is the number of protons within the nucleus.

The total isospin of the system, Tz, may take any integer value between |N −Z|/2 and

(N + Z)/2. Isobaric nuclei with the same isospin T belong to a 2T + 1 multiplet and

with the same mass number, A, have near identical structures.

One of the best examples of these isobaric multiplet systems is a pair of “mirror”

nuclei. These are nuclei with the same mass number, A, with the number of neutrons

and protons interchanged. These systems would be perfectly identical without Coulomb

effects and isospin-breaking nuclear effects. These lower the total binding energy of

nuclear states in one member of the pair with respect to the other. The binding energy

difference was first established by Wigner in 1957 [81] and is the result of the charge

state difference through the isobaric multiplet and isospin quantum number.

This study resulted in the formation of the Isobaric Multiplet Mass Equation
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(IMME):

∆BE(T, Tz) = a+ bTz + cT 2
z , (2.51)

where, the coefficients a, b and c represent the isoscaler, isovector and isotensor Coulomb

energies, respectively. However, this expression only represents the binding energy dif-

ference between ground states within the isobaric nuclei multiplet. It has been shown

since this study that the IMME coefficients can also be used for the energy difference of

the excited states of the isobaric multiplet nuclei [82]. Within these theoretical calcula-

tions, the Coulomb energy differences between excited states is a function of the state

energy and angular momentum, after normalization of the ground states. For excited

states within mirror nuclei this expression, known as the Mirror Energy Differences

(MEDs), is given by:

MEDJ,T = E∗J,Tz=−T − E(Z < N)∗J,Tz=T = −∆bJ , (2.52)

where J is the total angular momentum of the excited state and ∆bJ representing the

change in coefficient b as a function of spin related to the ground state.

Within isospin triplets, the triplet energy displacement (TED) is given by:

TEDJ,T = E∗J,Tz=−T + E∗J,Tz=T − 2E∗J,Tz=0 = 2∆cJ , (2.53)

where ∆cJ represents the change in coefficient c also as a function of the spin of the

ground state.

2.6 Nuclear Shell Model

The nuclear shell model describes the nucleus with proton and neutrons arranged within

well defined “shells”, comparable to the atomic shells of electrons around the nucleus.

The quantised energy levels within the nucleus can be determined within this model

by solving the three-dimensional time-independent Schrödinger Equation [83, 84].

EΨ(r) =

[
− ~2

2m
O2 + V (r)

]
Ψ(r), (2.54)

Where the wavefunction Ψ(r) represents a particle moving through a mean field gen-

erated by the motion of the other nucleons. E is the energy eigenvalue, m is the mass



2.6. NUCLEAR SHELL MODEL Page 42

Figure 2.5: Schematic illustration of a Woods-Saxon potential. The relevant variable

definitions are shown within the diagram.

of the nucleon and r is the distance of the nucleon from the centre of the potential.

V (r) is the key term within the Hamiltonian and can represent various potentials. The

specific nature of the potential governs the nuclear interactions between the nucleons

and therefore the resulting energy levels.

The simplest of these potentials, the Simple Harmonic Oscillator (S.H.O.), is

relatively precise given the mathematical ease of the potential and that the asymptotic

nature of this potential incorrectly increases with radius. Presently, the Woods-Saxon

potential is commonly used [83, 85, 86], with the functional form of:

V (r) =
−V0

1 + exp[(r −R)/a]
, (2.55)

where V0 is the potential depth, a is the diffuseness of the nuclear surface and R is

the mean nuclear radius of the form R = r0A
1/3 fm. This functional form is shown

schematically in Figure 2.5. Typically V0 is of the order 50 MeV and is matched to

separation energies from experimental measurement, r0 is generally of the order 1.25 fm

and the diffuseness is of the order 0.65 fm. The solutions from this potential provides

a major step towards experimental observations over the spherical harmonic oscillator

potential, especially within the lowest shell closures [87].

The Woods-Saxon potential correctly predicts the observed magic numbers up

to the 1f orbital, A = 40. In 1949, independent work by Mayer [88] and Haxel,
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Figure 2.6: The calculated energy levels within the shell model from the Schrödinger

Equation with various potentials. From left to right: Spherical Harmonic Oscillator (S.H.O.),

Infinite Square Well (I.W.S.), Woods-Saxon Potential (W.S.P.) and the Woods-Saxon with

Spin Orbit Coupling (S.O.C.). Magic numbers predicted by these potentials are shown within

boxes. Figure adapted from [83]
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Jensen and Suess [89] corrected this potential by introducing a separate spin-orbit

coupling potential component. This spin-orbit term, −VS.O.(r) = ~l · ~s, accounts for

the intrinsic spin (s) of an individual nucleon within the system relative to its orbital

angular momentum (l). This also leads to a total angular momentum term, j, which

is a combination of the orbital angular momentum magnitude, l, and the magnitude

of the intrinsic spin, s = 1
2
~. The intrinsic spin can either be in parallel to the orbital

angular moment, i.e. j = l+ 1
2

or anti-parallel, i.e. j = l− 1
2
, except when l = 0 where

the only value of j = 1
2
. This leads to the change in the energy level splitting seen

in Figure 2.6 between the Woods-Saxon potential alone and with the spin-orbit term.

Converse to a similar phenomena observed in atomic physics, the parallel combination,

j = l + 1
2
, produces lower energy eigenvalues than the anti-parallel pairing [90]. The

difference between the energy split levels is proportional to 2l + 1 [91].

2.7 Nucleon Transfer Reactions

Transfer reactions are those where one or more nucleons are transferred between the

experimental target and beam nuclei. This family includes pick-up reactions, for ex-

ample (p,d) and (d,t), and stripping reactions, such as (t,p) and (d,p). Unlike other

reactions, such as fusion evaporation, there is no formation of a compound nucleus

containing the nucleons of both the target and beam nuclei. They are direct reactions

that occur at the peripheral of the target nuclei surface.

Of particular note to this work are single-nucleon transfer reactions, these reac-

tions selectively populate shell-model states in the resultant nuclei. Therefore, they

are well suited to studying single-particle states in nuclei [85, 92, 93]. These states can

be theoretically interpreted within the shell model as the original core with a singular

nucleon orbiting around it. The final nucleus from a reaction can then be described as

the original nucleus plus an extra nucleon [94], for example within the (d,n) reaction,

Equation 2.2 can be rewritten as:

X(d, n)Y = X(d, n)[X + p]. (2.56)

The cross section for a reaction of this type is then the overlap of the incoming

and outgoing wavefunctions, i.e. between X and X + a. Theoretical descriptions of

the cross sections for a given state are given with the assumption that the final state
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is a pure single particle state. Typically this pure description is not possible as the

single particle strength is divided between a number of states within the final nucleus

[95]. The ratio between the experimental and theoretical cross sections is defined as

the spectroscopic factor [96]:

C2S =
σexp

σthe

, (2.57)

where σexp is the experimentally measured cross section and σthe is the theoretically

calculated.

Cross sections within transfer reactions vary as a function of “theta” angle, known

as the differential cross section or angular distribution. The wave nature of particles

creates an interference pattern through the nuclear surface, producing maxima and

minima. The specific pattern is like a fingerprint for the reaction, dependent on sev-

eral factors including beam energy and polarisation, nuclear structure effects and the

angular momentum transferred between the beam and target. By fitting the specific

shape measured experimentally, the most likely l-transfer can be determined. Whilst

the spin-orbit term is too small to infer from this method, if the original j is known

then the most likely assignments can be found using the shell model.

2.8 Theoretical Analysis of Transfer Reactions

A number of methods to theoretically determine the cross section of a reaction exist.

The simplest is the “Plane Wave Born Approximation (PWBA)”, which evolved into

the “Distorted Wave Born Approximation (DWBA)” and then into the current most

sophisticated model the “Adiabatic Distorted Wave Approximation”.

2.8.1 Plane Wave Born Approximation (PWBA)

Within this method, quantum mechanics is used to describe the motion of the incom-

ing beam particle and outgoing ejectiles as one-dimensional planar wave. Using the

mathematical form:

ψ(z) = Aeikz, (2.58)

where ψ is a wave propagating in a direction, z, A is the amplitude of the wave and k is



2.8. THEORETICAL ANALYSIS OF TRANSFER REACTIONS Page 46

the wave number. The target is treated as a spherically symmetric scattering potential,

V (r). If this potential is sufficiently weak then this can be treated as a perturbation

problem.

The key component of this theory is the scattering amplitude between the en-

trance and exit channels. This is given by the transition matrix element or T-matrix

element, between the initial and final states [92, 97]. For a given reaction, X(a, b)Y ,

the entrance channel X+a and exit channel Y +b are denoted by α and β respectively.

The transition element is given by:

Tβα u< φβ|Vβ|Ψ+
α >, (2.59)

where Vβ is the scattering potential, φβ is the final state wavefunction and Ψ+
α is the

initial state wavefunction. The final differential cross section is proportional to the

square modulus of the T, i.e. dσ/dΩ ∝ |Tβα|2. The PWBA model can successfully pre-

dict the shapes of angular distributions, but fails to reproduce experimentally derived

cross sections. This is because reaction mechanisms such as inelastic scattering and

absorption are not accounted for [85]. A full derivation of this approximation can be

found in [98].

2.8.2 Distorted Wave Born Approximation (DWBA)

The “Distorted Wave Born Approximation” improves upon the PWBA model [99]. In

this model, the incoming and outgoing waves are distorted waves, not planer. The

spherical scattering potential within the PWBA is replaced with an optical potential,

sometimes described as a ‘cloudy crystal ball potential’ [100]. This potential consists

of a real and imaginary part and can account for elastic scatter, inelastic scatter or

absorption. The real part of the potential, V (r), is of a Woods-Saxon form and governs

the scattering of incident waves. The imaginary part, U(r), governs the absorption of

incoming waves into any non-elastic channels. The potential also has a spin-orbit term,

VSO, and a Coulomb term, VC . All of these terms represent a more physically realistic

potential. Typically for single-nucleon transfer reactions the derivative of the Woods-

Saxon potential, represents a surface reaction peaking near to the nuclear surface. All

of the parameters within this potential are constrained with elastic scattering data

from similar mass and energy regimes to the reaction of interest.
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Figure 2.7: Schematic illustration of the three-body model of a reaction between a deuteron,

d, and another nucleus, X. The vector ~R representing the deuteron-nucleus distance and the

vector ~r is the distance between the nucleons within the deuteron.

The T-element within the DWBA model [92], for a X(d, p)Y reaction is given by:

Tβα =< ψ−p φn,nlj|Vnp|ψ+
d >, (2.60)

where the (+) and (−) superscripts represent the ingoing and outgoing wave boundary

conditions. ψ−p represents the outgoing proton distorted wave and ψ+
d is the incoming

deuteron distorted wave. The other term in the equation, φn,nlj [101], represents a

“form factor” describing the transferred neutrons wavefunction.

Within this model the deuteron distorted wave function, determined by fitting to

elastic scattering data, is given by:

ψ+
d = φ0(~r)χ0(~R), (2.61)

where φ0(~r) is the deuteron wavefunction and χ0(~R) describes the elastic deuteron

scattering. In this form the vectors ~r and ~R are the relative coordinates of the neutron

and proton and the distance between the deuteron and the target respectively. Whilst

this model has invaluable in analysing direct reactions, spectroscopic factors and C2S

factors can still vary by up to a factor of 5 for (d,p) reactions [102].
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2.8.3 Adiabatic Distorted Wave Approximation (ADWA)

Not accounted for within the DWBA model is the breakup effects of the deuteron, with

a binding energy of 2.2 MeV [103]. It is a reasonable assumption that the breakup of

the deuteron would have a significant contribution to the cross section. This breakup

channel is as 3-body problem, not accounted for within the DWBA model. These effects

are taken into account within the ADWA model developed by Johnson and Soper and

represent a significant improvement for (d,p) reaction calculations [104].

The three-body nature of this interaction is simplified within the ADWA model as

two two-body reactions. Achieved by considering the internal motion of the deuteron,

i.e. the relative motion between neutron and proton, to be significantly slower than

the relative centre of mass motion between deuteron and target. The proton and

neutron are treated as “frozen” relative to each other. It is then possible to treat the

effective interaction, Vl(p, n) between the d system and the target, as two separate

interactions, namely neutron-target and proton-target. These interactions, VpX and

VnX respectively, are optical potentials fit to elastic scattering data at half the deuteron

energy.

With the inclusion of two key assumptions the T-matrix elements are evaluated

similarly to the DWBA model. The first of such assumptions is that the matrix elements

are only evaluated when the vector, ~R, is within the range of proton-neutron interaction

potential. Applying the“zero-range approximation”, i.e. ~R = 0, results in only ψ+(p, n)

components in which the proton and neutron are in a relative S-state contributing to

the stripping matrix [105]. Finite-range effects are then re-corrected for by multiplying

the final matrix element by a constant factor [106]. The second assumption is that

if the spin-dependent terms within Vl(p, n) are symmetric in the neutron and proton

spin coordinates, and taking into account the symmetric initial state of the deuteron

(l = 0, s = 1), then only triplet states, or s = 1, can contribute to ψ+(p, n). It is worth

noting that aside from these two assumptions, the key difference between the DWBA

and ADWA models is the interpretation in that the ADWA contains outgoing waves

interpreted as breakup channel. Aside from this the numerical procedure between the

two differs very little.



Chapter 3

Investigation of the 25Mg(d,p)26Mg

Reaction

In this experiment, excited states within 26Mg were populated via one-neutron trans-

fer. A 197 µgcm−2 thick deuterated polyethylene (CD2)n target was bombarded with

a 10 MeV/A stable beam of 25Mg, accelerated by the K-150 cyclotron at the Cyclotron

Institute, Texas A&M University. The beam intensity impinging onto the target was

up to 9.3×107 particles per second. The high efficiency silicon detector array, TIARA,

was used to detect light ejectiles, particularly at intermediate and backwards angles,

see Figure 3.1. This allowed the measurement of both energy and angle for emitted

protons from the (d,p) reaction mechanism, from which the excitation energies and an-

gular distributions were calculated, assuming two-body kinematics. Deuteron ejectiles

elastically scattered at angles forwards of 90◦ were measured for cross section normal-

ization measurements. The kinematics for the reactions of interest and the respective

coverage of TIARA are shown in Figure 3.1.

Four segmented High Purity Germanium (HPGe) clover detectors from the HY-

PERION array surrounded the target to detect the gamma rays resulting from the

de-excitation of populated states within the heavy residual nucleus. Beam-like reac-

tion products were then separated using a combination of the MDM-2 magnetic spec-

trometer and Oxford focal-plane detector. Particle identification was achieved using

a combination of energy loss and residual energy measurements. All three detection

systems were combined to form triple coincidences on an event by event basis. A

schematic diagram of the experimental setup at the Cyclotron Institute is shown in

49
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Figure 3.2. The aim of this study was to determine spin-parities of resonant states

within the 22Ne + α system, between the α-emission and n-emission thresholds within

26Mg. These states would have significant γ-decay widths and would be important for

the 22Ne(α, γ)26Mg weak s-process poisoning reaction.
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Figure 3.1: Upper: A schematic indication of the angular coverage of each individual com-

ponent within the TIARA set-up. In the case of this work the forward annular detectors and

target changing mechanisms was not in use [107]. Lower: Two-body kinematics calculations

for light particles from the reactions of interest.
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Figure 3.2: A schematic diagram of the detector set up. The Barrel and Hyball detectors

constitute the TIARA silicon array. The 25Mg beam passed through the centre of the Hyball

array and impinged upon the CD2 target, which was surrounded by the Barrel.

3.1 Previous Research

The study of this reaction can be traced back to research undertaken in the 1940’s

where E. Pollard and R. Humphreys reported the observation of three definitive groups

of protons relating to the ground, first and second excited states within 26Mg [108]. Ex-

citation energies of 1.85 and 3.00 MeV were determined for the first and second excited

states. A study by H. Allan and C. Wilkinson used a range of deuteron bombarding

energies in an unsuccessful attempt to determine the Q-value of the ground state reac-

tion [109, 110]. Work by J. Ambrosen in 1952 using 1.9 MeV deuterons extended this

type of study to include three more excited states at 4.0, 4.41 and 4.91 MeV excitation

energy [111].

A study by Endt et al. was the first to magnetically analyse the protons from this

reaction with a 1.8 MeV deuteron beam. As a result observed excitations were extended

up to 6.147 MeV, with a total of 5 new levels being observed for the first time [112].

Up to this point in history only the Q-value and excitation energies of this reaction

was measurable. Then a study by Holt et al., using a rotatable proportional counter

set-up and 8 MeV deuterons, determined the first angular distribution measured of
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this reaction and found significant l = 0 and l = 2 components for the first excited

state and strong l = 0 components for 4 further excited states. Two more states with

excitation above 7 MeV were also observed [113]. However, the intensity of the ground

state was too small for them to create angular distributions and they quote absolute

errors of ±50% of their measurements.

During the 1960’s a number of 25Mg(d,p)26Mg reaction studies were performed

over a range incident deuteron energies with the aim of determining angular cross

sections and l-transfer determination. These are briefly reviewed in increasing deuteron

energy, from 1.5 to 15 MeV, beginning with a study by Takano et al. which determined

absolute angular distributions for the first and second excited states using 1.5-3.0 MeV

deuterons, including at θlab = 0 degrees [114]. Weinberg et al. impinged deuterons

with energies between 3.0 and 5.2 MeV to create absolute angular distributions down

to θlab = 15 degrees, observing a number of l = 0 and l = 2 transfers [115]. Lutz et

al. determined absolute angular cross sections for the ground state and the first three

key excited states using a deuteron energy of 8 MeV [116]. Hinds et al. performed

a high-resolution study using a 10 MeV deuteron beam. This populated excitations

up to 7 MeV of energy in the 26Mg system, then created relative angular distributions

normalized on the absolute measurement of the 3.945 MeV state from the Holt et al.

study [113, 117]. The final study in this quick review was the study by Cujec et al.

which measured this absolute reaction cross section at four discrete angles between 10

and 40 degrees [118].

Two further studies were published in 1984 by Burlein et al and Arciszewski

et al with deuteron energies of 12 and 13 MeV respectively. These both presented

absolute angular distribution measurements of excited states up to 6.3 MeV and 8

MeV respectively. These distributions were compared to similar DWBA calculations

allowing for l-transfer values and spectroscopic strengths to be determined.

The final relevant study is the recently published work by Hamill et al., where

the 25Mg(d,p)26Mg reaction was investigated with a deuteron energy of 8 MeV. This

study focused specifically on the excited states relevant to the 25Al(p,γ)26Si mirror

astrophysical reaction. Therefore, only excited states between 5.5 MeV and 6.5 MeV

in the 26Mg system were investigated in that work [119].
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3.2 Beam Production & Acceleration

In the present work, the beam nuclei were produced by baking a magnesium compound

within an oven. The heat of the oven vaporises the compound creating a gaseous

form of Magnesium which passes into an ECRIS (Electron Cyclotron Resonance Ion

Source). Within this ion source the atoms were ionised and accelerated using the

electron cyclotron resonance phenomenon. This is where an electron situated within

a uniform and static magnetic field will produce a Lorentz force such that electrons

traverse through the source in a circular motion. The magnetic field B produces a

centripetal force such that:

mv2

r
= Bqv, (3.1)

where m is the electron mass, v is the velocity of the electrons in the source, q is the

electron charge and r is circular radius. The angular frequency of this motion is defined

as:

ω = 2πf =
v

r
=
eB

m
. (3.2)

As part of a planned Radioactive Ion Beam (RIB) upgrade, Texas A&M Uni-

versity have recently recommissioned their 88” K150 cyclotron. This cyclotron has a

main-coil current of 2800 A and a bending factor of K=140. Isotopes are fed into the

cyclotron and accelerated up to an energy of 55 MeV per nucleon. In the present work

the beam nuclei were accelerated to a beam energy of 250 MeV or 10 MeV per nucleon.

The nuclei traversed a 90
◦

analysing magnet for isotopic selection before being directed

into the experimental set-up. A layout of the laboratory is shown in Figure 3.3.

3.3 Detection Systems

3.3.1 The TIARA Array

The Transfer and Inelastic All-angle Reaction Array (TIARA) is a high efficiency, quasi-

4π silicon array designed specifically for transfer reactions with Radioactive Isotope

Beams (RIBs). It has a compact geometry that allows for both high efficiency charged

particle detection but also closely arranged High Purity Germanium (HPGe) detectors



3.3. DETECTION SYSTEMS Page 54

Figure 3.3: A 3D schematical layout of the experimental equipment and facilities available

at the Cyclotron Institute. Shown the with the beam line pathways from the two cyclotrons

to various experimental setups. TIARA was located in front of the MDM section.

for γ-ray detection. Due to the low intensity nature of these RIBs a high efficiency

detector is required for good statistics collection. Silicon detectors are ideal for this as

their intrinsic efficiency is almost 100% and so to create a high efficiency detectors a

large solid angle coverage is required.

Transfer reaction experiments rely on constructing the angular distributions of

proton ejectiles, to determine the spin and parity of populated states. This requires a

large angular θ range to accurately map the l-transfer of the reaction. TIARA meets

both of these requirements, with a coverage of close to 76% of 4π and an laboratory

angular coverage in θ from 36◦ to 169◦. The current configuration of TIARA consists

of two silicon detector types the “Barrel” and the “Hyball”. Both of which are created

by p+ implantation on n-type silicon. Further information on Silicon detectors can be

found in Section A.1.2.
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Figure 3.4: The TIARA set-up located at the Cyclotron Institute, Texas A&M. Shown

here facing upstream.

(a) Barrel (b) Hyball

Figure 3.5: (a) The octagonal Barrel of silicon detectors of TIARA. The experimental

target is placed on an extended arm such that it is within the centre of this Barrel. (b)

Hyball annular array with the 16 front facing annular rings visible. Taken from [107].
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3.3.1.1 The Barrel

The Barrel consists of two parts, an inner resistive charge division Barrel and an outer

non-resistive Barrel, as shown in Figure 3.5a. The Inner Barrel consists of 8 rectangular

PSSSDs orientated in a concentric octagonal Barrel configuration centred around the

target position and beam axis. This octagonal Barrel has a cross-section of 27.6 mm

side length and 33.3 mm inner radius. Each PSSSD is divided further into 4 rectangular

strips, position sensitive along the beam axis. These detectors are based on 6-inch wafer

technology with an active area of 94.6 mm long and 22.5 mm wide. The detectors are

400 µm thick. Each strip has a pitch of 5.65 mm with an inter-strip gap of 100 µm.

The Barrel has an angular coverage of 36◦ to 144 and each individual strip provides an

azimuthal coverage of 9.5◦. For 5.5 MeV α-particles a position resolution of 1.0 mm and

an energy resolution of 140 keV at FWHM is nominal. Each strip has a resistance of 4

kΩs and is connected to 2 offset connectors of 1 kΩs each, one at each end. The Barrel

has a shaping time of 1 µs and as such will be subjected to the non-linear dependence

effects on the energy sum, or Ballistic Deficit, as discussed in Section A.1.2.3.

The Outer Barrel configuration is also of 8 rectangular silicon detectors in an

octagonal layout. In the same manner as the Inner Barrel the Outer Barrel is segmented

into 4 strips. However, the Outer Barrel pieces is not comprised of PSSSDs and is not

resistive or position sensitive. The Outer Barrel detectors are 20% wider than the

Inner Barrel detectors. The have an inner radius of 40 mm and a thickness of 700 µm.

The Outer Barrel provides energy information about particles that penetrate or punch-

through the Inner Barrel. Position information is not required from these detectors as

this is obtained from the Inner Barrel.

3.3.1.2 The Hyball

The Hyball is a collection of 6 wedge shaped DSSSD detectors, as shown in Figure

3.5b. These are placed in an annular configuration positioned 150 mm upstream of

the target position. The inner radii of this array is 28.11 mm and outer radii of 140

mm, altogether providing an angular coverage from the end of the Barrel up to 169◦,

there is however a small angular overlap between edge of the outer Hyball and Inner

Barrel. Each wedge provides an azimuthal coverage of 55◦, with a 5◦ gap in-between

each wedge. These wedge are segmented into 16 target facing annular rings and 8
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azimuthal back sectors. Each ring has an pitch of 5.3 mm and an individual angular

range of 2◦. The DSSSDs are 400 µm thick with a nominal energy resolution of 50 keV

FWHM, for 5.5 MeV α-particles.

3.3.2 The Oxford MDM-2 Magnetic Spectrometer

The Multipole-Dipole-Multipole spectrometer was coupled downstream to TIARA for

particle identification. Measuring of energy loss, residual energy and particle position

along the dispersive x-direction. The magnetic elements of this spectrometer have the

following configuration: entrance sextupole and multipole, gradient field dipole and

exit multipole [120]. The maximum entrance solid angle acceptance is 8 msr with a

maximum mass-energy product through the 1.6 m radius dipole of 315 MeV amu. The

spectrometer can accept a ratio of energies (Emax/Emin) of 1.31. It has a maximum

measured energy resolution of E/∆E of 3000.

The entire spectrometer can be rotated about the target position by 200◦, from

150◦ to -50◦. The dipole angle of deflection is 100◦.

3.3.2.1 Ionisation Chamber

The Ionisation Chamber of the MDM-2 Spectrometer was used to measure the dis-

persion of reaction like particles along the x-direction and the energy loss by these

particles through a volume of gas [121, 122]. From the Bethe-Bloc formula, the energy

loss of charged particles is related to the atomic number of the particle squared and

their mass. This energy loss information was used to identity different isotopes. For

this experiment isobutane at a pressure of 29.5 Torr was used within the chamber. A

mylar sheet 25 µm thick forms the entrance window to the chamber and a 50 µm thick

mylar window forms the exit window.

There are several components within the Ionisation Chamber, these are: 4 re-

sistive proportional counting wires, a cathode, 2 anode plates, a Frisch grid and a

MICROMEGAS plate. The resistive wires provide the number of particles passing

through the ionisation chamber along with their x-position. The wires provide two

signals, one from each end. By comparing the amplitudes of these signals the event

position along the wire can be calculated. The reaction products pass through the Ion-

isation Chamber between the cathode and the Frisch grid with electron liberated from
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Figure 3.6: (Top) Schematic drawing of the Oxford Focal Plane detection system, the

MICROMEGAS were at the ∆E2 position. (Bottom) Photo showing the Oxford detector

across the same plane as the schematic above. Taken from [123].

the gas drifting toward one of the anode plate or the MICROMEGAS plate [124]. The

amplitude of these collected anode signals is directly proportional to the energy loss

of the particle passing beneath them. The MICROMEGAS (MICRO-MEsh-GAseous

Structure) detectors act like two-stage parallel-plate avalanche chambers with two main

regions. The first a 50-300 µm “amplification” region and a second “drift” region, with

a size on the order of centimetres [125]. These two regions are separated by a thin

electroformed micromesh. This plate is segmented into 4 rows in z and 7 columns in x,

creating 28 separate MICROMEGAS signals. The MICROMEGAS not only allow for

a more resolved energy loss measurement (factor 2-3 improvement over anode plates)

of particles within the ionisation chamber but also a coarse positional measurement in

both x and z.
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3.3.2.2 Plastic Scintillator

Scintillation detectors convert the kinetic energy of an incident particle into detectable

light. This can be collected, amplified and measured to provide a signal relative to

the energy deposited within the detection material. These materials become excited as

incident ionising radiation interact with the material and as it subsequently de-excites

re-emits the energy as scintillation light. The best materials for this detector type have

a high efficiency of this conversion over short time scales. In practise, it is a balance

between light output, response times and radiation hardness [126].

The reaction products that pass through the ionisation chamber were stopped

within a NE102A plastic scintillator, placed 42 mm downstream of the exit window

[127]. This plastic scintillator is coupled with 2 photomultiplier tubes (PMT), 1 at

either, which combined provide a residual energy reading for a E-∆E correlation.

Plastic scintillators have a quick response time but become radiation damaged over

time, affecting the light output characteristics of the plastic.

3.3.3 Germanium Array

In this experiment, 4 high efficiency, segmented HPGe clovers from the HYPERION

array was implemented around the TIARA target position [128]. Within each cryostat

are four coaxial n-type germanium crystals within a four-leaf clover configuration. The

faces of these crystals are 50 mm by 50 mm and the crystals have a depth of 80

mm. The front face of each clover is approximately 50 mm radially from the target

position. The four clovers are arranged at 90◦ with respect to the beam axis, with

approximate azimuthal angles of 45◦, 135◦, 225◦ and 315◦. Each clover has 3 electronic

segments on the outer contact signals aligned with the beam axis. The central segment

is approximately aligned at 90◦ with the other segments either side, one upstream

and one downstream [128]. This electronic segmentation allows for a coarse angular

measurement to be made in order to Doppler correct the energy measurement from

the inner contacts of the crystals [129]. The set-up of these clovers with respect to the

TIARA array is shown in Figure 3.4
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Figure 3.7: A schematic of the electronic and crystal segmentation of the HPGe clovers

used. Here crystals are denoted by solid circles and labelled numerically, whilst, electronic

segmentation is denoted by dashed lines and labelled positionally respective the beam axis

and target position.

3.3.3.1 Add-back Scheme

The add-back scheme employed ensured that γ-ray events were only summed together

if registered within the same HPGe clover. Scattering events from a neighbouring clover

were not be reconstructed in this add-back scheme. The energy of the γ-ray events and

angle of emission from the original radiative event was needed to employ this scheme,

the core contacts were used for their better resolution and the segment contact for the

highest energy event was used to determine the emission angle. Discussed further in

Section A.2.3.

3.3.3.2 Doppler Effects

It is impossible to perfectly correct for Doppler shift due to the continuous nature

of the correction with emission angle compared to the discretized nature of detectors

measuring this angle. In this study, θ was defined using the mean of the angular range
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covered by the segmentations of the HPGe clover. This mean value usage creates

the observed Doppler broadening effect introducing with small errors in the correction

based on the standard deviation of the emission angle of events around the assumed

angle. In general, higher levels of segmentation increases the degree of accuracy within

the Doppler correction.

3.3.4 Signal Processing & Data Acquisition System

The signals from the TIARA detectors were passed to GANIL custom made charge sen-

sitive preamplifiers. These preamplifiers were mounted in close proximity to the cham-

ber to minimise the capacitance and induced noise of the connecting cables. The HPGe

clovers have in-built preamplifiers within their vacuum vessels. Post pre-amplification

the TIARA and HPGe signals are passed to CAEN N568B spectroscopy amplifiers,

where the pulse was shaped. These amplifiers produce a fast and a shaped slow sig-

nal. The fast signal of these amplifiers were passed to CAEN V895 constant fraction

discriminators to generate the trigger. For this experiment the TIARA triggers were

taken from the Hyball sector signals or the Inner Barrel. Signals from the MDM-2

Focal Plane Detector components were passed to charge sensitive preamplifiers then

to programmable Mesytec MSCF-16 shaping amplifiers with in-built constant fraction

discriminators, where the pulse is shaped and triggers created. These are controlled

using a locally developed software package.

The OR signal of all the fast outputs were collected within a 4x4 Fan In Fan Out

(FIFO) NIM module. Another FIFO collected a combination of the triggers to create a

single master trigger signal. This master signal was passed to a gate generator, where

it was stretched to 12 µs length, before being passed to a Silena Acquisition Control

(SAC) module. For this experiment, only the TIARA OR signals formed the master

trigger. All of the OR signals were passed in various combinations directly to a gate

generator and stretched, then passed to a CAEN V820 scalar module via a NIM-ECL

translator. This allowed the rates of the various detectors to be monitored through-

out the experiment. Several Time-Amplitude-Converters (TACs) were implemented

in this experiment. The following start/stop trigger combinations were used: Silicon

OR/beam-left PMT OR, Silicon OR/HPGe OR, Silicon OR/MICROMEGAS OR.

The shaped outputs from the amplifiers were passed to CAEN V875 Analogue
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to Digital Converters (ADCs), which digitised the pulse amplitude to an electronics

channel number to be passed into the DAQ. All of the CAEN VME modules (the V895

CFDs and V785 ADCs) were controlled using a CAEN V288 VME controller module

[107]. Their thresholds remotely set, as close to the noise as possible, using the software

package MIDAS (Daresbury) [130]. MIDAS was used as the controlling mechanism for

the DAQ, providing controls for all of the electronics described above through the

various controllers. It was also used to provide some rudimentary online data analysis,

providing online data on a channel-by-channel basis for all of the detection systems and

of note providing data on the TACs set up throughout the experiment. Offline analysis

was completed using the NPTOOL software package with a specific project set-up for

this experimental campaign set-up [131].

3.4 Detector Calibrations

Presented within this section is the work completed to calibrate the detectors within

TIARA. It should be noted that the Outer Barrel detectors were not used within this

experimental campaign. As such, the terms Inner Barrel and Barrel will be used in-

terchangeably for simplicity. Detector threshold issues ultimately prevented the Barrel

from being used to extend the angular range of the (d, p) transfer reaction but the

Barrel was critical for measuring the elastic scattering (intensity calibration) data.

3.4.1 Pulser Calibrations

Inherent non-linearities and offsets have previously been seen within electronic data

acquisition systems, these occur within the pre-amplifiers and ADCs of the system.

Small changes because of these features can still noticeably effect the energy output of

the detectors within TIARA. To correct for these effects, a pulser calibration was com-

pleted. A pulser signal was fed into pre-fabricated “test” inputs on the pre-amplifiers

to simulate a signal within each ring and sector of TIARA. A stepping voltage script

was created for a remotely controlled pulse generator, creating pulses that covered the

dynamic range of the ADCs used within this set-up. The amplification and digitisation

of these voltage stepping pulses were used to create a “matchstick” spectrum for each

channel. An example of this is shown within Figure 3.8.
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Figure 3.8: “Matchstick” spectrum for one of the Hyball rings. Each peak represents a

different output voltage from the pulser. The first peak is from the electronic noise of the

detector, whilst, the slightly larger peak in the first quarter of the spectrum is a marker

voltage.

Figure 3.9: The pulser residual voltages calculated using the various functional form fitted.

Residual voltage calculated as the difference between the output pulser voltage and the

converted channel number through the functional form.

The response of the electronics chain was then determined by plotting the fitted
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centroids of these peaks against the known input pulser amplitude voltages. The best

functional form of this response was determined by a minimisation of the “residual

voltage difference”, defined as the difference between the known input voltage from the

pulse generator and the calculated voltage from this functional form, see Figure 3.9.

It was determined that a second order polynomial functional form produced suitable

corrections for the non-linearities and offsets within the electronic chain.

3.4.2 Charged Particle Energy Loss Corrections

The excitation energy of states within the recoil nucleus were calculated from the

measured proton angle and energy, detected within the TIARA array. The energy

required correcting for the energy losses within the CD2 target and dead layer of the

silicon detectors. These corrections were calculated using proton energy loss tables from

SRIM. The analysis of elastically scattered deuterons was completed using deuteron

SRIM energy loss tables.

The scale of the dead layer correction was determined using a triple-alpha source

calibration, assuming negligible energy loss within the thin layer of material of the

source. The matchstick calibration created an extra degree of freedom by mapping

the charge measured within the detectors through the functional form determined by

the matchsticks. The energy calibration functional form between this mapped charge

and the emitted energy of the particle should be a linear first order polynomial with

a zero value offset. Any non-zero offset co-efficient is assumed to be the result of an

improper treatment of the dead layer energy loss correction. By varying the dead layer

thickness, minimizing around this offset co-efficient, thicknesses of 0.3 µm and 0.61 µm

were found for the Barrel and Hyball respectively. A nominal value of 1.95 µm was

used for the target thickness from the manufacturers quoted thickness.

3.4.3 Hyball Calibration

The Hyball detector is calibrated on an individual ring-by-ring and sector-by-sector

basis with a triple-α source, as described in Table 3.1, mounted at the target position

of the chamber. The four most outer rings of each Hyball wedge was not illuminated

by this source because of a significant angular overlap between the Barrel edges and

outermost rings of the Hyball. As discussed in Section 3.3.4, the Hyball sector signals
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define the master trigger. This meant that only pixels within the Hyball with good

sector signals provide useful data for calibration.

Nuclide Eα (MeV)

239Pu 5.157

241Am 5.486

244Cm 5.805

Table 3.1: Nuclides contained within the triple-α source used to calibrate the TIARA

detection systems. Shown with their dominant α-decay branch energies.

The raw data for each pixel was first linearised using the pulser calibration, as

described in Section 3.4.1. The centroids of the triple-α peaks within this data were

then fit against the known α particle energies using a first order polynomial, providing

energy calibration coefficients. The result of this process is shown in Figure 3.10.

Figure 3.10: A combined calibrated energy spectrum for the Hyball detector, including

dead layer corrections. The three alpha peaks of the combined Pu, Am and Cu source. The

smaller branches of each isotopes decay are not resolved within many of the Hyball channels.
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3.4.4 Barrel Calibration

The Barrel is a more complex silicon detector than the Hyball. Whilst the latter is a

DSSSD type detector and can be calibrated in the simple manner discussed previously,

the former is comprised of resistive strips meaning that the signal from an individual

event is split into two and read from both ends of the strip. For the purposes of this

study these signals will be denoted in relation to the target position, with one signal

being the upstream (or “U”) end signal and the other being the downstream (or “D”).

The elemental investigative tool is a simple plot of U against D such as that in Figure

3.11.

Figure 3.11: The upstream vs downstream signals for an example detector and strip com-

bination within the Barrel of TIARA. This plot is the starting point for all Barrel calibration

and analysis. The three characteristic decays from the triple-α source can be seen. The gap

at approximately 45 degrees is the shadow of the double-sided source in the target position.

The intensity along the lower side of the data corresponds to particles that hit conductor

tracks on the detector mount and the very weak triplet of lines is due to cross talk.

The calibration of these strips is a two-step process. Firstly, a functional form

for the position of events across the strips was found, then, the energy of the event can

be calibrated from a combination of the two end signals. Both steps were completed

using a triple-α source as described in Table 3.1.
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3.4.4.1 Barrel Position Calibration

The position of the event upon the resistive strip, or P , is defined by a relative mea-

sure between the two split energy signals and can be calculated through the following

relationship:

P =
U −D
U +D

. (3.3)

It can be seen from this equation that the values of P are constrained within a range

between +1 and −1. Each of these values are representative of the extreme positional

cases:

P = +1 ∵ U → 0 & D → E ∴ U � D, (3.4)

P = −1 ∵ D → 0 & U → E ∴ D � U. (3.5)

Figure 3.12: Plot depicting the relationship between a raw energy combination of the

upstream and downstream signals and the raw position variables based on these signals,

with pulser calibrations. The three approximately horizontal bands are representative of the

triple-α calibration source.

In the realistic case, the positions will tend towards these values without ever

reaching them. As events interact close to the end of the active area of the detector
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strips the signal to the opposite end of the strip tends to zero. The electronics require

a minimum signal at both end of the strips in order to define the event as “valid”.

The effect leads to a small “dead region” where the degradation of the signal traversing

the strip is such that it no longer meets this criterium. This degradation is caused

by a combination of the read-out capacitors found at each of the strip as well as the

capacitance of the strip itself.

With the pulser calibrations applied to each end of the resistive strips, plots of

P as a function of the summed value of U and D for those working strips could be

made. This type of plot is shown in Figure 3.12. For this step the electronic thresholds

were disabled to minimise the electronically created dead zone at the allowance of

extra electronic noise. From these plots, one dimensional projections across the y-axis

of Figure 3.12 were created. The two projections corresponding to the maximum and

minimum values of P are then fit to find the maximum and minimum realistic P values

for each individual strip. Examples of these projections are shown in Figure 3.13.

Figure 3.13: Projections of the downstream end (left) and upstream end (right). The indi-

vidual modified Gauss error functions for each end are indicated in red with their inflection

points denoted by the dashed vertical lines. Where the dashed line meets the x-axis is the

value used to extract the position calibration parameters.

The strip end-point projections were fit with a modified Gauss error function, in

the form of:
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f(x) =
a

2

((
2√
π

)∫ (x−b)/c

0

e−t
2

dt

)
+
∣∣∣a
2

∣∣∣ , (3.6)

where b is the most important free parameter from the function as it represents the po-

sition along the x-axis corresponding to the inflection point of the slope or the realistic

extreme value. While a represents the amplitude of the function, and c, represents the

steepness of the curve. These free parameters are determined from the projection fit.

The position calibration parameters input into data stream are defined by the following

function:

j =
bU + bD

2
, (3.7)

k =
bU − bD

2
, (3.8)

where bU and bD are the b values associated with the upstream and downstream ends

of each strip respectively. bU is defined as the positive axis of P .

3.4.4.2 Barrel Energy Calibration

Figure 3.14: Charge vs position plot for a given strip within the Barrel of TIARA. Here

the triple-α spectrum can be seen without energy calibrations.
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A triple-α source was also used to illuminate the Barrel to calibrate the energy profile of

collected charges. In the simplest picture, the detected energy of a given particle within

the Barrel is a summation between the recorded upstream and downstream readouts,

i.e. Q = U + D. This can be seen in Figure 3.14, with the position calibration from

the previous step folded in and with U and D representing the signals after the pulser

calibration was applied.

With the data in this form, i.e. parametrised in terms of P and Q, it is possible to

create a calibration to convert the measured charge into an energy scale, Q→ EBarrel.

This was done by applying a first order polynomial function to each end of the strip

separately before the summation:

EBarrel = ((a · U + b) + (c ·D + d)), (3.9)

where, a and c represent the gains for the upstream and downstream readouts, b and

d are the upstream and downstream offsets respectively.

By incorporating the relation between these readouts and the position of the hit,

it was possible to derive expressions of the measured readouts at each strip end in

terms of P and Q, i.e:

U =
Q

2
(1 + P ), (3.10)

D =
Q

2
(1− P ). (3.11)

A substitution of these equations in Equation 3.9 provides an analytical expression

for the measured energy in terms of P and Q matching that of Figure 3.14:

EBarrel =

(
Q

2
(P (a− c) + a+ c) + b+ d

)
. (3.12)

One-dimensional projections onto the Q axis of these plots for a series of small

sub-ranges of constant width within the P axis were created. Each projection was then

fitted for 3 centroid values that corresponded to the three main α decaying branches of

the source. This provided three series of points describing the value of Q as a function of

P . The three series were then simultaneously fitted with a re-arrangement of Equation

3.12:
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Q =
2(Eα − b− d)

P (a− c) + a+ c
, (3.13)

The values of a, b, c and d that best fit the data were then extracted. The resulting

data can be seen in Figure 3.15.

Figure 3.15: Energy vs position plot for a given strip within the Barrel of TIARA. Here

the triple-α spectrum can be seen without ballistic deficit corrections.

A major correction within this calibration is needed to compensate for a phe-

nomenon known as the“ballistic deficit”, which causes an underestimation of the actual

energy of any particle incident within the Barrel. Figure 3.15 displays the nature of this

phenomenon on the alpha energy signals. Where 3 straight horizontal lines of α energy

with respect to Barrel position would be expected, 3 parabolic lines are observed with

the largest ballistic deficit effect towards the centre of the Barrel strips. The cause

of the ballistic deficit is the long charge collection time as the signals have to travel

across the length of strip before reaching the read-out electronics. This leads to a large

preamplifier rise time and a loss of signal amplitude during the shaping process of the

amplifier. A further complication is the position dependence as seen in Figure 3.15,

if there was no position dependence the effect would be a constant accounted for in

a simple energy calibration. To correct for this ballistic deficit positional dependence,

a second order polynomial function is multiplied to the simplistic energy summation

case:
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EBarrel = ((a · U + b) + (c ·D + d)) · (1− e(k2 − P 2)), (3.14)

where, e and k are coefficients related to the ballistic deficit corrections, the former

being the ballistic deficit correction factor for the strip and the latter being the nor-

malisation factor for this correction as described in Equation 3.8.

A substitution of the equations defining the upstream and downstream signals in

terms of charge and position, Equations 3.10 and 3.11, into this analytical expression

provides a form also parametrised in terms of P , and Q:

EBarrel =

(
Q

2
(P (a− c) + a+ c) + b+ d

)
· (1− e(k2 − P 2)). (3.15)

∴ Q =
2
(

Eα
1−e(k2−P 2)

− b− d
)

P (a− c) + a+ c
, (3.16)

The same fitting procedure is then performed with the 2 ballistic deficit variables

also added to the best fit. The results of incorporating the ballistic deficit corrections

are represented in Figures 3.16 and 3.17.

Figure 3.16: Energy vs position plot for a given strip within the Barrel of TIARA. Here

the triple-α spectrum can be seen with ballistic deficit corrections. Strip 1 of Barrel segment

2 is used here as an example.
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Figure 3.17: Final energy spectrum of the combined Barrel signals that include the energy

calibrations and all corrections. The three alpha peaks are shown at their correct energies.

3.4.5 Germanium Calibrations

The germanium detectors within this experimental set-up were calibrated with a com-

bination of 152Eu and 60Co sources, placed individually at the target position. These

sources provide several well-known peaks across a wide energy range of the spectrum. 7

known peaks from the 152Eu spectrum and the 2 dominant peaks from the 60Co spectra

provide a 9 point energy calibration. The ADC channel number centroids were deter-

mined by a combined function of a Gaussian distribution and second-order polynomial.

The polynomial accounts for the background in the spectra.

The calibration coefficients for each of the 4 crystal contacts in each clover were

determined by fitting known γ-ray energy vs ADC channel plots. The polynomial order

was determined by checking the residuals from the calibration function and energy of

the peaks within the spectra.
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(a) Total spectrum for 152Eu (b) Fit to 779 keV peak in 152Eu

(c) Total spectrum for 60Co (d) Residual energies after fit

Figure 3.18: Calibration of the HPGe clovers. a) is the total spectrum of a 152Eu source. b)

a zoom of the 779 keV peak from the 152Eu decay, fitted with a Gaussian and flat background

function for determining the photopeak energy resolution. c) is the total spectrum of a 60Co

source. d) the residual energies of the 152Eu and 60Co peaks after different calibration fits.

3.4.6 Focal Plane Calibrations

3.4.6.1 Avalanche Wire Calibrations

As described in Section 3.3.2.1 the energy signal deposited in each wire is split between

readouts at each end of the wire. These two readouts are first gain-matched using

an alpha source within the focal plane chamber. Then the position calibration of the

resistive wires was performed online before the experiment began. A 25Mg beam of

the experimental beam energy was focused through the TIARA array with no target

installed and a narrow mask at the entrance to the MDM-2 spectrometer. The mask

was to ensure only narrowly focused beam particles enter the spectrometer. The field

strength of the MDM-2 dipole magnet was configured such that the beam traversed

through the spectrometer perpendicular to the focal plane.

A “magnetic sweep” was then performed across the length of the focal plane. The
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centre of each MICROMEGAS column was used as a central reference point to which

the magnetic field was varied to. It was determined the reference point was reached

when the online spectra indicated no events in neighbouring columns. The magnetic

field settings for each reference point was noted.

Figure 3.19: Above is the functional form between the measured position on a wire in

positional units and a calculated position determined by RAYTRACE The position residuals

between the calculated by RAYTRACE and the functional form of the calibration. It can

be clearly seen that the position resolution is best met by a second order polynomial fit.

The dipole field settings of the MDM-2 were used as an input into the RAY-

TRACE simulation software for the MDM-2 and Oxford focal-plane detector. This

simulation provides an absolute position across each of the four wires, taking into

account the entrance angle of the beam into the Oxford detector. These simulated

absolute positions were then related to the measured position on the wire, defined by

a relative measure of the charges collected at each end of the wire:

xrel = lwire ∗
QL

QL +QR

, (3.17)
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where xrel is the position on the wire in an uncalibrated centimetres scale, lwire is the

length of the wire in centimetres, QL is the charge measured at one end of the wire and

QR is the charge measured at the other end of the wire. A second order polynomial was

then determined to be the best functional form of this relationship from the standard

deviation between the resulting measured positional fits and those expected from the

simulation. The functional form and residual plots are displayed in Figure 3.19.

3.4.6.2 MICROMEGAS Energy Calibrations

The MICROMEGAS energy calibration was completed simultaneously with the resis-

tive wire position calibration. Each column of the MICROMEGAS was individually

centred upon during this experimental process, providing approximately uniform en-

ergy loss data across the respective column. The experimental data was then compared

to a simulation of the Oxford detector environment, using identical experimental condi-

tions, within the LISE++ framework. These simulations provided an absolute energy

loss value of the narrow focussed beam for each component of the Oxford detector. By

comparing the raw channel data for each row/column of the MICROMEGAS with this

simulation, a calibration of this detector suite was built on a pixel-by-pixel basis.

3.4.6.3 Plastic Scintillator

For this experiment ,the plastic scintillator of the Oxford focal plane detector was used

uncalibrated. Whilst a similar procedure to the MICROMEGAS energy calibration

could have been used to provide an energy calibration. The LISE++ simulation does

not model the second-order effects that are observed within plastic scintillators to the

degree required. Effects such as reflection, absorption and the relationship between

light output and energy could not be taken into account. However, the raw ADC

channel numbers provide resolution enough to perform particle identification with.

3.5 Particle Identification

Identifying the various nuclear species at the focal plane of the Oxford detector was

a key part of this analysis. By separating the focal plane data linked to 26Mg, it

can be ensured that the silicon data analysed is only from the reaction of interest,

25Mg(d,p)26Mg. This prevents other open reaction channels from being analysed. The



3.5. PARTICLE IDENTIFICATION Page 77

following sections outlines how the various detectors within the Oxford detector are

used in this particle identification analysis.

3.5.1 Si-FPD TAC Data

The Si-FPD TAC signal represented the time between an event within the plastic scin-

tillator of the Oxford detector and the delayed signal of an event within the silicon

detectors. The data from this TAC can be seen in Figure 3.20, which shows a statis-

tical time-window peak of real coincidences between the silicon detectors and plastic

scintillator. The oscillations either side of the statistical peak within this figure are ran-

dom coincidences between silicon and focal plane events produced by a beam bunch,

separated in time by a multiple of the RF period. This condition removed a significant

background from fusion evaporation events. Only events within this central TAC win-

dow were considered within the particle identification process and this was a software

condition implemented in all further analysis.

Figure 3.20: The Si-FPD TAC signal data obtained from the 25Mg(d,p)26Mg experiment.

The region outlined in red is region of time related to the (d,p) reaction products used for

this analysis. The undulations within this data is a result of the cyclotron RF.
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3.5.2 Oxford-2 Data

The Oxford detector is further used to identify (d,p) reaction products within the

TIARA silicon detectors. Combined data from the proportional wire detectors, cathode

detector and plastic scintillator stopping detector was used to identify 26Si reactant

products. As this work focused on the proton information within the Hyball detectors,

a software gate of an event within the Hyball was applied to the following analysis. This

also reduced background focal plane data as the likelihood of a coincidence between

these detection systems from scattered beam-like products is relatively smaller than

the Barrel.

The positional data from the proportional wires of the Oxford-2 detector can

be used as an analogue for the Bρ of the particles that have traversed the MDM

magnetic spectrometer. The second of the four wires within the Oxford detector is the

closest to the focal plane within the ionisation chamber and provides the clearest Bρ

separation. The energy loss and residual energy of these particles are then measured

within the cathode and plastic scintillator respectively. As different nuclear species are

likely to have different Bρ values and will deposit energy within the ionisation chamber

according to the Bethe-Block formula these are powerful tools for differentiating the

beam-like nuclear species from TIARA.

Figure 3.21 represents the 2-dimensional software cuts representing 26Mg ions

within the Oxford-2 detector. To begin an assumption that the majority of events

within these plots was linked to the reactant products from the (d,p) reaction was made,

presuming that the TAC software gate discussed earlier filtered a substantial number of

non-interest events. This assumption was then tested against the 2-dimensional “kine-

matic” plot from TIARA, consisting of target-like particle theta angle vs corresponding

laboratory energy. This plot displayed characteristic kinematic shape expected from a

(d,p) transfer reaction, when these focal plane software cuts were applied confirming

that these loci corresponded to 26Mg.
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(a) Energy Loss vs Wire 2 Position

(b) Residual Energy vs Wire 2 Position

(c) Residual Energy vs Energy Loss

Figure 3.21: Various data combinations from the detectors within the Oxford-2 focal plane

detector. The red polygons display the software gates that were used to identify 27Si ions.
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3.6 Beam Spot Corrections

Initially it was assumed that the target was perfectly central within TIARA with re-

spect to the beam axis, i.e. that the target was in the middle of the Barrel. Also that

the beam spot was at the geometric centre of the target. Tests of these assumptions

were completed using the experimental data of both the transfer reaction of inter-

est 25Mg(d, p)26Mg and the deuteron elastic scattering by-product of this experiment

25Mg(d, d)25Mg. Using primarily data for the Hyball for the former, and data from the

Barrel for the latter.

These data sets have very well defined target-like particles relationships between

their kinetic energy angle of emission. Within the transfer reaction channel, protons

emitted from a specific state within 26Mg follow specific kinematic relationships between

energy and angle. With an ideal geometrically central beam spot, all of the events

within a specific ring of the Hyball would have the same lab-frame angle and identical

kinetic energy. Within the elastic channel, events detected with a specific kinetic

energy should have identical reconstructed angles of emission. Specifically, they would

be found at the same z-coordinate along the length of the Barrel for each individual

strip. Deviations away from these two relationships would suggest that the initial

assumption of a geometrically centred target was invalid.

A chi-squared minimisation routine was developed to find the values that best

described the beam spot position upon the target, relative to the TIARA detectors.

Two sets of values were extracted assuming a geometrically central beam spot. One

for the z-coordinate values for a specific small energy window within the Barrel. The

second being the proton energies from transfer reaction peaks extracted from a given

Hyball ring. Simulated values of the same conditions, using assumed beam spot coor-

dinates, were created for each test case and the two sets of values compared against

each other.

A chi-squared value for each test case was calculated representing how the quan-

tities extracted from the data compare to a simulated data set. A single chi-squared

value was created from the sum of the two chi-squared values. This process was

repeated using different starting assumptions until a minimum value of the com-

bined chi-squared value was found, i.e. the values that best represented the experi-

mental data. Within this experiment the beam spot position was determined to be
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(x, y, z) = (+1.22,+2.59,+4.21) mm. It should be noted that previous experiments

during this campaign found evidence of a beam angle with respect to the TIARA

detectors, this study also found evidence of this feature. This was included in the chi-

squared minimisation routine described above and the beam vector was determined to

be −→v = (vx, vy, vz) = (0.009,−0.001, 0.999). Figure 3.22 represents the Barrel data of

these tests with and without the minimised beam spot position.

(a) Barrel Data before Target Optimiza-

tion.

(b) Barrel Data with Target Optimiza-

tion.

Figure 3.22: The effects of optimizing the beam position upon the target. This minimiza-

tion uses the elastically scattered deuterons from the target with a specific energy gating,

optimized to the expected theta value from kinematic calculations.

3.7 Constructing Particle Excitation Spectra

The most important information within this study is the excitation energy spectrum for

events associated with the 25Mg(d,p)26Mg reaction. Applying the corrections previously

discussed and the software gates from the focal plane data it is possible to create

this excitation spectrum. Figure 3.23 displays the results of the corrections and 26Mg

particle identification cuts and as such the final events used in the excitation spectrum.

The first sub-figure in Figure 3.23 displays the total data from the experiment with the

beam spot minimisation corrections used and ensuring the only events considered are

those with TIARA multiplicity equal to 1. The second sub-figure displays the same

data after the application of the TAC signal gate, ensuring a coincidence event between

TIARA and the detectors in the Oxford-2. The final sub-figure is with the Oxford-2

data software cuts also applied such that only events associated with a 26Mg ion are

included.
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Figure 3.23: Left hand figure: The kinematic plot from the total TIARA data after applying

the beam spot corrections. Middle figure: The same plot after applying the software gate

based upon the TAC signal. Right hand figure: Final kinematic plot only considering data

that is software gated upon 26Mg particles within the Oxford-2 detectors.

Figure 3.24: Excitation spectrum obtained from the 25Mg(d,p)26Mg reaction events ob-

served in the TIARA detectors. The individual contributions from the Hyball and Barrel

are also within the spectrum. It can be seen that the Hyball has both superior resolution

and statistics. From this point on the Hyball is the only detection system used in further

analysis for this study.
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The proton energy and angular information from the TIARA array were combined

on an event-by-event basis to recreate the excitation energies of the 26Mg ions. Figure

3.24 shows the final excitation spectrum alongside the individual contributions from

the two detectors within TIARA. The peaks within this spectrum are related to strong

single-particle states within the final 26Mg nucleus. As can be seen the Hyball has

much improved energy resolution compared to that seen in the Barrel. As a result the

spectroscopy work for this study has been completed using Hyball information only.

This ensured as many states as possible were resolved and analysed.

Performing this study in inverse kinematics has the consequence of a poorer res-

olution with respect to the studies of this reaction performed in normal kinematics,

such as performed by Lutz et al. [132], Burlein et al. [133] and Arciszewski et al. [134].

However, the major benefit of inverse kinematics is the reduction of the emitted proton

background from reactions between a deuteron beam with various impurities within

a target. Especially in the case of magnesium, which must be backed with another

material to prevent oxidation.

3.8 Determining State Population and Decay

Figure 3.25: Energy calibrated γ-ray spectrum for 25Mg(d,p)26Mg. Includes Doppler cor-

rections and using add-back scheme.
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In order to differentiate between unresolved states from the proton spectrum, particle-γ

coincidence information was used in order to determine which states were populated.

The increased resolution of the HPGe detectors within this set-up was helpful for the

clearing up of ambiguities in state population within the proton excitation spectrum.

Importantly, this method allows the use of characteristic decays from ambiguous states

to be used, whilst two states may have similar excitation energies they may have very

different γ-ray decay pathways so this is a powerful tool. Figure 3.25 shows the total

energy calibrated γ-ray spectrum linked to 26Mg ions, including applied Doppler cor-

rections and using the add-back scheme previously discussed. The spectrum clearly

contains a number of γ-ray peaks linked to de-excitations within 26Mg. These include

strong peaks at ∼ 1003 keV, ∼ 1129 keV and ∼ 1808 keV corresponding to the succes-

sive decays from the third excited state through the second excited state and the first

excited state to the ground state respectively.

Figure 3.26: Excitation energy of 26Mg as a function of coincident γ-ray events. The

red dashed line has the function Eγ = Ex and corresponds to the maximum γ-ray energy

possible from a given state. The horizontal bands are related to the structure observed within

the proton spectrum and the vertical lines within correspond to major photopeaks from the

HPGe. The figure highlights the large range of states at different excitation energies that

decay via the first 2+ state at 1.809 MeV.

Used in conjunction with the particle data it was possible to investigate γ-ray
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spectra not only gated on 26Mg ions but specific excitations of 26Mg. This allowed

the analysis of the specific characteristic decays of individual excitations without any

background from other excitations. Figure 3.26 shows the γ-ray spectrum in Figure 3.25

as a function of the excitation energy determined by the TIARA detectors. Horizontal

bands within this plot correspond to the excitation structure as observed from the

protons in Figure 3.24 and contain the γ-ray decay information related.

The following sections will describe the analysis of these bands individually to

identify the states within each band. It should be noted, that the even-even nature

of 26Mg and limited statistics within the proton spectrum push this technique to the

limit. Most of the higher excitations within 26Mg decay either first or second excited

state in a single high energy γ-ray step, which is hard to observe without good levels

of statistics.

3.8.1 1.6 < Ex < 2.1

Figure 3.27: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 1.6 < Ex < 2.1 MeV. The diffuse peak centred slightly above 1500 keV is the

Compton edge of the 1.808 MeV γ-ray transition to the ground state. This feature is enhanced

compared to the rest of the continuum because they represent the back-scattered Compton

events which escape the detectors and have minimal probability of being captured by the

add-back procedure.
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The first horizontal band considered from Figure 3.26 was the region of Ex = 1.6 - 2.1

MeV. The first band within a method like this is typically linked to the first excited

state within the nucleus of interest. Within 26Mg there is only one possible state within

this excitation energy region. This the 1.808 MeV, 2+ state, this has been observed in

all historical 25Mg(d,p)26Mg studies [116, 133, 134]. As the first excited state within

26Mg this state decays with a 100% branch to the ground state.

Even with the limited statistics, the excitation energy gated γ-ray energy spec-

trum within this region clearly contains the one peak. Figure 3.27 shows this spectrum

and the extracted centroid of the visible peak was determined as 1.807 (3) MeV. This

is in good agreement with the literature values of 1.80868 MeV from NNDC (4) [103]

and 1.8092 (10) MeV, given by a γ-ray spectroscopy study after population by fusion

evaporation [135]. With the first peak in the proton spectrum is well isolated from all

other peaks, it was possible to perform a confidence test of this method by comparing

the centroid of the γ-decay with that within the excitation spectrum. The fitted peak

centroid from the protons was determined as 1.808 (10) MeV is in good agreement with

the extracted γ-ray centroid implying great agreement between the two spectrum and

as such giving confidence to this state population determination technique.

The unique properties of the first excited state’s singular exclusive decay pathway

allowed for the γ-ray efficiency at the 1.808 MeV energy to be determined directly from

the experimental data and independent of source measurements. The number of events

measured in coincidence with the γ-ray decay, or Ncoinc is equal to:

Ncoinc = Nsing · εγ=1.808, (3.18)

where Nsing is the number of events populating the first excited state without a γ-ray

coincidence and εγ=1.808 is the efficiency of the 1.808 MeV γ-ray decay. This can be

re-arranged for the efficiency as:

εγ=1.808 =
Ncoinc

Nsing

. (3.19)

In this study, the number of events in singles and coincidence was measured by

integrating over the first excitation peak in the proton spectrum with and without the

γ-ray coincidence condition. The efficiency is then determined as the ratio between

these values, which for this study was found to be 4.6 (5)%. The most interesting
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feature of this process is that by scaling the γ-ray coincidence proton spectrum, an

inference of which excitation states decay through the first excited stated can be found.

Figure 3.28 shows the 1.808 MeV γ-ray efficiency scaled proton spectrum and it clearly

shows that the majority excitations observed exhibit γ-ray coincidences with the first

excited state. It should be noted that a portion of these coincidences for higher energy

excitations can be with compton-scatter events of γ rays with energy higher than 1.808

MeV.

Figure 3.28: Left: Plot of singles and 1.808 MeV photopeak γ-ray coincidence proton

spectra. Right: Plot of singles proton spectrum and 1.808 MeV photopeak γ-ray coincidence

proton spectrum scaled by the determined relative efficiency of the 1.808 MeV photopeak.

3.8.2 2.6 < Ex < 3.2

This region is known to contain two excited states within 26Mg. One is the second

excited state of 26Mg measured at 2.938 MeV and the second has been measured from

a γ-ray spectroscopy performed by Bhattacharjee et al. and measured to have an energy

of 3.082 (2) MeV [135]. The proton structure within this region is symmetric around the

centroid 2.9321 (9) MeV which points more towards the 2.938 MeV state. The error on

this value is likely an underestimate of the true error from the recreation of excitation

energy from measured protons and purely comes from the peak fitting procedure. This

state has been populated in all historical studies and is typically observed with more
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strength than the first excited state, both are assigned as 2+ spin-parities [116, 133,

134]. There is no indication from the proton spectrum that the 3.082 state is populated.

Figure 3.29: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 2.6 < Ex < 3.2 MeV.

Figure 3.29 displays the excitation energy band gated γ-ray spectrum for this

region. There are three possible γ-ray decays from the two states within this region.

Firstly, if the 3.082 state was populated, the 1.274 (2) MeV decay to the first excited

state should have been observed within Figure 3.29 and so we can conclude that there

was no population here. It is noted that the two further states between 3.0 and 4.0

MeV from the study by Bhattacharjee et al. are also unlikely to be observed within

this study and so will not be discussed further. The dominant peak within Figure 3.29

is found at 1.131 (9) MeV which is in good agreement with the literature value for

the second to first excited state decay of 1.12961 (4) MeV. This state also features a

weaker decay straight to the ground state with an energy of 2.93815 (5) MeV, this is

also observed within this study with a peak energy of 2.94 (2). The third clear peak

within this spectrum is the 1.808 MeV peak decay from the first excited state to the

ground, this is observed due to the population of the first excited state via the 1.129

MeV γ-ray decay. The combination of proton an γ-ray data leads to the conclusion

that the only state populated within this region is the 2.938 MeV state.
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3.8.3 3.3 < Ex < 4.15

There are four excited states known within this region, but as mentioned within the

previous section there are two of these only observed within a γ-ray spectroscopy study

and so will not be considered. The two states remaining are the 3.58856 (9), 0+ state,

and the 3.94157 (4), 3+ state. Both of these have been observed in previous (d,p)

measurements made by Burlein et al. [133] and Arciszewski et al. [134] whilst only the

3.941 MeV was observed by Lutz et al.[132], whose study was much more limited in

scope. The 3.588 state is expected to be a much weaker population branch than the

3.941 MeV and this is corroborated by the proton excitation spectrum, where a clear

peak with an asymmetric tail on the lower energy edge can be observed. The weak

population of the 3.588 MeV state and poor resolution of the inverse kinematic method

means that the shape of this state is not fit well using a Gaussian form. Instead the

3.941 MeV is fit with a Gaussian form with a tightly bound second-order polynomial

describing the 3.588 state was used.

Figure 3.30: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 3.3 < Ex < 4.15 MeV.

Figure 3.30 shows the γ-ray coincident data for this energy band. There are four

clear peaks observed within the spectrum, from the well-populated 3.941 MeV state

these are 2 known decay pathways, a 1.00325 (4) MeV decay to the second excited state
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at 2.938 MeV and a 2.13271 (4) decay to the first excited state at 1.808 MeV. These

are both observed with peak energies of 1.004 (2) and 2.129 (6) MeV respectively. This

confirms the population of the 3.941 MeV state. The other two γ-ray peaks observed

in this energy coincidence are the subsequent decays from the second and first excited

states as previously discussed. The 1.77974 (8) MeV decay from the 3.588 MeV state

is not observed clearly within this plot and most likely contributes to the low energy

tail of the 1.808 MeV decay.

3.8.4 4.15 < Ex < 4.55

This excitation region contains a well-known triplet of excitations with energies of

4.31889 (5), 4.33252 (5) and 4.35009 (4) MeV. Previous (d,p) studies have been unable

to resolve this triplet with the resolution of the particle detectors used within these

studies and had no γ-ray detection to support in the assignment [133, 134]. The proton

spectrum in this energy region does not help for this study. The resolution covers a wide

enough energy space that any of the triplet states could be populated and unresolvable.

The γ-ray decay information would ideally provide clarity.

Figure 3.31 shows the γ-ray information for this excitation energy slice. Similar

to the proton excitation spectrum, these states exhibit similar energy γ-ray decay

pathways through the first and second excited states. However, the clear difference

between the states is the branching ratios between these decays. The 4318 MeV, 4+

state decays almost completely via a 2.51001 (5) MeV γ-ray transition to the first

excited state, bypassing the second excited state. The 4.332 MeV state is dominated

by a 2.52369 (6) MeV to the first excited state but also exhibits a small branch through

the second excited state with an energy of 1.39428 (7) MeV and Iγ = 19.3%. Finally,

the 4.350 MeV state has almost equal branching ratio between decays to the first and

second excited state with energies of 2.54118 (6) and 1.41172 (4) MeV respectively.

Within the spectrum from this study the subsequent decays from the first and

second excited states can be observed again. There appears two more peaks with

centroids of 1.418 (9) MeV and 2.532 (8) MeV. Both of these centroids are in partial

agreement with the decays from the 4.350 MeV state and therefore imply this is the

dominant state within this triplet. The branching ratios also support this hypothesis,

as the 4.332 MeV state exhibits a 1.394 MeV decay with an Iγ of only 19.3%, which
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is not observed. This is also reflected in the intensity of the 1.129 MeV peak between

the second and first excited states, which is populated by both lower energy transitions

from the 4.332 and 4.350 MeV states, but only with significant intensity through the

4.350 MeV. It should be noted with the resolutions involved it is incorrect to rule out

the population of the 4.332 MeV state but it is clear that the 4.350 dominates the

excitation spectrum observed and as such will be treated within this study as a single

state going forward.

Figure 3.31: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 4.15 < Ex < 4.55 MeV.

3.8.5 4.6 < Ex < 5.1

There are three known excited states within this excitation energy region all of which

have been observed previously in this reaction [133, 134]. Both of the earlier studies

point towards a weakly populated 4.972.30 (13) MeV, 0+ state alongside two excitations

at 4.83513 (5) MeV, 2+, and 4.90144 (7) MeV, 4+, which should be populated with a

relatively similar strength. The excitation energy spectrum from this study has a single

peak centred around ∼4.86 MeV. Fitting this feature as a single state using a Gaussian

form produces a relatively good fit but has a standard deviation approximately ∼50

keV larger than that of the nearby peaks at 3.941 and 4.350 MeV. This would suggest

this feature does not correspond to a single state. Unfortunately, the resolution is too
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poor to resolve this further.

Figure 3.32: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 4.6 < Ex < 5.1 MeV.

Figure 3.32 shows the corresponding γ-ray information for this energy region. It

is clear that this is a statistically poor spectrum which corresponds to the low statistic

population observed from the excitation spectrum. There is no strong evidence from

this figure that the 2.033 MeV decay from the 4.972 MeV which supports the previous

weak population determinations. There is a poorly defined peak which provides evi-

dence for the population of the 4.835 MeV state. The centroid of this peak at 1.900

(5) MeV is in good agreement with the dominant decay of 1.89672 (5) MeV decay to

the second excited state. This would also explain the apparent 1.129 and 1.808 MeV

peaks observed as the subsequent decays from the second excited state. The third

state within this region of 4.901 MeV is dominated by a 3.092 (2) MeV decay to the

first excited state [103]. Whilst the efficiency at this energy would be expected to be

low, it is clear that there is a small peak corresponding at ∼ 3.090 MeV of energy.

It is therefore fair to summarize this energy band as including the population of both

the 4.835 and 4.901 MeV states as previously seen in historical studies. It would be

expected that these would have a near equal share of the events within the excitation

energy spectrum.
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3.8.6 5.1 < Ex < 5.85

The previous (d,p) studies by Burlein et al. [133] and Arciszewski et al. [134] identify

four states of interest for this excitation energy band. These have energies of 5.29174

(6), 5.47605 (7), 5.711.2 (8) and 5.71591 (8) and J/pi assignments of 2+, 4+, (1+,2+)

and 4+ respectively. Another state has been observed in other reaction studies that

populate states in 26Mg at an energy of 5.69108 (19) and with a Jπ assignment of (1+).

The triplet of states, 5.691, 5.711 and 5.715 MeV, have been previously unresolvable

within (d,p) studies and in fact both Burleinet al. and Arciszewski et al. do not claim to

have observed the reported 5.691 MeV state [133, 134]. There has also been speculation

about an otherwise unobserved negative parity state (possibly the 5.711 MeV state)

within this region due to the need of an l = 3 contribution to describe the differential

cross sections of this triplet. However, these studies do point to the 5.715 MeV state

being predominately populated by this reaction. In this study, the excitation energy

region is best fit by using three Gaussian forms. This would imply the population of

the 5.291, 5.476 and 5.711/5.715 MeV states.

Figure 3.33 displays the coincident γ rays for this excitation band. The proton

statistics in this region is poor considering the assumption of 3 states being populated

and this is reflected by the limited information observed in Figure 3.33. The decays

from the first (1.808 MeV) and second states (1.129 MeV) are clearly visible within this

spectrum. There is also a peak centred at 2.352 (5) MeV, which is in good agreement

with the 2.353 MeV γ-ray decay from the 5.476 MeV state to the second excited state.

The 5.476 MeV state decays via four γ-ray transitions with energies: 0.6405 (3), 1.15723

(6), 1.53449 (15) and 3.6674(5) MeV and intensities measured as: 10 (6), 100 (4), 51

(4) and 25 (2)% respectively. There is a small peak near to ∼0.640 MeV but no clear

evidence of any of the other energies. It is possible that the 1.157 MeV decay forms

part of the upper edge of the 1.129 MeV peak and so is unresolvable, whilst the 1.534

MeV could be underneath the Compton continuum of the 1.808 MeV decay. This

could also be the result of poor statistics given the branching ratio sharing of these

four decays. A similar situation exists for the 5.715 MeV decay pathways, where the

dominant 1.36554 (20) and 1.7740 (9) MeV are not observed in the current study. The

5.711 MeV state only has one observed transition to the 3.588 MeV, 0+ state through

a 2.122 MeV γ-ray transition which was not observed. This is expected considering the
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poor proton statistics and low photopeak efficiency of the transition.

Figure 3.33: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 5.1 < Ex < 5.85 MeV.

3.8.7 5.9 < Ex < 6.3

Only two states are known within this excitation energy band, namely a 3+ state with

an energy of 6.12547 (5) MeV and a 0+ state at 6.2562(14) MeV. In a previous study,

it has been observed that the 6.125 MeV state dominates the spectroscopic strength in

this region with the 6.256 being treated as a high energy tail contribution [133]. The

excitation energy spectrum supports this conclusion with there being one clear feature

that is well fit using a Gaussian form with comparable width to other isolated peaks

within the spectrum.

Figure 3.34 displays the excitation energy gate γ-ray spectrum for this excitation

energy feature. The 6.256 MeV state primarily decay to the first excited state (and the

subsequent decay from this state is observed) via a 4.4471 MeV γ-ray decay which is not

observed within this study. The efficiency would be extremely small for a photopeak

at this energy and so this would not rule out the population entirely, however, there

also exists a lower energy 0.5651 (13) MeV decay to the 5.691 MeV state which is also

not observed. Whilst the intensity of this decay pathway is smaller by an order of

magnitude this would be compensated for by the differences in photopeak efficiency for
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this energy and is observed by the γ-ray spectroscopy study performed by Bhattacharjee

et al. without observation.

In terms of 6.125 MeV state’s γ-ray decay, the dominant decay pathway is to

the 4.350 MeV state via a 1.77531 (6) MeV γ-ray. This is is not resolved within this

study from the 1.808 MeV decay from the first excited state to the ground, but this

feature within Figure 3.34 is best explained by two peaks centred at 1.810 (6) and

1.776 (6) MeV. There is also evidence of a peak at 2.550 (15) MeV energy which is

in good agreement with the subsequent 2.541 MeV decay from the 4.350 MeV state.

The 1.411 MeV decay from this state is not observed above the Compton background

from the 1.779 and 1.808 MeV γ-ray decays. The observed 1.129 MeV decay from the

second excited state in this region can be explained by the cumulative population of

the second excited state by a collection of the smaller γ-ray branches from the 6.125

MeV state, which are not observed directly.

Figure 3.34: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 5.9 < Ex < 6.3 MeV.

3.8.8 6.4 < Ex < 7.0

Four states with excitation energy between 6.4 and 7.0 MeV have been observed in

previous studies of the 25Mg(d,p)26Mg reaction, at 6.62294(14), 6.74513 (15), 6.87642

(5) and 6.9783 (8) MeV [117, 134]. Most of the spectroscopic strength has been ob-
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served in the 6.745 and 6.876 MeV states with the other two states only being weakly

populated in comparison. The excitation spectrum from this study does not have the

same resolution as the previous studies and as result this region appears to be one peak

with a low energy tail that points towards at least two separate state population. Fits

of this singular “peak” produce a standard deviation value ∼80 keV wider than the fit

for the 6.125 MeV state, as the proton laboratory energies are similar for these energies

the excitation spectrum implies at least three states observed. The 6.978 MeV would

be observed between the two major features at ∼ 6.8 and ∼7.25 MeV and as such is

not resolvable from the proton information. This implies that the states observed are

the 6.622, 6.745 and 6.876 MeV states.

Figure 3.35: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 6.4 < Ex < 7.0 MeV.

States at these excitation energies exhibit γ-ray transitions to either the ground,

first or second state, therefore, the γ rays are likely to have an energy above 4 MeV.

The photopeak efficiency of this set-up at these energies mean they are very unlikely

to be observed and that state assignment will be made on circumstantial evidence

from subsequent state decays. Figure 3.35 shows the γ-ray information in coincident

with the excitation energy band. The clear photopeaks at 1.128 (3) and 1.811 (3)

MeV are in good agreement with the transitions between the second and first excited

states, and first and ground states respectively. There is a possible photopeak with a



3.8. DETERMINING STATE POPULATION AND DECAY Page 97

centroid of 5.153 (3) MeV, however, the error on this is most likely an underestimate

considering the energy calibration is based on 152Eu and 60Co sources with a maximum

energy of 1.408 MeV and so will not be well constrained at these much larger energies.

Therefore this photopeak could be related to the 5.092 MeV decay from the 6.876 MeV

state, as this state predominately decays into the first and second states, the confirmed

population of this state would explain the 1.129 and 1.808 MeV decays also observed.

Whilst there are no clear direct transitions from the 6.745 MeV state observed within

this spectrum, the previously seen spectroscopic strength dominance of the 6.876 and

the high energy decays from the 6.745 does not rule out the population of the 6.745

MeV state with no observable photopeaks within this study. No photopeaks previously

observed from the 6.622 MeV decay within this study either, but the excitation energy

spectrum implies very minimal population of this state making it unlikely for transitions

to be observable with the limited γ-ray efficiency.

3.8.9 7.0 < Ex < 7.45

The excitation energy spectrum contains the most populated feature of the overall plot

and which dominates this excitation space. When fit with a singular peak, this fea-

ture exhibits a centroid of 7.233 (9) keV which is in good agreement with a previously

observed triplet containing the states: 7.24649 (17), 7.26140 (4) and 7.28282 (6) MeV

[134]. This feature is not well fit by a singular Gaussian peak, appearing asymmetric

on the higher energy edge, suggesting one of the lower excited states has the greater

population than the higher. Previous studies have also observed the population of a

7.34886 (6) MeV state which is likely to be populated within this study but is unre-

solvable from the protons here. States at 7.0619 (2) and 7.09968 (13) MeV excitation

energy have been populated through other reaction mechanisms and β-decay studies.

There evidence within the Arciszewski et al. (d,p) reaction for the population of the

7.099 MeV state, but this was previously attributed as a background peak. There is a

slight increase observed at the low energy tail of this triplet feature which could be ev-

idence for this state within study, but more statistics would be required for a definitive

statement.

The excitation energy gated γ-ray energy spectrum corresponding to this exci-

tation energy band is shown in Figure 3.36. The clearest peaks within this spectrum
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are the decays from the first, second and third excited states at 1.808, 1.129 and 1.003

MeV. The high energy Comptons observed would give evidence to a high energy γ-ray

decay with significant intensity such as the 5.452 MeV decay from the 7.261 MeV state.

There is some evidence of the 1.411 MeV decay from the the 4.350 MeV state which is

supported by a broad feature at ∼2.5 MeV. This state would be populated by transi-

tions from the 7.246 MeV state, one of the triplet states, but there is limited evidence

of the 2.411 or 2.896 MeV main transition energies from this state. There is limited

evidence for any other photopeaks with the limited statistics within this energy region.

The circumstantial evidence from the subsequent decays does not help very much in

the identification of state population as these states decay into the same states and

with states possibly contributing it is difficult to pick these apart through intensity

arguments.

Figure 3.36: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 7.0 < Ex < 7.45 MeV.

3.8.10 7.45 < Ex < 8.0

This is the final excitation energy region with states previously observed through

the (d,p) reaction mechanism in the study by Arciszewski et al.. Seven states were

previously reported within this region by Arciszewski et al. with five of these between

7.67 and 7.82 MeV, overlapping each other with the resolution provided by a normal
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kinematics experiment [134]. A similar conclusion could be drawn from the excitation

spectrum in this study because there is one feature covering approximately this entire

region with no clear resolved states. It is clear that there is a slight increase in events

close to 7.8 MeV of excitation but none of the previously reported states can be excluded

by the evidence within the spectrum.

Figure 3.37: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 7.5 < Ex < 8.0 MeV.

The γ-ray data gated on this excitation band, see Figure 3.37, also supports the

low population of a number of states within this region, which in combination explain

the excitation spectrum feature. There is no clear photopeak observation of any direct

γ-ray transitions from states within this region suggesting no one state dominates the

population within this peak, in fact the γ-ray data provides little help in resolving

this excitation feature. As seen in other coincident spectra, the decays from the first,

second and third excitations are evident, but unfortunately many of the states within

this region eventually decay through these lower levels and so intensity arguments are of

little help. There is a broad peak centred at 2.523 (9) MeV which could be evidence for

the secondary population of the 4.332 MeV state, assuming this is a singular resolved

peak. The simplest explanation for this peak would be a significant population of the

7.8178 (7) MeV state which has been observed to predominately decay to the 4.332

MeV state whilst not significantly contributing to other γ-rays observed. The only
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decay path for this state is a 6.0087 MeV transition (not observed) to the first excited

state, the subsequent decay from this first excited state to the ground state is clearly

observed here.

3.8.11 8.0 < Ex < 8.4

This is the first excitation band with no previously reported states populated through

the 25Mg(d,p)26Mg reaction. It should be noted that whilst Arciszewski et al. did not

report any states in this region, the proton spectrum published from their study does

have two further peaks without state assignments which could be excitations within this

region instead of being part of the background reactions within that study [134]. This

study exhibits a singular peak-like feature within this region with a centroid of 8.161

(3) MeV which if assumed to be a single state would imply population of a previously

reported 8.18493 (15) MeV state. However, the standard deviation value of a singular

peak assumption fit is ∼15 keV larger than that of the well-known triplet at 7.2 MeV,

which could imply more than one unresolvable state.

Figure 3.38 shows the excitation energy gate γ-ray spectrum for this band. Only

two clear photopeaks are observed which are in good agreement with the subsequent

decays through the second and first excited states. The ratios of the 1.129 and 1.808

MeV within this spectrum is similar to the spectrum gated upon the second excitation

state, see Figure 3.29, which would imply that this region predominately populates

the 2.938 MeV state directly. In comparison to the second excitation gated spectrum

there is an excess of counts within the 1.808 MeV decay peak implying a a second

decay path either directly to the first excited stated or through states that bypass the

second excited state to the first. The fraction Nγ=1.808/Nγ=1.129 for the second excited

state band was determined as 0.62 (2) whilst the same fraction for this excitation is

determined as 1.28 (3) implying that the first excited state is populated twice the

population of the second excited state. This evidence does not support the population

of the 8.184 MeV state which has known Iγ intensities of 28 (4) and 100 (4) for decays

into the second and first excited states respectively, which would equate to a ratio of

4:1 population of the first excited state with respect to the second. This corroborates

the possible two excitation possibility discussed from the excitation spectrum. Two

other states within this region are known to populate the second excited state, these
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are the 8.034 (2) MeV and 8.25058 (16) MeV states. Two other states of note here

are the 8.052 (7) and 8.22731 (MeV) state which decay primarily to the first excited

state or direct to the ground state. The lack of Compton scattering events with energy

larger than 7 MeV, within Figure 3.38, would not support the population of the 8.227

MeV state which exhibits an 8.225 MeV transition directly to the ground state.

Figure 3.38: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 8.0 < Ex < 8.4 MeV.

3.8.12 8.5 < Ex < 9.7

The level density within this excitation energy region significantly affects the resolving

power of this study within this band. The first observation to note is that the excitation

spectrum does not return close to background within this band, implying reasonable

spectroscopic strength across the entire band with no individual resolution of states. It

is also clear that the majority of the population is observed within the small energy band

8.8 < Ex < 9.6. With no guidance from previous (d,p) studies in normal kinematics

and the high level density it is hard to make any conclusions about individual state

within this region based on the observed protons.

A similar picture exists within the coincident γ-ray spectrum for this region,

shown in Figure 3.39. The majority of states within this region exhibit large energy

transition (Egamma > 3 MeV) where the efficiency of the HPGe detectors within this
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study is minimal. As a result there is minimal direct transition energy evidence. As

previously discussed it is a relatively common feature for states within 26Mg to decay

via the first, second or third excited states, which is also observed within this region.

Also observed within this region is the 1.41 and 2.54 MeV transitions from the 4.350

MeV state. This could be circumstantial evidence for the 9.574 MeV state which has

an observed strong transition to the 4.35 MeV state.

Figure 3.39: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 8.5 < Ex < 9.7 MeV.

3.8.13 9.9 < Ex < 11.5

The final energy band can be described in a similar way as the previous energy band.

There is a clear feature that suggests a number of states populated but are not resolved

within this study. Considering the state population appears to end here, it is possible to

say something about the final peak-like feature centred at ∼10.9 MeV by constraining

the Gaussian form using the trailing edge of the edge and assuming that there is no

small population within this tail. A Gaussian form centred on 10.952 (10) MeV which

is in partial agreement with a previously reported 10.949 MeV, 1− state. Figure 3.40

shows the coincident γ-ray spectrum for this excitation energy band. There are no

observed direct transitions from states within band but circumstantial evidence for the

population for states that decay into the first, second and 4.350 MeV states. Within
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this excitation band there are many states without previously observed γ-ray decays,

another complication within the assignment of the broad feature within this band.

It is of note that the overall goal of this experiment was to populate states above

the neutron separation threshold, Sn = 11.093 MeV, that could be important resonances

states for the 22Ne(α,n)25Mg astrophysical reaction. The experimental beam energy

was selected to be 10 MeV/mu such that states above this energy could be populated

and there is no evidence that the detection systems used within this study had any

physical or electrical threshold preventing the observation of these states. It is therefore

important to note that it would appear that there is no evidence for states above this

region with a strong spectroscopic strength or with large γ-ray partial width. It is

possible, due to the gating upon 26Mg ions within the Oxford focal plane detector, that

states above this threshold were populated but decay via neutron emission before the

focal plane and so would not be included within this analysis.

Figure 3.40: Coincident γ-ray energy spectrum for 26Mg events with excitation energy

between 9.9 < Ex < 11.3 MeV.

3.8.14 State Population Summary

The previous subsections detailed the state population identifications made using the

combined TIARA particle and HPGe γ-ray information from this study. Table 3.2

presents the summarised state population from this study based on clear direct γ-ray
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transitions from the state.

Ex,i / MeV Jπ Eγ / MeV Ex,f / MeV

1.809 2+ 1.809 0.0

2.938 2+ 1.129 1.809

2.938 0.0

3.941 3+ 1.003 2.938

2.132 1.809

4.350 3+ 1.411 2.938

2.541 1.809

4.835 2+ 1.896 2.938

5.291 2+ 2.353 2.938

5.715 4+ 1.365 4.350

6.125 3+ 1.775 4.835

Table 3.2: Table summarising the states populated within this experiment. Only states

with clear direct transitions from the excited state observed are presented. States without

clear γ-ray information were excluded from this table.

3.9 Constructing Proton Angular Distributions

For a given excited state, the variation in the differential cross section with angle

(either in the laboratory or centre-of-mass frame) is known as the angular distribution.

The shape of these distributions is determined by the shell-model orbital which the

transferred neutron is transferred into the final nucleus. It is possible to infer the l-

value or total transferred angular momentum of this transfer by comparing the angular

distribution from the data to those from theoretical calculations performed using a

specific shell-model orbital. In this study the theoretical distributions were calculated

using the TWOFNR ADWA reaction code.

The experimental differential cross section was determined by quantifying the

number of counts within a given excitation energy peak within a constrained solid

angular range. This is defined by the following equation:
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dσ

dΩ
=

Ndet

ε · I · t · dΩ
, (3.20)

where Ndet is the number of counts within the excitation energy peak, ε is the total

detection efficiency, I is the number of incoming beam particles, t is the number of

target scattering particles and dΩ is the solid angular range considered for the peak.

The solid angular range is between the angles θmin and θmax is defined as 2π(cos(θmin)−

cos(θmax)). The total efficiency is the product of various characteristic efficiencies of

this set-up. There are three efficiencies considered for the composition of the total

detection efficiency, these are: the geometric efficiency (εg), the live time (εlt) and

the intrinsic detection efficiency of the detection material which in the case of Silicon

detectors is approximately unity. Therefore, Equation 3.20 can be rewritten as:

dσ

dΩ
=

N

εg · εlt · I · t · dΩ
. (3.21)

At this point it is useful to define two new terms, dΩ′ and C. The term dΩ′ is

the product of εg and dΩ and accounts for where the geometric solid angle annulus

defined in dΩ is reduced by non-functioning detectors within that annulus, i.e. the

geometric efficiency, εg. C is a normalization factor relating the number of counts

within a excitation peak to its differential cross section and is defined as the product

of εlt · I · t. Therefore, C summarizes the electronic live time and the experimental

luminosity.

3.9.1 Beam Normalisation

The process of beam normalisation encapsulates the beam and target ion informa-

tion from an experiment, in which, the beam current could not be directly measured.

This process requires a well known differential cross section from another observed

reaction process to be compared to data. In the present work, the elastic scattering

differential cross section was calculated and then compared to measured deuterons de-

tected within the Barrel detectors. This allows for the beam normalisation factor, C,

to be determined using Equation 3.20 rearranged for C where dσ/dΩ is now a calcula-

ble variable, see Equation 3.22. C is therefore independent of the reaction type being

studied, as it is the definition of the beam and target information from the experiment

which applies to all reaction mechanisms ongoing.
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C =
Ndet

εg · dΩ · dσ/dΩ
=

Ndet

dΩ′ · dσ/dΩ
. (3.22)

It was not possible within this set-up to measure the elastic scattering reaction

in its totality, so the value of C is determined within a selection of small laboratory

energy defined integrals, or slices. It was also important to select energy slices that

avoid the deuteron punch-through threshold, above this threshold no deuterons would

be observed and near to this the probability of the determined Ndet being a misrepresen-

tation increases. Figure 3.41 displays the chosen energy slices used for determining Ndet

for the 25Mg(d,d)25Mg elastic scattering data. Projections of θLAB across these energy

slices were created showing the elastic scattering events atop a large background. These

events were then fit using an asymmetric Gaussian atop an exponential background,

Ndet was determined as the integral of the asymmetric Gaussian function.

Figure 3.41: Plot of ELAB vs θLAB used for determining the cross section of the

25Mg(d,d)25Mg scattering reaction. The region indicating the scattering events are high-

lighted as well as the energy projections used for the calculation of the beam normalisation

factor, C.

The values dΩ′ and dσ/dΩ are defined within an angular range determined by

the energy slice being examined. The observed laboratory energy of the deuteron has

a well defined relationship to the emission angle from the reaction centre. Therefore

the angular range of the slice is determined by the laboratory energies at the extreme
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values of the slice. The value of dΩ′ is defined by the product of the solid angle annulus,

defined by the angular range of the energy slice, and the geometric efficiency of the

Barrel detectors. In this study, the geometric efficiency was determined through high

statistics Geant4 simulations with a deuteron source, placed at the minimised target

position as described in Section 3.6, decaying isotropically within the centre-of-mass

frame of the reaction. The key output of this simulation was the detection efficiency

of deuterons as a function of the centre-of-mass emission angle. The average detection

efficiency within a given energy slice was then extracted and combined with the solid

angle annulus to define the efficiency corrected solid angle, dΩ′ for each energy slice.

Table 3.3 summarises all of the relevant values for the determination of dΩ′.

Slice θCM,min θCM,max dΩ / sr εg ∆εg dΩ′ / sr ∆dΩ′ / sr

1 31.1 32.8 0.0775 0.589 0.058 0.0456 3.9 ×20−3

2 32.8 34.3 0.0772 0.592 0.057 0.0457 3.8 ×20−3

3 34.3 35.8 0.0771 0.589 0.059 0.0455 3.9 ×20−3

Table 3.3: Table outlining relevant values in determining the solid angle corrected for

non-contributing regions of the annulus, due to non-functioning detectors or space between

neighbouring detectors.

The differential cross section for the 25Mg(d,d)25Mg reaction is composed of

scattering through Coulomb and nuclear processes, which are calculated separately.

LISE++ was used to determine the Rutherford scattering differential cross section, or

the Coulomb process, as a function of centre-of-mass emission angle. The FRESCO

reaction code was used to determine the nuclear process component of the scatter-

ing differential cross section as a fraction of the Rutherford differential cross section

[136]. The product of these two processes describes the total differential cross section

of this elastic scattering channel. The value of dσ/dΩ was then determined by the

average value of this functional form within the angular range defined by the energy

slice. Figure 3.42 summarises the total and individual differential cross sections of the

25Mg(d,d)25Mg reaction channel.

Using Equation 3.22 and the values presented in Table 3.4 the values of C were

calculated within each investigated slice. The final value of C used within this analysis

was determined using the average of the three investigated slices, yielding a final value of
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C = 22592±1340. As previously discussed the value of C is equal to the product of the

number of scattering centres within the target, the beam flux upon the target and the

total experimental live time. With C determined it is possible to quantify the average

incoming beam flux over the experiment. Given that a CD2 target with a thickness

of 197 µgcm−2 was used and that the experimental run-time was ∼ 310547 seconds,

it is estimated that average incoming beam flux was 4.91 particles per second. This

is assuming a negligible dead-time, which given TIARA was designed for experimental

luminosities of 1 × 109 pps is reasonable.

Figure 3.42: Figure displaying the total differential cross section for the 25Mg(d,d)25Mg

scattering reaction and the individual components as calculated from FRESCO and LISE++.

Slice Ndet ∆Ndet dΩ′ / sr ∆dΩ′ / sr dσ/dΩ / mb/sr ∆dσ/dΩ / mb/sr

1 41999 205 0.0456 3.9 ×20−3 42.0 4.2

2 55892 236 0.0457 3.8 ×20−3 56.3 4.3

3 68178 261 0.0455 3.9 ×20−3 62.2 4.5

Table 3.4: Table outlining the values used to determine C, or the normalisation factor, and

the final extracted values.
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3.9.2 Calculating dΩ′

The construction of angular distributions depends upon defining distinct angular sub-

ranges within the total observed angular ranges, within which the differential cross

section is independently calculated as per Equation 3.20. These angular ranges are

contribute to the differential cross section by defining the solid angle coverage through

their extreme values. The product of this solid angle and the geometric efficiency

provides a determined dΩ′.

The only detection system used within this study for construction of angular

distributions was the Hyball detector, with the Barrel being used only for the normal-

isation as discussed previously. The Hyball is physically divided into 16 annular rings,

which in theory could be used to simply define separate angular ranges using various

combinations of neighbouring rings. In practise, the outermost 6 rings are geometri-

cally shadowed by the upstream edges of the Barrel detector, therefore only the inner

10 rings are illuminated by target reactions. This would still provide a maximum of 10

angular ranges within the Hyball which could be used for angular distribution construc-

tion. Within this study the Hyball data was split into 7 angular regions, such that the

remaining extreme edges of the Hyball were avoided in order to avoid any unforeseen

detector “edge effects”. In the case of a perfectly central target position with respect to

the Hyball, this would simply be defined by the ring shape of the Hyball as discussed,

discounting the first, ninth and tenth rings. In the current case with an non-central

target, these same rings were in general avoided for the same reasons.

In a similar methodology to the process of the beam normalisation, the geometric

efficiencies associated with these defined angular regions were determined through high

statistics Geant4 simulations of the 25Mg(d,p)26Mg. Within this simulation, protons

were emitted isotropically within the centre-of-mass frame with any non-functioning

channels disabled and with the inclusion of the minimised beam position and vector.

Figure 3.43 represents the determined geometric efficiency from these simulations as a

function of the laboratory angle for the ground state excitation of 26Mg. The overall

geometric efficiency for a given angular range was then determined as the average

efficiency value over that range. These were then multiplied by the solid angle of that

range in order to determine values of dΩ′ associated with each range. This process was

repeated for each observed excitation within this study to account for the changing
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observed proton emission kinematic energy/angle function.

Figure 3.43: Plot of the geometric efficiency as a function of laboratory angle for the Hyball

as determined through high statistic Geant4 simulations. The shape of this plot, within the

confines of the Hyball angular range, is determined by the various faulty channels within this

study. Where the efficiency tends to zero defines the extreme angles wherein the Hyball is

illuminated by protons from the target position, either due to the edge of the detector or the

shadowing by the Barrel detectors.

3.9.3 Calculating Ndet

The number of detected counts (Ndet) is determined by fitting the various states ob-

served within the excitation energy spectrum. For each angular range, the excitation

energy spectrum for 26Mg events was gated upon the seven distinct angular ranges

within the Hyball as described previously, therefore producing seven variants of this

spectrum. Within each of these angle gated spectra the various states were fitted

and integrated over in order to determine the number of detected counts within each

angular range. Two examples of these angular gated spectra are shown in Figure 3.44
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Figure 3.44: 26Mg excitation energy spectrum from two separate angular ranges within

the Hyball detector. The fitting of the various peaks within these spectra, allowed for the

various Ndet values to be extracted and differential cross section values to be determined.

Each excitation peak observed was fit using a Gaussian function and where mul-

tiple states were not fully resolved, these were fit simultaneously ensuring the width of

the peaks were kept the same. As the excitation energy increased the allowed width

of these Gaussian function were increased to match the proportionality between ex-

citation energy and resolution. Where possible the widths of states in a cluster were

tied to a nearby “resolved” state. The fit parameters of these Gaussian functions then

allowed for the number of counts within the peak to be calculated.

3.9.4 Angular Distributions

This subsection will discuss the angular distributions extracted for the excited states

within this study. These are analysed by comparisons to theoretical angular distri-

butions using relevant l-transfer values. Within this study these theoretical angular

distributions were calculated using the TWOFNR ADWA reaction code [137]. This

is a three-body method that incorporates deuteron breakup and proven to be a good

description of transfer reaction, it was discussed in more detail in Section 2.8.3. The

Koning-Delaroche global optical model[138, 139] was used for the nucleon-target optical
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potential and the Reid SC np interaction was used to describe the deuteron wavefunc-

tion. A central real Woods-Saxon potential with a radius r = 1.25 fm, a spin-orbit

term VSO = 6 MeV and a diffuseness parameter a0 = 0.65 fm was used, with the same

geometry in the central interaction. The results are compared to historical studies

where appropriate.

3.9.4.1 Ex = 0 MeV

Figure 3.45: Angular distribution for the ground state. The red curve, produced by the

TWOFNR reaction code, shows the theoretical angular distributions corresponding to the l

= 2 transfer into the 0d 5
2
.

Naturally the first angular distribution determined from this study is for the population

of the 26Mg ground state. This state has a spin-parity of 0+ as is commonplace with

even-even nuclei, as such the single particle transfer interpretation of this is the transfer

of a neutron into the 0d 5
2

shell model orbital carrying two units of angular momentum,

or l = 2. Figure 3.45 shows the differential cross section as a function of the laboratory

angle. The ground state is a relatively simple case study within 26Mg with only one

possible l-value for the description of the transfer and being a well known final spin

parity such that the l-value is known. As can be seen within Figure 3.45, there is good

agreement between the differential cross section extracted for the seven angular ranges
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defined for the Hyball and the theoretical curve.

3.9.4.2 Ex = 1.808 MeV

Figure 3.46: Angular distribution for the state at Ex = 1.808 MeV. The blue and red

curves, produced by the TWOFNR reaction code, shows the theoretical angular distributions

corresponding to the l = 0 and l = 2 respectively. The green curve represents a minimised

combination of the two differing l-values transfer curves.

The second angular distribution to be determined was for the first excited state of

26Mg with a literature energy of 1.808 MeV. This state has an assigned spin-parity of

2+, as the initial spin-parity within 25Mg is 5/2+ it is possible for the this transfer to

carry either 0 and/or 2 units of angular momentum, or l-value. In the case of l = 2

transferred units, the interpretation of the j angular momentum transfer is typically

through the magnetic sub-orbitals of the shell-model orbital used. Within 26Mg, l =

2 transfers are interpreted using either the 0d 5
2

or the 0d 3
2

shell-model orbitals. The

angles in which protons are observed within this study restricts the assignment between

differing d-wave orbitals as they typically present the same angular distribution shape

over the Hyball laboratory angles but with differing extracted spectroscopic factors.

As a result, only one of these orbitals is chosen for the interpretation of the angular

distribution.
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For this first excited state, historical studies have shown an admixture of both l

= 0 and l = 2 angular momentum transfer with the d-wave contribution dominating

the spectroscopic strength [132–134]. There is some discrepancy between Burlein et al.

and Arciszewski et al. on the choice of d-wave components but this will be discussed

as part of the spectroscopic factor discussion in the next session. Figure 3.46 shows

the angular distribution constructed within this study alongside the theoretical angular

distributions corresponding to l = 0 transfer into the 1s 1
2
, l = 2 transfer into the 0d 5

2

orbital and a minimised combination of the two l-transfer values, shown in blue, red

and green respectively. It can be seen that there is good agreement between the data

from this study and the admixture of the two l-transfer values, except for the largest

angular data point.

3.9.4.3 Ex = 2.938 MeV

The third angular distribution determined was for the second excited state within 26Mg

with a literature energy of 2.938 MeV. This state has a previously assigned spin-parity

of 2+ and has an observed stronger population than the ground and first excited states.

While Lutz et al. did not publish the used d-wave orbital choice, both Burlein et al.

and Arciszewski et al. interpreted this state as a pure l = 0 transfer into the 1s 1
2

shell-model orbital, with a negligible to non-existent d-wave contribution [132–134].

The angular distribution for this state from this study is shown in Figure 3.47

alongside the theoretical angular distributions corresponding to l = 0 transfer into the

1s 1
2
, l = 2 transfer into the 0d 5

2
orbital and a minimised combination of the two l-

transfer values, shown in blue, red and green respectively. It is clear that the s-wave

transfer dominates the spectroscopic strength of this state, with minimal difference to

the data fit with the inclusion of an l = 2 component. The angles covered by this

study are not as sensitive to the l = 2 component as to the l = 0 component, with

the l = 2 component peaking at much lower laboratory angles than those covered

by the Hyball detector. If the Barrel data had provided better resolution excitation

data, this may have been useful to determine whether this minor d-wave component

was physical or a manifestation of the minimisation within the error margin of the

observed Hyball angular distribution. The evidence presented is in agreement with the

previous assessments of this state deriving from a pure s-wave transfer.
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Figure 3.47: Angular distribution for the state at Ex = 2.938 MeV. The blue and red

curves, produced by the TWOFNR reaction code, shows the theoretical angular distributions

corresponding to the l = 0 and l = 2 respectively. The green curve represents a minimised

combination of the two differing l-values transfer curves.

The fourth angular distribution constructed was for the first observed 0+ excited state

within 26Mg with an excitation energy of 3.588 MeV. This has been observed to be

very weakly populated within historical 25Mg(d,p)26Mg studies and within this study.

As this is a 0+ state, the only l-transfer value possible is 2 units and with a j-transfer

of 2.5 units, it must be interpreted as a single neutron transfer into the 0d 5
2

shell-

model orbital. Figure 3.48 shows the determined angular distribution alongside the

theoretical distribution with an l = 2 angular momentum transfer. There is relatively

good agreement between these distributions, especially considering the low statistics

for this excitations.
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3.9.4.4 Ex = 3.588 MeV

Figure 3.48: Angular distribution for the state at Ex = 3.588 MeV. The red curve, produced

by the TWOFNR reaction code, shows the theoretical angular distributions corresponding

to the l = 2 transfer.

3.9.4.5 Ex = 3.941 MeV

The fifth angular distribution to be constructed was for the excitation with a literature

energy of 3.941 MeV. This has previously been assigned as the first 3+ spin-parity

state within 26Mg. The interpretation of this spin-parity combination identical to that

of a 2+ assignment, where both l = 0 and l = 2 transfers are possible and typically a

combination of both is used to describe the angular distribution. Both historical studies

by Burlein et al. and Arciszewski et al. have interpreted this state with transfers into

the 1s 1
2

and 0d32 shell model orbitals, with l = 0 and l = 2 units of transferred angular

momentum respectively.

The angular distribution for this state from this study is shown in Figure 3.49

alongside the theoretical angular distributions corresponding to l = 0 transfer into the

1s 1
2
, l = 2 transfer into the 0d 3

2
orbital and a minimised combination of the two l-

transfer values, shown in blue, red and green respectively. There is good agreement

between the angular distribution from this study and that produced by a theoretical
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admixture of l = 0 and l = 2 units of angular momentum. However, it is noted that

it would appear the spectroscopic strength is dominated by the s-wave component of

this transfer at the observed angles.

Figure 3.49: Angular distribution for the state at Ex = 3.941 MeV. The blue and red

curves, produced by the TWOFNR reaction code, shows the theoretical angular distributions

corresponding to the l = 0 and l = 2 respectively. The green curve represents a minimised

combination of the two differing l-values transfer curves.

3.9.4.6 Ex = 4.350 MeV

The angular distribution constructed here is for the region previously observed to con-

tain a triplet of states but within this study is being interpreted as a singular state

with an excitation energy of 4.350 MeV and an assigned spin-parity of 3+. Previous

studies have not been able to resolve between this triplet and as such construct an

angular distribution based on a combined population of the entire triplet [133]. Whilst

this study has shown evidence that this triplet is dominated by population into the

4.350 MeV, the analysis of this state is applicable for the entire triplet if there is un-

seen contributions from the other two states and is therefore directly comparable to

previous studies [133, 134]. The other two states within this triplet have spin-parity

assignments of 2+ and 4+ and therefore the entire region can be aptly described with l

= 0 and l = 2 transfer values in a similar manner to the singular 3+, 4.350 MeV state.
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Previous studies have interpreted this region using a combination of s-wave transfer

into the 1s 1
2

and d-wave transfer into the 0d 5
2

shell-model orbitals.

The angular distribution for this state from this study is shown in Figure 3.50

alongside the theoretical angular distributions corresponding to l = 0 transfer into the

1s 1
2
, l = 2 transfer into the 0d 3

2
orbital and a minimised combination of the two l-

transfer values, shown in blue, red and green respectively. There is good agreement

between the angular distribution from this study and that produced by a theoretical

admixture of l = 0 and l = 2 units of angular momentum. It is also clear that the s-wave

dominates the transfer strength of the observed angles, but as mentioned previously,

the parameters of this study means there is limited sensitivity to the d-wave component

of the transfer.

Figure 3.50: Angular distribution for the state at Ex = 4.350 MeV. The blue and red

curves, produced by the TWOFNR reaction code, shows the theoretical angular distributions

corresponding to the l = 0 and l = 2 respectively. The green curve represents a minimised

combination of the two differing l-values transfer curves.

3.9.4.7 Ex = 5.291 MeV

The next angular distribution constructed was the lowest energy component of an

unresolved combination of three states between 5 and 6 MeV excitation energy. This

component has an excitation energy of 5.291 MeV and an assigned spin-parity of 2+.
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Both Burlein et al. and Arciszewski et al. interpreted this state as a pure l = 2 transfer

into the 0d 5
2

shell-model orbital, with no reported s-wave contribution [133, 134].

The angular distribution for this state from this study is shown in Figure 3.51

alongside the theoretical angular distributions corresponding to l = 0 transfer into the

1s 1
2

and l = 2 transfer into the 0d 3
2

orbital, shown in blue and red respectively. As can

be seen the data is in good agreement with a pure l = 2 transfer into the 0d 5
2

shell-

model orbital. No mixture of the two l-transfer vales is plotted because the minimised

mixture overlaps with the pure l = 2 component.

Figure 3.51: Angular distribution for the state at Ex = 5.291 MeV. The blue and red

curves, produced by the TWOFNR reaction code, shows the theoretical angular distributions

corresponding to the l = 0 and l = 2 respectively.

3.9.4.8 Ex = 5.476 MeV

The next angular distribution constructed was the second energy component of an

unresolved combination of three states between 5 and 6 MeV excitation energy. This

component has an excitation energy of 5.476 MeV and an assigned spin-parity of 4+.

This state can only be populated through a pure l = 2 units of transferred angular

momentum. Both Burlein et al. and Arciszewski et al. interpreted this state as a pure

l = 2 transfer but disagree on the shell-model orbital used to describe the j-transfer
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value. Burlein et al. interpret this using a single neutron transfer into the 0d 3
2

whilst

Arciszewski et al. used a single neutron transfer into the 0d5
2

shell-model orbital [133,

134]. This study cannot distinguish between these orbitals and as such both orbitals

were explored within this study.

Figure 3.52 shows the determined angular distribution alongside the theoretical

distribution with an l = 2 angular momentum transfer into the 0d 5
2
. The 0d 3

2
orbital

was also explored but is not plotted within Figure 3.52 because it is indistinguishable

from the 0d 5
2

over the angles covered by the Hyball. It can be seen there is rela-

tively good agreement between these distributions except for the lowest angular range

reviewed.

Figure 3.52: Angular distribution for the state at Ex = 5.476 MeV. The red curve, produced

by the TWOFNR reaction code, shows the theoretical angular distributions corresponding

to the l = 2 transfer.

3.9.4.9 Ex = 5.715 MeV

The next angular distribution constructed was the second energy component of an

unresolved combination of three states between 5 and 6 MeV excitation energy. This

component has an excitation energy of 5.715 MeV and an assigned spin-parity of 4+.

This state can only be populated through a pure l = 2 units of transferred angular

momentum. Both Burlein et al. and Arciszewski et al. interpreted this state as a pure
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l = 2 transfer but disagree on the shell-model orbital used to describe the j-transfer

value. Burlein et al. interpret this using a single neutron transfer into the 0d 3
2

whilst

Arciszewski et al. used a single neutron transfer into the 0d5
2

shell-model orbital [133,

134]. This study cannot distinguish between these orbitals and as such both orbitals

were explored within this study. It is worth noting that previous studies also required

an l = 3 component to completely describe the angular distributions observed which

was attributed to an underlying unresolved negative parity state. This is of importance

as recent neutron capture experiments have determined another state within this region

with a 1+ spin-parity. This state was previously the prime candidate for this unresolved

negative parity state and as such the observed l = 3 component has not been explained.

Figure 3.53: Angular distribution for the state at Ex = 5.715 MeV. The red curve, produced

by the TWOFNR reaction code, shows the theoretical angular distributions corresponding

to the l = 2 transfer. The green curve displays a minimised combination from l = 2 and l =

3 transfers, as previously observed in Burlein et al. and Arciszewski et al. [133, 134].

Figure 3.53 shows the calculated angular distribution alongside the theoretical

distribution with an l = 2 angular momentum transfer into the 0d 5
2
. The 0d 3

2
orbital

was also explored but is not plotted within Figure 3.52 because it is indistinguishable

from the 0d 5
2

over the angles covered by the Hyball. Also plotted is a minimised

combination between l = 2 and l = 3 angular distributions as explored within previous
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studies of this reaction. The combined angular distribution arguably provides a better

fit of the extracted angular distribution from this study. However, as discussed the

angles within this study are not sensitive to the l = 2 transfer strength and this is also

true of the l = 3 transfer strength which peaks at even smaller angles. Therefore whilst

this study does not confirm the l = 3 transfer observation seen in previous studies it

does not rule it out either and the question around this region remains.

3.9.4.10 Ex = 6.125 MeV

The next angular distribution constructed here is the state with an excitation energy

of 6.125 MeV and an assigned spin-parity of 3+. This state is the mirror counterpart

to a resonant state within 26Si for the 25Al(p,γ)26Si astrophysical reaction. Previous

studies have interpreted this region using a combination of s-wave transfer into the 1s 1
2

and d-wave transfer into the 0d 3
2

shell-model orbitals [133, 134].

Figure 3.54: Angular distribution for the state at Ex = 6.125 MeV. The blue and red

curves, produced by the TWOFNR reaction code, shows the theoretical angular distributions

corresponding to the l = 0 and l = 2 respectively. The green curve represents a minimised

combination of the two differing l-values transfer curves.

The angular distribution for this state from this study is shown in Figure 3.54

alongside the theoretical angular distributions corresponding to l = 0 transfer into the
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1s 1
2
, l = 2 transfer into the 0d 3

2
orbital and a minimised combination of the two l-

transfer values, shown in blue, red and green respectively. There is good agreement

between the angular distribution from this study and that produced by a theoretical

admixture of l = 0 and l = 2 units of angular momentum. There is evidence from

the minimised combination of the two l-transfer values that each orbital provides a

relatively equal contribution to the overall spectroscopic strength. It is also clear that

a pure l = 0 transfer provides a relatively good fit for the data as well and data at

lower angles would be necessary to constrain the d-wave strength for this state.

3.9.4.11 Ex = 10.949 MeV

Figure 3.55: Angular distribution for the state at Ex = 10.949 MeV. The blue and red

curves, produced by the TWOFNR reaction code, shows the theoretical angular distributions

corresponding to the l = 0 and l = 2 respectively. The pink and brown curves, produced

by the TWOFNR reaction code, shows the theoretical angular distributions corresponding

to the l = 1 and l = 3 respectively. It can be seen that this angular distribution is best

represented by an l = 1 transfer.

The final angular distribution constructed was for the only state resolvable above

the α-particle separation threshold within 26Mg and therefore of importance for the

22Ne(α,γ)26Mg astrophysical reaction. This state is was measured to have an excita-

tion energy of 10.952 (10) MeV which would correspond well with the known 10.949
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MeV, 1− state. A 1− state within this reaction could be populated by either an l = 1 or

l = 3 angular momentum transfer. Due to the high density of states at this excitation

energy it was sensible to compare the angular distribution extracted against all possible

l-transfer values.

Figure 3.55 shows the angular distribution analysis of this state in comparison

to theoretical angular distributions. The various coloured lines represent the possible

l-transfer values: blue representing l = 0 into 1s 1
2
; pink representing l = 1 into 1p 3

2
; red

representing l = 2 into 0d 3
2

and brown representing l = 3 into 0f 5
2
. It is clear that l =

1 provides the best representation of the extracted differential cross section and there

is good evidence that the analysed state is indeed the 10.949 MeV, 1− state.

3.10 Spectroscopic Factors

The spectroscopic factor is a dimensionless quantity and is a measure of the single-

particle nature of a given state. It is typically defined as the fraction of the theoretical

prediction of the reaction cross section and the experimentally determined cross sec-

tion, both using a single-particle description. In this study, the spectroscopic study

was defined as described by Equation 2.57. The angular distributions can be used to

infer the l-transfer required for the population of a given state as discussed within the

previous section. Furthermore, the spectroscopic factor can be determined by a com-

parison between the experimental data and the theoretical angular distributions. The

numerical factor which scales the TWOFNR calculated theoretical distribution to best

fit the experiment angular distribution is defined as the spectroscopic factor within this

study.

This quantity was determined for each of the excitations described in Section

3.9.4. Where applicable these were compared against values obtained from previous

studies by Lutz et al., Burlein et al. and Arciszewski et al. [132–134]. Shell-model cal-

culations of states within 26Mg have been recently performed [140] using the NuShellX

code [141] with a modified WBP-M interaction known as WBC [142] within the sd−pf

Hamiltonian for negative parity states, this modification reduces the shell gap between

sd and fp shells in line with experiments around the N = 20 shell gap. For positive

parity states calculations were performed using the USDA Hamiltonian within the sd

shell-model space [143].
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Table 3.5 summarises the combined spectroscopic factors from previous studies,

shell-model calculations and those extracted from this study. It is worth noting that the

Burlein et al. and Arciszewski et al. studies used the same theoretical inputs in their

respective studies and as such the discrepancies arise entirely from differences in the

experimental differential cross section measured in each study. It is clear from Table

3.5 that there is serious disagreement across historical studies for the spectroscopic

strength of the ground state. Whilst the studies by Lutz et al. and Burlein et al. are

in relatively good agreement with each other whilst the Arciszewski et al. is in relative

agreement with the present study as well as shell-model calculations performed as

part of this work. Using the shell-model as guide it is fair to suggest that the work

by Lutz et al. and Burlein et al. underestimated the strength of this state. The

other 0+ state observed with an excitation energy of 3.588 MeV and was interpreted

as a single neutron within the 0d 5
2

orbital in the same manner as the ground state.

The study performed by Burlein et al., whilst providing no error margin on their

extracted spectroscopic strength is in relatively good agreement with the shell-model

predictions. These calculations also suggest that the extracted spectroscopic strength

from this study is an overestimate, however, as previously noted this present study is

not sensitive to the d-wave spectroscopic strength due to the angular ranges observed.

There were 3 observed 2+ states within this study, the first of which was the first

excited state at excitation energy of 1.808 MeV. Of note is the discrepancy between

d-wave orbital choices for this state between the Burlein et al. and Arciszewski et

al. studies. Shell-model calculations suggest that the 0d 3
2

contribution to the spec-

troscopic strength of this state is minimal compared to that of the 0d 5
2

orbital, there

is good agreement for the 0dfrac32 orbital strength between the Burlein et al. study,

shell-model calculations and this study. The second excited state has previously been

reported to have no d-wave contribution in all previous studies except that performed

by Lutz et al., shell-model calculations are in good agreement with this hypothesis with

a minimal d-wave contribution and is observed by this study. The final 2+ state ob-

served was the 5.291 MeV state and is described as a pure d-wave transfer reaction, this

has been confirmed by all previous studies. The d-wave contribution has an observed

discrepancy with the shell-model suggesting that the Arciszewski et al. and current

work overestimating this strength.

There is relatively good agreement between the respective s-wave contributions
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for all of the observed 3+ states within this study those previously performed, excluding

the measured s-wave contribution of the 3.941 MeV state determined by Lutz et al.,

which similarly appears to overestimate the d-wave contribution for this state. No

additional information about the triplet near ∼4.3 MeV is gained from the determined

spectroscopic strengths summarised here. Comparison to the shell-model calculations

for the 4.350 MeV 3+ state suggest an overestimated d-wave contribution from this

study, this could either arise due to the lack of the d-wave sensitivity or the population

of unresolved state within this triplet with a strong d-wave contribution. The shell-

model strongly suggest this is an overestimated d-wave contribution even in the case

of an underlying state considering its predictions for the other two triplet states are of

the order ∼0.05 each.

Two 4+ spin-parity states were observed within this study, forming an unresolved

cluster of states between 5 and 6 MeV. The current and previous studies appear to

overestimate the strength of the first of these states (Ex = 5.474 MeV) when compared

to shell-model calculations. This is also reflected in the second of the two 4+ states

with excitation energy of 5.716 MeV. As previously discussed, the angular distributions

of this state have needed an l = 3 transfer component in order to explain the shape

of the angular distribution. It is therefore possible that the extracted strengths of

the 5.716 MeV state entirely underestimate the contribution of this underling negative

parity state theorized in the region. It is interesting to note that the shell-model

does not predict any negative parity states within this energy region, with the best

candidate being a 1− state predicted at an excitation energy of 6.298 MeV. Finally,

the observed 1− state with excitation energy of 10.949 MeV is determined with twice

the spectroscopic strength as that predicted by shell-model calculations for the p-wave

component. It does however agree with the minimally observed f -wave contribution

which is predicted to be negligible.

The main source of statistical uncertainty within the spectroscopic factors derives

from the beam normalisation procedure used within this study to create absolute dif-

ferential cross sections. The resolution in both energy and position within the Barrel

leads to a significant overlap between the angular ranges used for this determination.

The beam spot size and non-centralized position and vector also add to the extracted

normalisation factors, as well as contributing to the angular uncertainty in the angular

distribution construction. Whilst this is not quantified within this study, a percentage
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uncertainty of 20% should encompass these values from a purely statistical objective.

Ex J+ nljth C2S [132] C2S [133] C2S [134] C2S C2S

MeV Lutz1 Burlein Arciszewski SM2 Present Work3

0.0 0+
0 0d 5

2
1.8 1.85 2.81 (30) 2.48 2.91 (58)

1.808 2+
0 1s 1

2
0.018 0.036 0.032 (10) 0.034 0.071 (14)

0d 3
2

0.441 - 0.702 (70) 0.01 0.426 (85)

0d 5
2

- 0.33 - 0.335 0.368 (73)

2.938 2+
1 1s 1

2
0.15 0.388 0.674 (60) 0.441 0.405 (81)

0d 5
2

0.321 0.0 - 0.086 0.044 (9)

3.588 0+
1 0d 5

2
- 0.22 0.31 (3) 0.247 0.39 (8)

3.941 3+
0 1s 1

2
0.097 0.25 0.283 (29) 0.213 0.207 (41)

0d 3
2

0.431 0.1314 0.157 (71) 0.297 0.497 (99)

4.350 3+
1 1s 1

2
- 0.254 - 0.118 0.173 (35)

0d 5
2

- 0.268 - 0.061 0.171 (34)

5.291 2+
4 1s 1

2
- 0.0 - 0.0

0d 3
2

- 0.42 0.658 (60) 0.436 0.69 (13)

5.474 4+
2 0d 3

2
- - 0.239 (28) 0.106 0.226 (45)

0d 5
2

- 0.1278 - 0.088 0.187 (37)

5.716 4+
3 0d 3

2
- - 0.062 (22) 0.004 0.142 (28)

0d 5
2

- 0.0622 - 0.046 0.302 (60)

0f 7
2

- 0.0911 -

6.125 3+
2 1s 1

2
- 0.1214 0.106 (12) 0.125 0.142 (28)

0d 3
2

- 0.2057 0.60 (14) 0.264 0.302 (60)

10.949 1−(9) 1p 3
2

- - - 0.152 0.31 (62)

1 The shell-model orbitals used in this study were not published, therefore the determined value

was placed in first row relating to the l-transfer value.

2 SM - Shell-model calculations using USDA Hamiltonian within the sd shell-model space for

positive parity states [143] and for the negative parity states, a WBP-M Hamiltonian including

a sd− pf Hamiltonian[142]. All performed in NuShellX by Prof. W. N. Catford [140].

3 Where more than one value for a single l-transfer value, only one was used for comparison to

the relevant study between Burlein et al. or Arciszewski et al..

Table 3.5: Spectroscopic factors obtained for all previously discussed excitations from the

25Mg(d,p)26Mg reaction in Section 3.9.4. Also, shown is related spectroscopic factors determined

in historical studies and from shell-model calculations.
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3.10.1 d-wave Sensitivity

A source of systematic uncertainty of note within this experimental effort was the

constraints placed on d-wave components within transfer to positive parity state within

26Mg. This limited angular range of the Hyball detectors used to construct angular

distributions does not cover the laboratory angles where the d-wave components of this

reaction “peak” providing a reasonable observed cross section to constrain against. To

highlight and explore this systematic the angular distribution of the 3.941 MeV, 3+

state was deliberately manipulated. This state was determined to have a significantly

shared s-wave and d-wave contributions to its spectroscopic strength (C2Sl=0 = 0.207

& C2Sl=2 = 0.497), and considering the s-wave was well constrained by the angular

range of the Hyball detector, made an ideal candidate for this exploration.

Figure 3.56: Effects of d-wave manipulation on the overall minimised theoretical angular

distribution for the 3.941, 3+ state. The solid red line depicts the original minimised admix-

ture of the s-wave and d-wave contributions. The dashed black and blue lines representing

the new minimisations whilst fixing the d-wave contributions by increasing/decreasing its

original value by 50%.

For this investigation, the d-wave contribution was deliberately increased and

decreased by 50% of its originally minimised value, and the s-wave contribution re-

minimised over to provide a new best fit of the angular distribution. Figure 3.56
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displays the plot of the original minimised angular theoretical angular distribution,

alongside these manipulated fits compared to the data extracted for the 3.941 MeV

state. This figure displays that despite a 50% change in the d-wave contribution a

new minimised fit could be found that relatively well described the observed angular

distribution for this state.

C2Sl=0 C2Sl=2 Comments

0.173 0.745 d-wave components · 1.5

0.207 0.4969 Original Normalisation parameters

0.240 0.249 d-wave components · 0.5

Table 3.6: Effects on the determined l-transfer value spectroscopic contributions when

specifically increasing/decreasing the d-wave component by 50%.

Not only does the angular distribution still relatively well describe the data within

this manipulation, but Table 3.6 shows the re-minimised spectroscopic strengths of the

s-wave contribution to the state with the manipulated d-wave component. It shows

that there is a maximum of 20% change in the newly minimised s-wave component,

highlighting how the angular distribution constraints are dominated by the s-wave fit.

This 20% change is within generally agreed systematic uncertainties of these AWBA

theoretical calculations, typically on the order of 20%.

3.10.2 Relation to 25Al(p,γ)26Si proton spectroscopic factors

Whilst not the primary goal of this study, the analysis of the 6.125 MeV, 3+ state within

this present study of the 25Mg(d,p)26Mg reaction is related to an indirect measurement

of a resonant state within the 25Al(p,γ)26Si astrophysical reaction. This reaction con-

tributes to the stellar nucleosynthesis within nova environments and is thought to

be dominated by resonant capture into low-lying 1+ and 3+ states above the proton

separation threshold at 5.5178 MeV. This reaction could remove the 26gAl flux by in-

creasing the reaction rate of the chain 25Al(p,γ)26Si(βν)26mAl(βν)26Mg. Whilst major

experimental effort has been put into understanding the this reaction through particle

transfer and γ-ray spectroscopy studies, there is still considerable uncertainty on the

rate. Table 3.7 shows a summary of the experimental measurements for this particular
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state and it is clear that there is relatively good agreement across all studies.

Ex J+ l C2S [133] C2S [134] C2S [119] C2S C2S

MeV Burlein1 Arciszewski Hamill SM2 Present Work

6.125 3+ 0 0.121 0.106 (13) 0.11 (2) 0.125 0.142

2 0.206 0.60 (14) 0.27 (6) 0.264 0.302

1 No uncertainties published.

2 SM - Shell-model calculations using USDA Hamiltonian within the sd shell-

model space for positive parity states [143] and for the negative parity

states, a WBP-M Hamiltonian including a sd − pf Hamiltonian[142]. All

performed in NuShellX by Prof. W. N. Catford [140].

Table 3.7: Summary of previously measured spectroscopic factors of note for this mirror

reaction.

Considering that 26Mg and 26Si are mirror nuclei, the neutron spectroscopic fac-

tors from the 25Mg(d,p)26Mg reaction are theoretically identical to the proton spectro-

scopic factors from the corresponding mirror analogue states within the 25Al(p,γ)26Si

reaction. Therefore the neutron spectroscopic factor for the 6.125 MeV state within

this study should be identical to the proton spectroscopic factor for the 25Al(p,γ)26Si

into the mirror analogue 3+ state with 5.929 MeV excitation energy. In the 25Al +p

system this has a resonance energy of 415.2 keV taking Sp = 5.5138 (5) MeV [144]. It

should be noted that there is still considerable uncertainty in the true excitation of this

mirror state with some studies observing this excitation at 5.914 MeV and therefore a

resonance energy of 400.2 keV [145, 146].

This proton spectroscopic factor can then be used to calculate the proton partial

width of the state using Equation 2.46, which requires the single-particle width of the

state to be calculated, this was performed using proton penetrabilities determined using

an analytical code based on the methodology developed by Barnett et al. [147] and

formalism discussed by Clayton [148]. Within this study θsp is taken from Ref. [149]

and the values used for this reaction are 0.55, 0.7, 0.36 and 0.35 for the l-values 0, 1,

2 and 3 respectively. Considering that within the astrophysical reaction the resonant

captured proton can carry either 0 or 2 units of transferred angular momentum, or l

= 0 or l = 2, there are therefore two single particle widths for this reaction matching

the two spectroscopic factors extracted from the (d,p) reaction. The single-particle
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width of a state is defined in Equation 2.47. Multiplying this analytically determined

single-particle width by the determined C2S factor provides an estimation of the proton

partial width, Γp.

Study Ex / MeV Er
1/ MeV Γp / eV Γγ / eV ωγ / eV

Present Study 5.914 0.40022 3.32 0.0474 2.6 ×10−2

5.929 0.41523 4.75 0.0674 3.8 ×10−2

Parpottas et al. [145] 5.912 394 1.68 0.033 1.9 ×10−2

Peplowski et al. [150] 5.914 (4) 0.396 2.9(10) 0.092 5.2 ×10−25

Hamil et al. [119] 5.9294 (8) 0.4154 (8) 2.66 6 6

Bennett et al. [151] 5.9294 (8) 0.4154 (8) 2.97 0.04 2.3 ×10−2

1 Based on Sp = 5.5138 (5) MeV [144]

2 Sp = 5.5138 (5) MeV [144] - Ex determined by [145, 150].

3 Sp = 5.5138 (5) MeV [144] - Ex determined by [119, 151].

4 Calculated using the partial width ratio, Γp/Γγ, published by Bennett et al.

[151].

5 No published value. Calculated by author based on published partial widths.

6 Values adopted by this paper were taken from Ref. [151].

7 Value adopted from [150].

Table 3.8: Comparison between the reaction strength variables between that determined within

this study and those published by previous investigations.

Typically, where the Γγ is not known it can be determined by estimating the

total width of the state using the known lifetime of the state, Γ = τ/~ and deducting a

determined proton partial width. In this present case, the lifetime of the resonant state

in the 25Al + p system is unknown but the lifetime of the mirror state in 26Mg is known

to be 20 fs. In previous studies of this the 25Al + p system, this mirror state lifetime

has been adopted for γ-ray width, Γγ for the resonant state, as a result Γγ = 20 ms /

~ = 0.033 eV. The study performed by Bennett et al. determined the ratio between the

proton and γ-ray partial widths, or Γp/Γγ = 0.014(4) and using a previously determined

Γp = 2.9 eV estimated the γ-ray partial width to be 0.04 eV which is in agreement

with that estimated from mirror symmetry arguments [151]. This study presents Γγ

using the same method as the Bennett et al. using their determined width ratio with

the determined Γp from this study. The summary of these determined partial widths,



3.10. SPECTROSCOPIC FACTORS Page 132

the resonance strength based on this work and comparisons to a selection of previous

studies is shown in Table 3.8. For completeness this has been done for both current

excitation values.



Chapter 4

Investigation of the 26mAl(p,γ)27Si

Reaction through a Novel Isospin

Analogue Reaction

Whilst the 26gAl(p,γ)27Si has been thoroughly studied over the last three decades,

the role of the low-excitation isomeric state within 26Al within stellar environments is

poorly understood. The work presents a novel method in determining the resonance

strengths of key states for the 26mAl + p system using a surrogate 26Si(d,p)27Si, per-

formed at the National Superconducting Cyclotron Laboratory. This experiment was

performed with a radioactive 26Si beam and 9.1 mgcm−2 thick CD2 target with relevant

γ-ray decay data and beam-like reaction nuclei measured within the GRETINA HPGe

array and S800 spectrograph respectively. The following chapter outlines the histori-

cal research surrounding this system, describes the experimental details of the current

work and presents the data analysis and results from this recent study. Finally, the

resonance strengths of key states within this system were determined and the effect on

the resonance reaction rate was evaluated and compared to previous indirect studies

and theoretical predictions.

4.1 Previous Research

In general, the nucleosynthesis of a given isotope within a stellar environment

is dominated by the creation/destruction of its ground state. Internal decay lifetimes

133
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of excited states are typically much smaller than the probabilities of particle decay

or reaction mechanisms upon them. However, some states within these isotopes can

have a large enough lifetime to participate in other processes, these are known as

isomeric states. For the stellar nucleosynthesis of 26Al there exists a 0+ isomer with

Ex = 228.31(3) keV and t1/2 = 6.3 s above the 5+ ground state with t1/2 = 7.2×105 yr.

Examination of the reactions involved in the creation and destruction of the ground

and isomeric states is required to understand the galactic abundances linked to this

isotope. For example 27Al and 26Mg observations in presolar grains or the 26Al flux

throughout the galactic plane.

The creation mechanism of the ground and isomeric states within stellar environ-

ments depends on the temperature of that environment. In AGB stars and classical

nova environments, where the stellar temperature is less than 0.3 GK, both 26gAl

and 26mAl are produced with approximately equal rates through the reaction chain

24Mg(p,γ)25Al(β+,νe)
25Mg(p,γ). However, within Oxygen-Neon novae and Core Col-

lapse Supernovae, temperatures can exceed 0.3 GK and the 25Al(p,γ)26Si is a significant

competitive reaction to the β+-decay of 25Al, breaking the previous reaction chain. In

environments such as explosive hydrogen burning events, the creation of 26Al com-

pletely bypasses the ground state and the isomeric state would become the main com-

ponent. In terms of nucleosynthesis calculations, the treatment of these states is also

temperature dependent. At temperatures above 0.4 GK it is possible for these states to

communicate via thermal excitations through higher energy excitations. As such, these

two states can not be treated as individual nuclei within reaction network calculations.

The destruction of 26Al will be dominated by the 26gAl(p,γ)27Si and 26mAl(p,γ)27Si

reactions within AGB stars and classical novae, where the peak temperature reach

∼0.14 GK and ∼0.2 - 0.4 GK respectively. The Gamow window for the 26mAl(p,γ)27Si

reaction for these environments would cover a range ∼ 100 < ER < 500 keV. The

last three decades has seen extensive research into the 27Si resonant states (above the

proton threshold) expected to dominate the 26gAl(p,γ)27Si reaction rate [152–161]. To

compensate for limited experimental information, previous network calculations have

based their rates of the 26mAl(p,γ)27Si reaction on the 26gAl + p resonances and Hauser-

Feshbach calculations [162]. A post-processing study by Iliadis et al [163] calculated

that the uncertainties from this process can affect the synthesized 26Mg isotopic abun-

dances in nova environments by up to a factor of 14, highlighting that this technique
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may be inappropriate below 0.4 GK.

The destruction of 26mAl will be dominated by the (p, γ) reaction into resonant

states within 27Si above the 26mAl + p threshold energy of 7691.3(1) keV [75]. One of the

first efforts to study the isomeric reaction specifically, was the observation of possible

proton decaying excited states within 27Si through 27Al(3He,t) and 28Si(3He,α) reactions

[164]. This study by Deibel et al. identified a dominant 26mAl + p resonance at Er =

445(4) keV (27Si Ex = 8136(4) keV) at the top end of the Gamow window for AGB stars

and classical novae [164]. Unfortunately, experimental limitations, including a detection

energy cut-off threshold, prevented the observations of any resonances below Er < 445

keV, i.e. the majority of the Gamow window. The proton decay angular correlations

could only determine the minimum angular momentum transfer, lmin, between 27Si

and metastable states within 26Al. As this study determined an lmin = 0 for the 445

keV resonance considerable uncertainty still exists in the spin-parity assignment of this

resonant state (Jπ ≥ 1/2+) [164].

A γ-ray spectroscopy study of 27Si was performed at Argonne National Laboratory

with the aim of identifying resonant states within the 26mAl + p system, through the

12C + 16O fusion evaporation reaction [165, 166]. The angular resolution of GAMMA-

SPHERE enabled the measurement of γ-ray angular correlation decays to determine

the spin assignments of observed states. State parities were assigned through state

matchings to the mirror system, 27Al. Relevant states within both 27Al and 27Si for the

26mAl + p system above the respective proton and neutron thresholds and are within

the continuum. Whilst the mirror matching for this A = 27, T = 1/2 pair is robust

for bound states, matching within the continuum is more challenging [165, 166]. This

study affirmed the J = 1/2 assignment for the Er = 447.4(6) keV state as reported by

Deibel et al. [164]. Newly observed resonant states with resonance energies Er < 445

keV were also reported, including a J = 5/2+, a J = 3/2+ and two J = 3/2− states

at resonance energies Er = 146.3(3), 217.8(7), 378.3(30) and 492.2(4) keV respectively.

This study proposed, contrary to Deibel et al, that the newly observed 5/2+, 146 keV

resonance would dominate the 26mAl(p,γ)27Si reaction.

The parity assignments from the Lotay et al study have been updated through a

study by Parikh et al using angular distributions of the 28Si(3He,α)27Si [167]. The 218

and 378 keV resonances were reassigned from this study as 3/2− and 3/2+ respectively.

It was suggested that the 218 keV would dominate this reaction instead of the 378 keV
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resonance. A more recent study of the β-delayed proton-decay of 27P questioned the

218 keV state negative parity assignment, despite it not being observed [168].

The last experiment of note was the first to utilise an isomeric beam of 26mAl di-

rectly. A 26mAl(d,p) transfer reaction was performed to extract neutron spectroscopic

factors [169], for the 26mAl + p analog states in 27Al. The population of low spin excited

states in 27Al could be linked back to states in 27Si. Unfortunately, no important states

were observed. Instead upper limits were set on the spectroscopic factors for the 146

and 378 keV resonances, which have a moderate contribution in stellar environments

up to T < 0.2 GK. The main challenge using isomeric radioactive beams is removing

contamination from the ground state component. To that end this study [169] used a

background subtraction based on the results of the independent study of the ground

state component, 26gAl(d,p) by Pain et al [159]. This method has considerable un-

certainties in the extraction of spectroscopic factors and relies upon matching mirror

assignments across the 27Si - 27Al system. Presently these are not robust within this

resonance energy region as previously mentioned.

The presented work investigates the 26mAl + p resonances through a novel ap-

proach. 26mAl forms part of a 0+ isobaric triplet with 26Si and 26Mg. As such it is

possible to use the neutron transfer upon 26Si, through a 26Si(d,p)27Si reaction as a

surrogate reaction for the 26mAl(p,γ)27Si. This experimental method has been used in

spectroscopic factor studies before, for example, within 26Al(d,n) and 30P(d,n) studies

[160, 170]. The benefit of a surrogate reaction mechanism over using a direct isomeric

radioactive beam, is the removal of any background contaminants linked to the ground

state of 26Al. Which has a very different spin-parity in the initial system and is not a

counterpart to the surrogate. Additionally, the associated Clebsh-Gordon coefficients

between the surrogate and astrophysical reaction are such that the neutron spectro-

scopic factors are a factor of two larger than the proton capture system. Therefore,

these states are more likely to be observed through this mechanism. Also tighter strin-

gent upper limits can be placed on unobserved resonant states because the upper limits

for the proton capture system are half that of the neutron transfer.
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4.2 26Si Beam Production & Acceleration

At NSCL, exotic isotope beams are created in a fast projectile in-flight fragmentation

process at intermediate energies. In this method, a heavy-ion non-radioactive primary

beam is ionized within an ion source and accelerated to relativistic velocities. This

stable beam is then impinged upon a thin production target, typically Beryllium. Nu-

clear reactions are induced between beam and target, producing a variety of different

nuclei species or fragments, typically with fewer nucleons leading to the name “frag-

mentation” [171]. To create a secondary radioactive beam these fragments need to be

filtered/separated by their mass and charge, selecting the nuclei of interest with as few

contaminants as possible. This secondary beam is then transported to an experimental

area for further processing.

4.2.1 Primary Beam Production

Rare isotopic beams at NSCL begin with the creation of ionized stable primary beams

within the Coupled Cyclotron Facility (CCF). This facility consists of two ion sources

and two cyclotrons. The two ions sources available at NSCL are the Superconducting

Source for Ions (SuSI) and the Advanced Room TEMperature Ion Source (ARTEMIS).

Primarily these sources require a stable material in a gaseous state either directly

injected, if the base state of the material is gaseous in nature, or via a vaporising oven

in the case of a solid material. The ion source relies on electron cyclotron resonance

heating to ionize the atoms. In this experiment, the ARTEMIS ion source was used in

order to extract 36Ar ions in the 7+ charge state.

The two cyclotrons within this facility are coupled together with a transport beam

line, hence the Coupled Cyclotron Facility. After extraction from the ion source, the

ionized stable isotope beam is injected into a K500 cyclotron. In this first cyclotron the

ions are accelerated up to an intermediate energy of 13.06 MeV/µ. The ions are then

injected into the K1200 cyclotron, the second of the two cyclotrons, in which the ions

are fully stripped (using a carbon foil) into their final charge state and accelerated up

to the final beam energy for the primary beam. The beam extracted from the K1200 is

transported to the A1900 fragment separator, where it is impinged onto a production

target, creating a secondary cocktail beam of isotopes. A schematic overview of the

facility up to the A1900 is provided in Figure 4.1. 36Ar was used as the primary beam
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in this study, in the 18+ charge state and with a beam energy of 150 MeV/µ.

Figure 4.1: The coupled-cyclotron fragmentation facility at NSCL [172].

4.2.2 A1900 & Secondary Beam Production

The primary beam created and accelerated within the Coupled Cyclotron Facility is

the most intense beam throughout the experimental facility. A production target is

placed at the entrance to the A1900 Fragment Separator, this is typically Beryllium due

to the materials high melting point, high number density of atoms and good thermal

conductivity. The A1900 selects specific isotopes from the cocktail of fragmentation

products after the target reaction. Within this fragment separator are four 45◦ bend-

ing dipole magnets and eight quadrupole triplet magnets for beam focusing [173]. In

between each pair of triplet quadrupole is an image plane, within which is a pair of

variable width slits. The four dipole magnets are the main control for ion separation,

based on the magnetic rigidity of the ions being transported through the separator.

Each species will have a a specific magnetic rigidity given by:

Bρ =
mv

q
∝ Av

z
, (4.1)

where B is the magnetic field strength within the dipole, ρ is the gyroscopic radius of

the dipole magnets curvature. The other components are all related to the specific ions,

m, v and q are their mass, velocity and charge. The fragmentation process, typically

creates ions with similar velocities, meaning that the separation relies on the mass to
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charge ratio of the ions. Using dipoles to select the specific Bρ of the isotope of interest,

the ions are separated out in the dispersive direction of the beam. Coupled with narrow

slits at the intermediate image locations, that block ions not bent through the centre of

the beam line (i.e. of different Bρ values), the secondary beam is cleaned up. Isotope

are also separated within the A1900 using an aluminium wedge at the intermediate

image point. The relationship between energy deposition and Z2 produces a spread in

velocities within the beam ions. This relationship is governed by the Bethe formula:

dE

dx
=

4πe4Z2

m0v2
nabszabs

(
ln

2m0v
2

I
− ln

(
1− v2

c2

)
− v2

c2

)
, (4.2)

where e is the electron charge, m0 is the rest mass of an electron, Z and v are the

proton number and velocity of the particle travelling through the wedge. nabs is the

number density of the wedge, zabs is the atomic number of the wedge and I is the

average ionization potential of the absorber wedge. This velocity dispersion alters the

magnetic rigidity of the ions traversing the A1900, increasing the dispersive power of

the second set of A1900 dipoles. For this experiment, an aluminium wedge with a

thickness of 300 mgcm−2 was employed and the slits of the A1900 were set to restrict

the momentum spread of the beam to between dp/p = 1%− 2%.

Figure 4.2: Schematic of the A1900 Fragment Separator. The four 45◦ dipole magnets are

shown in green and the 8 triplet quadrupole magnets are shown in red. A 2 gcm−2 9Be target

was placed at “TA” and a 300 mgcm−2 Al wedge was placed at the intermediate image point,

“I2” [174].

The focal plane at the end of the A1900 fragment separator hosts a number of

detectors used for beam diagnostics and identification. Of critical importance to this
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work is the extended focal plane scintillator, “xfp”. Used in coincidence with the object

scintillator of the S800 the components of the transmitted beam can be identified.

4.3 Detection Systems

This section describes the various detection systems used within this experiment.

This will be broken down into the two separate systems in the experiment, the S800

spectrograph and the GRETINA Germanium array.

4.3.1 The S800 Spectrograph

The S800 spectrograph can be divided into two sections, an analysing beam line and

the spectrograph section, see Figure 4.3. The analysing beam line section begins with

the “object” scintillator, as described in Section 4.2.2, and contains a succession of su-

perconducting magnets that focus and steer the beam down towards the spectrograph.

The spectrograph is comprised of two superconducting dipole bending magnets that

direct the beam and/or reaction products into the suite of detectors situated at the

focal plane [175].

Figure 4.3: Figure showing the layout of the S800 Spectrograph, as discussed in detail

above. Adapted from [175]

The S800 can be either operated dispersion-matching mode or in focus mode, a

monochromatic mode is in development at the time of writing. In dispersion matching
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mode both sections of the S800 (analysis line + spectrograph) are achromatic, such that

the momentum is dispersed at the target but is cancelled at the focal plane. Practically,

this limits the momentum acceptance to a ±0.25% for a 2” wide target. This mode

provides the maximum energy resolution for this set-up but minimum acceptance. This

research was completed with the S800 in Focused Mode. In this mode only, the analysis

line of the S800 is achromatic, such that the beam is focused at the target position but

the momentum spread is not cancelled through the spectrograph. This allows for a

larger momentum acceptance window, ±2% constricted by the momentum acceptance

of the A1900, but results in the fragment coordinates at the focal plane being linked

to their momentum at the target position. Figure 4.4 provides a sketch of the particle

trajectories within the dispersive direction as they traverse the spectrograph.

Figure 4.4: A sketch displaying the particle trajectories within the dispersive direction as

they traverse through the S800 spectrograph. The difference between the 2 modes can be

clearly seen. The magnetic beam line components are shown by the rectangles: yellow for

quadrupoles, green for beam line dipole and red for the large S800 dipole magnets.

4.3.2 S800 Focal Plane Particle Detectors

After the two dipole magnets of the S800, the components of the secondary beam were

identified using a suite of focal plane detectors. This suite determines the trajectory,

position, energy loss and time-of-flight information on a particle by particle basis.

The following detectors are all housed at the focal plane: two Cathode Readout Drift

Chambers (CRDCs), a 16-fold segmented Ionization Chamber (IC), a number of plastic
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scintillators and a CsI(Na) Hodoscope [175]. Their layout is shown in Figure 4.5. This

experiment did not utilize the Hodoscope, which is primarily used for charge state

identification, as such this detector will not be discussed in detail.

Figure 4.5: A basic schematic of the S800 focal plane detector set-up. Of note, the Ho-

doscope was not used in this current study.

4.3.2.1 Cathode Readout Drift Chambers

The CRDCs measure the x-y positions of beam-like particles after the S800 dipole

magnets. With this information the angle in which a given particle traverses the focal

plane can be reconstructed. This set-up incorporates two of these detectors separated

by a gap of 1073 mm along the beam axis. Each individual CRDC has an active area

of 30 cm x 59 cm with an active depth of 1.5 cm. The momentum of the particles

is dispersed across the 59 cm axis with a positional resolution of ∼ 0.5 mm in each

direction.

Each CRDC is filled with a gas mixture of 80% of CF4 (carbon tetrafluoride) and

20% C4H10 (isobutane), a pressure of 50 Torr was maintained within these chambers.

Projectiles passing through the chamber ionize the gas, the resultant free electrons drift

toward and are collected upon an anode wire, held at a constant voltage. A negative

bias voltage is applied through the chamber in the y direction to aid this drift.
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Figure 4.6: Sketch depicting the layout of the CRDC detectors and how the measured

positions can be used to determine the particle trajectories. CRDC image originally from

[176] and subsequently modified and taken from [177].

The cathode within each CRDC is divided into 224, 2.54 mm pads. As the

electrons drift toward the anode, a distribution of charges are induced within the cath-

ode pads. A fit of these induced charges using a Gaussian distribution provides the

x-position, defined by the centroid of the Gaussian, see Figure 4.6.

The y-position of the projectiles within the CRDCs is determined by measuring

the drift time of the electrons from the projectile position and the anode. The drift

time is defined by the time difference between the anode signal time and the event stop

signal from the projectile passing into the E1 scintillator.

The dispersive and non-dispersive coordinates of each beam particle at the focal

plane are measured by the first CRDC, which is stationed at the optical focus of the

S800. These coordinates are designated as xfp and yfp respectively. The second CRDC

measures the coordinates of the beam particles after the focal plane. The difference

between the positions at each CRDC determines the dispersive and non-dispersive

vectors relative to a central trajectory through the S800 focal plane. These vectors are
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designated as afp and bfp respectively.

4.3.2.2 The Ionization Chamber

Immediately downstream of the CRDCs is an ionization chamber for energy loss mea-

surements. The chamber of the detector is filled with a P10 gas mixture, composed of

90% Argon and 10% Methane, which was held at a pressure of 140 Torr. The active

area of the ionization chamber is approximately 30 cm x 60 cm in size. This IC is

divided into 16 1-inch sections providing a chamber depth of 16-inches in total. Within

each section is a cathode-anode pair, created using aluminized mylar foils. The gas is

ionized by traversing particles, with released electrons collected upon the anode and the

positive ions collected on the cathode. The charge collected upon the anode-cathode

pair is proportional to the number of electron-ion pairs created, which is in turn pro-

portional to the energy loss within the gas. This energy loss is related to the square of

the particles charge, and as such is used for determining their atomic number, Z.

4.3.2.3 Plastic Scintillators

The S800 utilizes three thin plastic scintillators in order to measure the time-of-flight

of particles through the spectrograph on an event by event basis. The first of these

scintillators is located at the extended focal plane of the A1900, as discussed in Section

4.2.2. The second scintillator is at the object station before the target position, whilst

the third is stationed after the ionization chamber and before the hodoscope. This

final scintillator is known as the “E1” scintillator and is used as the trigger signal for

the S800 & GRETINA detection systems. The E1 has a large area of 30 cm × 59 cm,

and is 5 mm thick. The photomultiplier tubes located at the top and bottom of the

detector provide energy, time and position information of traversing beam projectiles.

Beam particles passing through these scintillators cause the emission of light

which is collected within the photomultiplier tubes. The light emission within this

plastic has a very fast decay time providing an excellent time resolution, down to

the order of 100 ps, however, does not provide high energy resolutions. Combining

the timing signals of the object and E1 scintillators, the time-of-flight through the

spectrograph can be calculated. Combining the timing signals from the extended focal

plane (“xfp”) and E1 allows the measurement of the time-of-flight throughout the entire
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system. Linking both allows for the incoming particles to be identified and tagged

upon. A combination of the former time-of-flight and the energy measurements of

the ionization chamber allows the identification of the outgoing particles after target

reactions.

4.3.2.4 Trajectory Reconstruction

The CRDC detectors of the S800 allow for the position and momentum vectors of

particles at the focal plane to be extracted. However, these same vectors are of greater

interest at the target position. These target position vectors can be reconstructed on

an event-by-event basis using a ray tracing procedure that computes the target position

coordinates based on those at the focal plane.

Information from the S800 magnetic fields are input into an analytical calculation

within the code COSY INFINITY [178]. This code creates an inverted matrix or inverse

map to transform the focal plane beam parameters.

(dta, yta, ata, bta) = S−1(xfp, yfp, afp, bfp), (4.3)

where

S−1 =


(dta|xfp) (dta|yfp) (dta|afp) (dta|bfp)

(yta|xfp) (yta|yfp) (yta|afp) (yta|bfp)

(ata|xfp) (ata|yfp) (ata|afp) (ata|bfp)

(bta|xfp) (bta|yfp) (bta|afp) (bta|bfp)

 . (4.4)

Within these matrices the parameters ending with “fp” relate to the coordi-

nates/vectors at the focal plane and those parameters ending with “ta” refer to the

target position. x and a relate to the position and angle within the dispersive plane,

whilst y and b are similarly within the non-dispersive plane. The energy of the particle

at the target position is also calculated, represented in form by “dta”. The beam posi-

tion within the dispersive plane at the target cannot be calculated and assumed to be

zero.

The assumption that xta = 0 means that the final resolution within the dispersive

direction after the ray tracing procedure was found by folding the finite beam spot size

with the size from the reconstruction. The latter of which is dependent on the detector
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resolution and the order the calculation is performed to. The tracing procedure fits

the measured magnetic fields through the S800 dipoles and related magnets with Enge

functions of the form:

E(z) =
1

1 + exp[P (z)]
, (4.5)

where z is the direction of a reference path of the beam and P (z) is a fifth order

polynomial chosen such that the error in the mapping is comparable to the errors

within the focal plane detectors of the S800.

4.3.3 Gamma-Ray Detection - GRETINA

GRETINA is the first phase in the development of the next generation HPGe detector

arrays. The Gamma-Ray Energy Tracking In-beam Nuclear Array (GRETINA) is the

first part of the Gamma-Ray Energy Tracking Array (GRETA) project, a full 4π solid

angle array. At the time of this experiment GRETINA was composed of 10 detector

modules, also known as “quads”. Each module is composed of four HPGe crystals, each

crystal shaped to one of two irregular hexagonal designs. Each quad a composition is

of two “type A” geometries and two “type B” geometries. Each individual crystal has

a 36-fold segmentation, with 6 slices through the depth of the crystal and 6 regions

across the face of the crystal, that perpetrate through the depth of the crystal. The

slice boundaries through the depth of the crystal are located at 8 mm, 22 mm, 38 mm,

56 mm and 76 mm from the crystal face, with the crystals having an approximate

depth of 90 mm and a face diameter of 80 mm [179–181].

The purpose designed frame and modular design of GRETINA allows the modules

to be placed in a custom configuration that maximizes the efficiency of the array, on

an experiment-by-experiment basis. Whilst GRETA will eventually be composed of 30

modules, GRETINA has a maximum capacity of 22 modules. The possible detector

positions within the NSCL set-up are: 4 positions at 58◦, 8 positions at 90◦, 5 positions

at 122◦ and 5 positions at 148◦ relative to the beam direction. The 10 modules used

within this experiment were set up such that the 58◦ positions were filled with the 6

remaining modules placed at 90◦.
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Figure 4.7: From left to right. An illustration of the component layout within a given

module. A schematic of the different hexagonal crystal designs within a given quad. Lastly,

a sketch of the segmentation within a given crystal, showing the 6 segmented regions upon

the face of the crystal and the 6 layers of segmentation through the crystal, labelled α to φ

[179]

GRETINA, and in particular GRETA, represents a significant advancement with

respect to other modern 4π γ-ray detection set-ups. One important development is

the signal decomposition within the DAQ firmware. This allows the positions of γ-

ray interactions to be reconstructed with sub-segment resolution. The digitized signal

pulses within each crystal provide information on the cylindrical co-ordinates of the

interaction. The rise time of the real charge signal, measured within the segment con-

taining the interaction point and the central-contact signal, is related to the radial

distance from the central electrode of the interaction, providing “r”. From the shape

and amplitude of the image signal, a superposition of the < 0.5 µs signals in inter-

action neighbouring segments, the depth and polar angle can be determined, “z” and

“θ”. These combined signals are fit against a linear combination of simulated detector

responses, known as basis signals, to determine the interaction position to an average

position resolution of < 2 mm. These basis signals are a simulated detector response

to a unit charge at non-uniform grid spacings, with an average grid spacing of 1 mm,

taking into account realistic charge carrier mobilities and electronic circuit effects [182].

Another important development is the capability to perform γ-ray tracking, the

reconstruction of a photon’s path within the array in the case of a multiple scatter-

ing event. Firstly, simple geometrical criteria (for example, angular separation) are

used to define the likelihood that multiple interaction points are from a single γ-ray.

Next, scattering sequences for all possible combinations of interaction points within
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these clusters are evaluated using the Compton scattering formula. Each is denoted

a Figure-of-Merit (FM) based on the deviations between the measured angle between

the interaction points and the expected angle from the scattering formula using the

deposited energies. Theoretically, events with full deposition and events with “perfect”

position and energy resolutions (and so “perfect” reconstruction) would have a FM of

zero. Practically, both energy and position measurements of the interactions have a

non-zero resolution and so can not be “perfectly” reconstructed and all reconstructions

will have a non-zero FM. However, for all partial absorption events and incorrect recon-

structions, the value of FM would be large. Lastly, all clusterings and angle fittings can

be iteratively evaluated, an FM threshold can then be placed, eliminating events with

only partial deposition, increasing the peak-to-total ratio. For this experiment, the

γ-ray tracking capability was not used, due to concerns in the efficiency measurement.

4.3.3.1 Doppler-Correction Considerations

The resolution of Doppler-corrected energies is dependent upon the resolution of three

parameters within Equation A.17: the intrinsic energy resolution of germanium (∆Eγ,lab),

the uncertainty in the velocity of the emitting nuclei (∆β), and the uncertainty in the

γ-ray emission angle (∆θ). The angle uncertainty is a result of the uncertainties in

the γ-ray emission point and the γ-ray interaction point within the array. The sig-

nal decomposition minimises the former, however, the latter has a large contribution

due to the large beam spot needed within the dispersion matching technique of the

S800. This large beam spot introduces ambiguity at non-90◦ emission angles as the

interaction point could be related to any point within the beam spot.

4.3.4 Electronics

The S800 data acquisition consisted of analogue electronics based on a event-by-

event readout scheme. The S800 trigger was provided by the thin focal-plane scin-

tillator, which in this experiment required only single particle events. This trigger

then initiated readout from both ADC and TDC modules into a VME framework. A

time-stamp was then assigned to each event using a GRETINA clock source. This ac-

quisition system provided a number of scaler module readouts necessary for measuring

total beam incidences within the S800.
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The GRETINA data acquisition is built around a custom digital system, utilizing

digital pipelines within the architecture. In this system, individual triggers from all

channels are stored locally and only readout when a global trigger signal is received, the

S800 in this experiment. Computing resources for GRETINA are capable of processing

30,000 γ rays per second, if running as a sole system. These detection systems have

independent data acquisitions combined through a simple time-stamp comparison in the

analysis software. Simultaneously the S800 master trigger was fed into the GRETINA

system to provide the validation trigger for particle-γ recording.

4.4 Detector Calibrations

4.4.1 CRDC Calibrations

As discussed in Sections 4.3.2.1 and 4.3.2.4, the S800 utilizes a pair of Cathode Readout

Drift Chambers to determine (x,y) positions of particles traversing the focal plane.

Using raytracing the positions and vectors of these particles at the target position can

be reconstructed. To complete this procedure the signals from the CRDCs need to

be translated into (x,y) spatial positions, in mm. This was completed by remotely

inserting a tungsten mask with a well determined pattern of holes and slits directly

upstream of each CRDC. Particles detected in the masked CRDC have passed through

these drilled holes or slits and leave an impression of this pattern in the data.

The impression data was then fit with a first-order polynomial relating these

hole positions to the relevant output from the CRDC. In the x-direction the centroid

channel number is mapped and in the y-direction the drift time of the electrons released

is mapped.

x1,2(mm) = a1,2(mm/pad) · x1,2(pad) + b1,2(mm), (4.6)

y1,2(mm) = c1,2(mm/ns) · y1,2(ns) + d1,2(mm). (4.7)

The functional form of Equation 4.6 is predetermined by the geometrical arrange-

ment of the cathode pads within the CRDCs. The slope of this polynomial (a1,2) is

fixed by the width of each cathode pad, measured at 2.54 mm/pad. The constant (b1,2)

determined such the vertical sequence of holes to the left of the “L” shaped sequence
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of holes are centred at 0 mm, see Figure 4.9. Typically equal to a negative shift by

half the total number of cathode pads in the CRDC multiplied by the width of an

individual pad. The data input for the x-position calibration is based on a Gaussian

fit of of the charge deposited across the cathode pads on an event-by-event basis. This

was described and illustrated in Section 4.3.2.1 and Figure 4.6. For these Gaussian

fits to be effective and accurate, the response of all cathode pads must be as uniform

as possible. To achieve this uniformity, each of the CRDCs are gain-matched using

experimental data. An arbitrary channel was chosen to match all other cathode pads

against, in this case channel 166 was chosen. Finally, a range of isotopes with varying

Z values was used to validate the calibration for any isotope traversing the focal plane.

The results of this gain matching process can be seen in Figure 4.8.

(a) Raw spectrum. (b) Gain-matched Spectrum

Figure 4.8: Calibration of the CRDCs. The 224 channels are gain matched relative to a

chosen channel using the beam products on-line. The discrepancy in the centroids across the

pads is due to the varying isotopes having different positional spread patterns through the

CRDC.

In the y-direction the functional form as defined in Equation 4.7 derives from a

linear relationship between the drift time of the electrons released in the gas to the

y-position within the CRDC. This relationship is determined using the a sequence

of tungsten holes across the y-axis, such that the horizontal beam of the “L” shaped

hole sequence is aligned with 0 mm, see Figure 4.9. The drift time is dependent on

the temperature, pressure and changes in gas composition within the CRDCs, as such

multiple mask runs were taken throughout the experiment and the positional changes

were interpolated. The results of this positional calibration procedure are shown in

Figure 4.9.
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(a) CRDC 1 Mask. (b) CRDC 2 Mask.

Figure 4.9: Position calibrated mask data for both CRDCs. The positions of the slits and

holes can be seen in the data and are used to form the calibration as described above.

4.4.2 Ion Chamber Calibrations

There are sixteen pads in the ion chamber, as discussed in Section 4.3.2.2, are

aligned along the beam-axis. The energy loss variable used was determined by the

average energy loss within each pad of the chamber on an event-by-event basis. To

prevent one channel dominating the average energy loss, the channels must be gain

matched. This was achieved using the energy losses from a minimum of two nuclear

species in each channel. The energy loss peaks of these species were fit with a Gaussian

function. The centroids were fit with a linear function to scale each channel relative

to one reference channel. In this case, Pad 0 was chosen as the reference channel. The

results of this process are shown in Figure 4.10.

(a) Raw spectrum. (b) Gain-matched Spectrum

Figure 4.10: Calibration of the Ion Chamber. The 16 channels are gain matched relative

to a chosen channel using the beam products on-line.
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4.4.3 GRETINA Calibrations

GRETINA is maintained in a calibrated state and is delivered to every experiment

as such. Source measurements were taken at the beginning and end of the experiment in

order to certify this state. Data was taken for three γ-ray sources placed at the target

position of GRETINA. The spectra of these sources and information from natural

radioactive isotopes were fit with Lorentzian peaks on top a linear background. The

centroid of this Lorentzian fit provided an observed γ-ray energy to compare against

reference energies. The reference energies used in this calibration check are listed in

Table 4.1. The result of this procedure is seen in Figure 4.11.

Figure 4.11: Proof of GRETINA energy calibration through a comparison of measured and

known γ-ray energies. This was completed using the radioactive sources 56Co, 60Co, 152Eu

and a number of naturally occurring radioactive isotopes.



4.4. DETECTOR CALIBRATIONS Page 153

Nuclide Eγ transitions used for calibration (keV)

56Co 846.77 977.37 1037.84 1175.10 1238.28

1360.21 1771.35 2015.18 2034.75 2598.46

3009.59 3201.96 3253.41 3272.99 3451.15

60Co 1173.23 1332.50

152Eu 121.78 244.69 295.93 344.28 367.79

411.12 443.96 488.68 503.47 566.44

586.26 656.49 688.67 719.35 778.90

810.45 841.57 867.38 919.34 926.31

964.06 1005.27 1085.84 1112.08 1212.95

1249.94 1299.14 1408.01 1528.10

22Na∗ 1274.53

40K∗ 1460.8

232Th∗ 338.32 727.33 911.20 2103.51∗∗ 2614.51

235U∗ 185.72

238U∗ 295.22 351.93 609.32 665.45 768.36

934.06 1120.29 1238.12 1377.34 1401.51

1407.99 1509.21 1729.59 1764.49 1847.65

2118.51 2204.06

∗ Naturally occurring radioactive isotopes.

∗∗ Single escape peak.

Table 4.1: Reference energies and isotopes within the energy calibration verification process.

4.4.4 Time of Flight Corrections

The time-of-flight measurements between the xfp and obj scintillators, and the E1

scintillator analysed the velocity of given particles traversing the experimental set-up.

Since the S800 was tuned to a constant magnetic rigidity linked to recoils of interest

(Bρ) and there was a known flight path length through the system (L), this velocity

can be linked to the mass-charge ratio of the particles.



4.4. DETECTOR CALIBRATIONS Page 154

Bρ = γ
mv

q
→ 1

v
= C · m

q
=

∆Tscint

L
, (4.8)

where C is a constant and ∆Tscint is the time-of-flight of individual particles.

(a) (b)

(c) (d)

Figure 4.12: (a) afp angle in the dispersive direction vs time-of-flight parameter obj. (b)

afp angle in the dispersive direction vs the corrected time-of-flight parameter obj. (c) x

position in the focal plane of the S800 vs time-of-flight parameter obj. (d) x position in the

focal plane of the S800 vs the corrected time-of-flight parameter obj.

The most effective implementation of the time-of-flight measurement takes into

account the trajectory of the particles. There was a correlation between the time-of-

flight through the spectrograph and trajectory of the particles within the dispersive

plane. By correcting the linear dependence between the dispersive angle and the dis-

persive position the identification of different species within the beam can be improved.

This correction takes the form:

Tscint, corr = Tscint +mafp + nfp, (4.9)

where afp is the dispersive angle and xfp is the position at the focal plane. m and n

are correctional constants to be determined. Figure 4.12 shows this correction in place
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for the time-of-flight parameter from the object scintillator, but this is also done for

the extended plane scintillator and the cyclotron RF signal.

4.4.5 Doppler Correction

Because the detected γ rays within GRETINA were emitted by a fragmented beam

travelling at approximately 25% the speed of light, Doppler broadening and shift cor-

rections were needed. These corrections are described in more detail in Section A.2.4.

These corrections were performed on an event-by-event basis using the sub-segment γ-

ray interaction position from GRETINA and the reaction recoil trajectory information

recreated by the S800. The average velocity of the emitting particles was also needed

to correct these Doppler effects. To determine this, the value of β was varied between

24.5% and 28.5% the speed of light and a γ-ray from 27Si was fit with a Gaussian

distribution. The optimized beta value was determined with the associated minimum

FWHM value of the Gaussian distributions. Figure 4.13 shows this β minimization

and the optimum beta value was found to be 0.264c. This value is reasonable given

the Bρ setting of the S800 and LISE++ reaction calculations.

Figure 4.13: The FWHM of the 2866.1 keV peak in 27Si versus the β value input into the

Doppler correction. The optimum value of β is found where the FWHM is at a minimum,

within this example that value is found to be 0.264c.
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4.4.6 Target Placement Correction

The Doppler corrected energy is directly proportional to the scattering angle, or cos(θ).

The assumed scattering angle observed within GRETINA is dependant on the assumed

target position with respect to the centre of this forward focused array. A shift of the

assumed target position in the negative Z direction, or upstream from the target, has

the effect of decreasing the scattering angle and subsequently increasing the Doppler

corrected energy. Similarly, an increase within the Z direction increases the apparent

scattering angle and so decreases the Doppler corrected energy. Figure 4.14 shows the

effect of this assumed target positioning.

Figure 4.14: Effect of target placement with respect to the centre of the GRETINA array

on Doppler corrected gamma-rays. Example using 27Si 2866 keV decay.

To determine the optimum assumed position for the target, this value was varied

within the analysis software through a range of -5 mm < Z < 5 mm in steps of 0.5 mm.

The Doppler corrected peaks were fit with a Lorentzian fit upon a linear background

to determine the energy and width of the peak and compared to a known energy. The

optimum position for the target z-position was determined where the energies matched

to be 2 mm downstream. Figure 4.15 shows the corrected gamma-ray spectrum for the

2866 keV Doppler corrected decay within 27Si as a function of phi. This highlights the

combined beta and target position corrections together.
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Figure 4.15: Target holder position corrected and Doppler minimized spectrum focused on

the 2866 keV gamma-ray, as a function of lab phi angle.

4.5 27Si Particle and State Identification

4.5.1 27Si Particle Identification

After detector calibrations and corrections, a key part of the analysis was selecting

the reaction species of interest within the S800 focal plane. This allowed only data

corresponding to 27Si nuclei populated through the (d, p) reaction to be considered

within further analysis. This prevented any nuclei populated through other reaction

channels to be considered, such as fusion evaporation or inelastic scattering.

The first step in this process was to identify the incoming beam fragments deliv-

ered to the target station. The primary beam of 36Ar was delivered onto a 9Be target

at the entrance to the A1900. The resultant secondary cocktail beam after separation

can be seen in Figure 4.16. The time-of-flight differences between the extended focal

plane of the A1900 and the at object station of the S800, to the focal plane of the

S800 can distinguish between the various cocktail ions. This particle identification plot

separates the ions with respect to their beam energy and can be used to determine the

relative composition between the ions. This secondary beam was composed of ∼60%

26Si and ∼40% 25Al particles. Software gates were used in the analysis to focus on
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events related to the 26Si secondary beam ions.

Figure 4.16: The secondary beam composition after purification through the A1900 frag-

ment separator. Each individual component within the beam can be distinguished by the

time-of-flight differences between A1900 extended focal plane scintillator (xfp) and the S800

object scintillator (obj) and the E1 scintillator at the end of the S800. The beam is composed

of almost equal parts 26Si and 25Al, as well as some other smaller components.

Using the secondary beam software gates, the S800 focal plane data was used to

identify the reaction products produced at the S800 target station. In general, many

species of reaction products with the same A/Q and Z, but different recoil angles, will

enter the S800 focal plane detectors. Correcting for dispersive effects using the CRDCs

it was possible to identify the reaction products using the time-of-flight between the

S800 object scintillator and focal plane, Tobj, and the energy deposited within the

ionisation chamber. These provided a separation based on the A/Q and Z of the ion

respectively. The results of this analysis can be seen with Figure 4.17. This provided

a second software gate to ensure subsequent analysis only referred to the 27Si ions

produced by 26Si(d,p) transfer.
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Figure 4.17: Secondary beam reaction products using the 26Si software gate. ∆E separates

the isotopes at the focal plane based on their Z 2 whilst the time-of-flight from the S800

object scintillator to the S800 E1 scintillator separates the isotopes by their A/Z. Elements

are therefore separated in the vertical axis, with isotopic chains following slanted lines from

left to right in decreasing neutron number. Moving along the vertical columns changes the

locus by one neutron and one proton. The unreacted beam component is the dominant locus

within this plot, with the isotope of interest 27Si located one locus left on the Si elemental

slant.

4.5.2 27Si State Identification

In this work, a γ-ray add back spectrum gated on 27Si ions at the S800 focal plane

was obtained, displayed in Figure 4.18. This spectrum gives no information about the

ordering of the levels observed, and the limited statistics for a γ − γ matrix provided

little information. 27Si has a well documented level scheme and decay structure and no

new levels are assigned from this work. Information from previous studies was used to

determine the state population from the γ-ray singles spectrum. Figure 4.19 displays

the observed state population and subsequent decays observed or analysed in this work.
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1Figure 4.19: Observed level structure of 27Si.
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4.5.3 Reaction Mechanism Determination

Due to the presence of carbon atoms within the deuterated polyethylene target

there was the possibility of populating states within 27Si via 26Si(12C,11C)27Si. To

explore this possible source of background within the 27Si PID gate, an 13 (1) mgcm−2

non-deuterated polyethylene, CH2 was installed at the target position of GRETINA. In

a similar manner to the CD2 target data analysis, the time-of-flight difference between

the extended focal plane scintillator and the object scintillator was used to identify the

incoming beam species. Gating on the 26Si beam species an outgoing beam species

PID plot was created, seen in Figure 4.20.

Figure 4.20: Particle identification using CH2 target.

A particles gate was then placed around the possible outgoing 27Si ions and the

γ-ray information from GRETINA analysed. The γ-ray singles spectrum from this par-

ticle gate is shown in Figure 4.21. This is the summary of 12 hours worth of beam-on

data. As can be seen within the spectrum there is no evidence of strong excitation pop-

ulation. No clear photopeaks are observed at 781 or 957 keV, the strongest lines from

the CD2 data. Therefore background from this reaction was deemed to be negligible.
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Figure 4.21: γ-ray information gated on the CH2 27Si ROI.

4.6 Determining Cross Section

Transfer reaction cross sections are determined through the following equation:

σ(d,p) =
(NR/t)

(NB/t)(NT/A)
, (4.10)

where NR is the number of recoils created by the reaction, NB is the number of incident

beam particles involved, NT is the number of target atoms, t is the time the beam is

incident on the target and A is the target area illuminated by the beam. For this

study, recoil-γ coincidence data was used to determine the number of recoils for a

given recoil excitation. This was determined by the number of γ rays associated with

the excitation, accounting for the branching ratios associated with the γ-ray and the

efficiencies of detecting the γ-ray and recoil particles. Defined as:

NR =
Nγ

(εS800 · εγ ·Bγ)
, (4.11)

where Nγ is the number of detected γ rays associated with a given state gated upon

the 27Si recoils within the S800, εS800 is the efficiency of detecting the 27Si recoils, εγ is

the detection efficiency of the γ rays as a function of its energy and Bγ is a correction

for the branching ratio from the excitation through the observed γ-ray transition. The
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cross section was then determined by the product of information from GRETINA and

S800, and so Equation 4.10 can be defined as:

σ =
Nγ

(εS800 · εγ ·Bγ)
· 1

NB · (NT/A)
. (4.12)

This section summaries the various analyses used to determine these quantities.

4.6.1 Determining NR

The total number of 27Si recoil particles created in the reaction was determined from

the S800 focal plane detection systems. The γ-ray information from GRETINA then

enabled the determination of the excitation specific information of these recoils to be

inferred. As previously stated, the number of S800 particle gated γ rays observed in

GRETINA is related by:

NR =
Nγ

(εS800 · εγ ·Bγ)
. (4.13)

The two efficiency factors related to the GRETINA γ-ray and S800 recoil detection are

dealt with in separate subsections 4.6.1.1 and 4.6.1.2.

Figure 4.22: Example fit of the 2.866 MeV decay for the determination of Nγ . The integral

of a Gaussian function upon a linear background was used in this example.
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Ex (MeV) Eγ (MeV) Nγ Iγ εγ NR

0.781 0.781 315.5 (20) 1001 8.71 3621 (225)

0.957 0.957 213.2 (19) 1001 8.01 2836 (261)

2.163 2.163 99.3 (11) 1001 4.85 2048 (217)

2.647 1.690 62.0 (12) 1001 5.76 1399 (485)

2.647 13.2 (4.0) 261 5.76 1577 (266)

2.866 2.866 309.9 (18) 1001 3.89 8354 (510)

4.289 4.289 25.2 (12) 1001 3.43 1784 (640)

3.330 23.1 (9.0) 791 3.43 1631 (857)

5.850 5.850 42.0 (6.5) 753 1.93 2903 (691)

4.892 14.0 (3.7) 253 2.35 2381 (1020)

6.027 5.246 12.6 (3.8) 1002 2.18 805 (144)

6.319 6.320 151.8 (12) 1002 1.76 13210 (1072)

4.165 31.0 (5.6) 182 2.78 9465 (1700)

3.670 50.0 (7.1) 302 3.13 8147 (1293)

6.559 6.559 19.7 (4.4) 342 1.68 7126 (1647)

5.778 62.3 (7.9) 1002 1.96 6596 (830)

6.586 5.630 19.0 (4.4) 1003 2.01 943 (217)

7.262 7.262 <11.0 (3.3) 1003 1.47 <748 (226)

7.838 6.879 <11.0 (3.3) 1001 1.56 <784 (236)

7.909 7.127 <3.0 (1.7) 1001 1.50 <200 (116)

8.070 7.112 <2.0 (1.4) 1001 1.52 <132 (94)

8.140 7.180 <3.0 (1.7) 1001 1.49 <201 (116)

8.184 7.402 <1.0 (1.0) 1001 1.43 <699 (70)

a Taken from the NNDC [103].

b Assumed from mirror nuclei 27Al structure.

c Assumed intensity.

Table 4.2: Summary of the measured number of recoil 27Si ions with a given excitation energy,

determined using γ-ray information from GRETINA.

The number of γ rays, Nγ, associated with a given excitation was determined

by fitting the various γ-ray photopeaks, displayed in Figure 4.18, with a Gaussian
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function combined with an appropriate background function. An example of this fit

can be seen in Figure 4.22. Figures 4.18 and 4.22 show that no γ-ray decays from

excited states above the proton separation threshold were observed. However, it was

possible to place stringent upper limits on states between 100 keV <Er <500 keV for

the 26mAl + p system. This was achieved by fitting appropriate γ-ray energy region

linked to the decay from known resonant states. These fittings were constrained in

width by fixing the width to the observed 7.262 MeV γ-ray transition and in height

using the excess counts within the fit space.

The branching ratios used were taken from the NNDC [103] where available. For

excitations above 5 MeV there is limited evaluated Iγ information, in these cases the

information has been inferred using the evaluated mirror excitations within 27Al. In

the circumstances where both of these data sources were unavailable the intensity is

assumed to be representative of 100% of the excitation’s decay pathway. A summary

of the extracted information can be seen in Table 4.2. The uncertainty in the number

of recoils was determined by a addition in quadrature of the fitting error, uncertainty

in the efficiencies and branching ratio uncertainty.

4.6.1.1 Determining γ-ray Efficiencies

Decaying ions travelling at relativistic energies complicates the determination of the

γ-ray efficiency. At such energies the effect of the Lorentz boost is to push γ-ray

emission angles to more forward angles. Stationary sources cannot be used to recreate

the efficiencies under these conditions and in-beam tests are an expensive method for

determination on an experiment-by-experiment basis.

The absolute efficiency of the GRETINA array was determined using a Geant4

simulation package, UCGretina [183]. Developed at Ursinus College, this package con-

tains the complete geometry of the array, fully segmented detectors with cryostats,

the mounting hemispheres, aluminium beam pipe, target material, the S800 geometry

and components and the capability to include in-beam experimental parameters. The

energy and position of interactions within the GRETINA geometry are determined

on an event-by-event basis, such that it can be analysed in an identical manner to

experimental data.

The in-beam reaction is modelled as a single step into an excitation before emit-

ting a γ-ray with an energy equal to the excitation energy. γ rays are emitted isotrop-
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ically in the rest frame before the Lorentz boost is applied based on the experimental

details. This simulation package has been proven in multiple experiments to replicate

efficiency calculations from stationary source data. Shortly after the completion of this

study, an in-beam study was completed by Dirk Weisshar to study the efficiency of

GRETINA at energies above radioactive decay source energies [184]. The simulation

was still accurate at these energies whilst extrapolated stationary source data over-

estimated efficiencies. As a result this reaction was simulated in γ-ray energy steps of

100 keV in a range of 0.2 < E < 8.5 MeV to provide a detailed efficiency curve with

energy. The resulting efficiency curve can be seen in Figure 4.23.

Figure 4.23: Simulated efficiency curves for both single and add-back data. These were

used in the determination of the number of recoil particles from their γ-ray decays.

4.6.1.2 Determining S800 Efficiencies

The number of reactant products was determined by the number of γ-ray decays ob-

served within GRETINA. These observed decays were determined using a software

gate on 27Si ions observed within the S800 focal plane. Whilst the magnetic spectro-

graph has a large angular and momentum acceptance, the transmission percentage of

the ions of interest is an important factor. Figure 4.24 displays the positional peak

of 27Si ions within the second CRDC. The X position is inversely proportional to the

momentum of the ion. It can be seen that the centroid of the peak is firmly within the
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positional range of the detector. Assuming the momentum distribution of the ions is

symmetric, one would expect that there would an equivalent number of ions on both

sides of the centroid. An integration from either side of the peak determined that there

was 2% less 27Si ions within the low momentum tail (high CRDC X position) than the

high momentum tail (low CRDC X position). Previous experiments have shown that

the momentum distribution is typically asymmetric towards the lower momentum end

[185]. As such, it was estimated that the actual transmission rate of the S800 was 95%,

this value is also typical from previous S800 experiments.

Figure 4.24: CRDC 1 X position of 27Si ions determined by the focal plane detectors of

the S800. This distribution was used to estimate the transmission percentage through to the

focal plane of the S800.

4.6.2 Determining NB

Quantifying the number of incident beam particles that impinged upon the target

during the course of the experiment is critical to the calculation of the cross section.

In this study, the total number of beam particles was monitored using the thin plastic

scintillators throughout the beam line. A set of scalar modules was connected to the

output of these scintillators to record the number of events during each run. The

analysis of these scalar outputs provided an estimation of the number of 26Si ions

incident on target.
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Figure 4.25: PID plot from a mass calibration run carried out periodically during the

experiment. By integrating these isotopic groups a determination of the composition was

made.

Key to the analysis of these scalars was a number of calibration runs taken pe-

riodically throughout the experiment. During these runs the focus of the S800 was

tuned to allow all of the beam-like products into the focal plane, with an attenuated

beam to prevent significant dead time. These calibration runs allowed a beam com-

position measurement to be made by a time-of-flight comparison on an event-by-event

basis. The main contaminant within this experiment was determined to be 25Al and

was clearly separated by the analysis line of the S800, as can be seen in an calibration

run example in Figure 4.25.

Mass Run No. N(26Si) %(26Si) N(25Al) %(25Al) %Other

1 11474 (107) 52.85 9452 (97) 43.53 3.62

2 43129 (208) 63.96 21450 (146) 31.81 4.22

3 25020 (158) 62.83 13232 (115) 33.23 3.94

4 217505 (466) 49.99 205280 (453) 47.19 2.82

5 67823 (260) 60.12 41108 (202) 36.44 3.45

6 175078 (418) 63.15 92069 (303) 33.21 3.65

Table 4.3: Information determined from mass calibration runs.
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Table 4.3 displays the information extracted from the mass measurement runs.

The variation in composition throughout the experiment stems from various optic fluc-

tuations and tuning efforts on the production target within the A1900. Interpolating

between these mass measurement runs allowed for the estimation of the number of 26Si

ions. Using the object scintillator, which is upstream from the target, the total number

of ions traversing the analysis line was on a run-by-run basis. The mass measurement

interpolation was then applied to the resultant scalar values producing the total num-

ber of 26Si ions throughout the experiment. The total number of 26Si ions throughout

the experiment was determined to be 6.8 (13) × 109. The main source of uncertainty

derives from the changes in composition run-to-run basis and estimated up to 20%.

4.6.3 Determining NT/A

The reaction target used within this study was composed of deuterated polyethylene

(CD2)2, commonly known as CD2. The number of deuterium atoms over the target

area, NT/A, is a necessary component to determine the cross section of the reaction

and is quantified by the thickness of the target. The thickness of the target was

determined to be 9.1 mgcm−2 through α-particle stopping measurements made by the

NSCL group led by Remco Zegers. Equation 4.14 quantifies the relationship between

the target thickness and the number of target atoms.

NT

A
=
tTAR ·NA ·N((CD2)2) · at%(D)

M((CD2)2)

, (4.14)

where tTAR is the target thickness in mgcm−2, NA is the Avogadro constant, N((CD2)2) is

the number of atoms in a single unit of the compound, at%(D) is the atomic percentage

of deuterium in the compound and M((CD2)2) is the molar mass of a compound unit.

Table 4.4 displays the individual quantities within Equation 4.14.

tTAR (g/cm−2) N((CD2)2) at%(D) M((CD2)2) (g/mol) NT
A

(atoms/cm−2)

9.1 (8) ×10−3 6 4/6 32.05 6.8 (6) ×1020

Table 4.4: Quantities used to determine the deuterium density within the target for cross

section calculation.
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4.6.4 Summary of measured cross sections

Ex (MeV) Eγ (MeV) NR σ (mb)

0.781 0.781 3621 (225) 0.78 (17)

0.957 0.957 2836 (261) 0.61 (14)

2.163 2.163 2048 (217) 0.44 (10)

2.647 1.690 1399 (485) 0.30 (8)

2.647 1577 (266) 0.34 (13)

2.866 2.866 8354 (510) 1.8 (4)

4.289 4.289 1784 (640) 0.38 (20)

3.330 1631 (857) 0.35 (16)

5.850 5.850 2903 (691) 0.62 (20)

4.892 2381 (1020) 0.51 (25)

6.027 5.246 805 (144) 0.17 (6)

6.319 6.320 13210 (1072) 2.85 (65)

4.165 9465 (1700) 2.04 (57)

3.670 8147 (1293) 1.76 (47)

6.559 6.559 7126 (1647) 1.54 (48)

5.778 6596 (830) 1.42 (35)

6.586 5.630 943 (217) 0.20 (6)

7.262 7.262 748 (226) 0.008 (6)

7.838 6.879 <784 (236) <0.17 (6)

7.909 7.127 <200 (116) <0.04 (2)

8.070 7.112 <132 (94) <0.01 (1)

8.140 7.180 <268 (134) <0.06 (3)

8.184 7.402 <70 (35) <0.02 (1)

Table 4.5: Summary of the measured cross sections of recoil 27Si ions with a given excitation

energy, determined using γ-ray information from GRETINA.

Table 4.5 summarises the final cross sections determined using Equation 4.12 and all

of the information discussed in the previous sections. The uncertainty in the cross

section is determined by an addition in quadrature of the uncertainty in the number of
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26Si ions, number of deuteron atoms in the target and the uncertainty in the number

of 27Si, the latter of which is dominated by the fitting uncertainty. The cross section

uncertainty is then either dominated by the number of 26Si ions in the beam which was

calculated to be up to 20% or by the fitting uncertainty in the γ rays.

4.7 Determining Spectroscopic Factors

The dimensionless spectroscopic factor, as defined in Equation 2.57, is a representa-

tion of the single particle nature description of a given excited state. This factor was

discussed in more detail in Section 2.7. In this study, the spectroscopic factor is the

factor relating the total cross section described in the previous section with the total

cross section determined from the TWOFNR ADWA reaction code [137]. This is a

three-body method that incorporates deuteron breakup and proven to be a good de-

scription of transfer reaction, it was discussed in more detail in Section 2.8.3. The

Koning-Delaroche global optical model[138, 139] was used to calculate the d-26Si dis-

torting potentials. A central real Woods-Saxon potential with a radius r = 1.25 fm, a

spin-orbit term VSO = 6 MeV and a diffuseness parameter a0 = 0.65 fm was used, with

the same geometry in the central interaction.

A suitable shell model orbital was chosen, dependent on the spin-parity of the

final state, to describe the single particle nature of the final nucleus. Table 4.6 displays a

summary of the extracted spectroscopic factors with their relevant shell model orbitals

for the TWOFNR calculation and cross section information as described in Table 4.5.

Uncertainties in theoretical cross sections have previously been determined to be up to

20%.

4.7.1 Comparison of non-resonant state spectroscopic factors

In general, the extracted spectroscopic factors from this study are in good agreement

with those calculated from shell-model calculations and those determined from previous

analog studies of the mirror 27Al using 26Mg(d,n)[186] and 26Mg(3He,d) reactions [116,

187, 188]. In this study, shell-model calculations were performed by Alex Brown [189]

from the National Superconducting Cyclotron Laboratory and are based on the USDB

Hamiltonian within the sd shell-model space for states with a positive parity [143]
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Ex / keV Eγ / keV Jπn σ / (µb) nlj (ADWA) C2S(d,p)

781 781 1/2+
1 780(170) 2s1/2 0.43(9)

957 957 3/2+
1 610(140) 1d3/2 0.11(3)

2163 2163 7/2+
1 440(110) 1

2647 1690 5/2+
2 300(90) 1d5/2 0.05(2)

2647

2866 2866 3/2+
2 1790(390) 1d3/2 0.38(8)

4285 3328 5/2+
3 380(140) 1d5/2 0.06(2)

4285

5850 4893 (3/2−2 )2 491(130) 2p3/2 0.06(2)

5850

4893 (7/2+
4 )2 1

5850

6027 5246 3/2−3 170(80) 2p3/2 0.02(1)

6319 3671 7/2−2 2850(650) 1f7/2 0.14(3)

4156

6319

6559 5778 3/2−4
3 550(200) 2p3/2 0.07(3)

(6559)

6586 5629 5/2+
8 200(60) 1d5/2 0.04(1)

72624 7262 (7/2−3 ) 160(60) 1f7/2 0.008(3)

7838 6881 5/2+
14 ≤ 168 1d5/2 ≤ 0.03

7909 7127 3/2−5 ≤ 43 2p3/2 ≤ 0.01

3/2+
10 1d3/2 ≤ 0.01

8070 7112 3/2+
12 ≤ 14 1d3/2 ≤ 0.003

8140 7180 1/2+
7 ≤ 58 2s1/2 ≤ 0.09

1/2−3 2p1/2 ≤ 0.02

8184 7402 3/2−6 ≤ 15 2p3/2 ≤ 0.002

1 Most likely populated via multi-step.

2 Based on angular distribution coefficients reported in Ref. [165].

3 Parity assignment based on extracted cross section.

4 State reported in Ref. [167].

Table 4.6: Summary of the calculated spectroscopic factors for all observed states from the

26Si(d,p)27Si reaction. Also shown is the known or assumed spin-parities of these states and the

orbitals used to describe the single particle nature of the state within TWOFNR.
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and for the negative parity states, a WBP Hamiltonian including a sd − pf Hamil-

tonian[190]. Table 4.7 displays a summary of all comparative spectroscopic factors in

this study.

For states up to 5 MeV in energy, there are previously reported spin-parities

and also good agreement with other comparative spectroscopic factor measurements.

Except for the first 780 keV, 1/2+ state, these states will not be discussed in further

detail here. This 1/2+ state is interesting after the recent publication of a 26mAl(p,γ)27Si

study by S. Almaraz-Calderon et al.[169] which reported the spectroscopic factor into

this state as 0.08(2). Adjusting for associated Clebsch-Gordon coefficients, this factor

would equate to 0.16 within the (d,p) reaction, which is in discrepancy with this study.

It is possible that this arises due to complications related to the 26Al(p,γ)27Si non-

isomeric background subtraction performed by within that study.

Ex Jπn C2S(d,p) C2S(d,n) C2S(3He,d) C2SSM [189] Analog State in 27Al

(keV) [186] [116, 187, 188] (keV)

781 1/2+
1 0.43(9) 0.41 0.50 0.41 844

957 3/2+
1 0.11(3) 0.08 0.07 0.05 1014

2163 7/2+
1

1 2212

2647 5/2+
2 0.05(2) 0.03 0.04 0.007 2735

2866 3/2+
2 0.38(8) 0.47 0.63 0.32 2982

4285 5/2+
3 0.06(2) 0.03 0.04 0.04 4410

5850 (3/2−2 ) 0.06(2) 1 0.001 (6080)

(7/2+
4 ) 1 (5961)

6027 3/2−3 0.02(1) 0.02 0.04 0.09 6159

6319 7/2−2 0.14(3) 0.22 0.20 0.23 6477

6559 5/2+
8 3/2−4 0.07(3) 0.07 0.12 6604

6586 0.04(1) 1 0.002 (6767)

72622 (7/2−3 ) 0.008(3) 1 0.002 (7477)

1 Seen in Ref. [186] but no C2S reported.

2 State reported in Ref. [167].

Table 4.7: Properties of observed excited states in27Si. Here compared to properties predicted by

shell-model calculations and known mirror state properties in 27Al.

The spin-parities and single neutron transfer orbitals for the 6.027, 6.319 and
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6.586 MeV states in this study were taken from Ref., where they were assigned using the

spin-parities from the mirror system, 27Al [165]. The spectroscopic factors determined

using these assignments are in good agreement with those from shell-model calculations,

this study solidifies these assignments.

Both the 5.850 and 6.559 states were previously reported as Jπ = 3/2+ based on

matching to the mirror 27Al system [191]. The extracted cross sections from this study

determine large spectroscopic factors using the 1d3/2 orbital which would be unfeasible

for this reaction. Based on other possible state matching with the mirror system, a

number of different spin-parity assignments were used within the TWOFNR reaction

code and spectroscopic factors based on these assignments determined. As indicated

in Table 4.7 assignments of (3/2−,7/2+) and 3/2− were given for the 5.850 and 6.559

MeV states respectively, these assignments determine reasonable sized cross sections.

A γ-ray decay from the high excitation at 7.262 MeV was also observed within this

study, this had been reported previously in work by Parikh et al [167] as an l = 3 transfer

within the 28Si(3He,α)27Si reaction and assigned potential spin-parities of (5/2, 7/2)−.

Based on the observed cross section in this study and comparing potential spin-parity

spectroscopic factor determinations with those from shell-model calculation, the most

likely assignment is 7/2−.

4.7.2 Relating resonant spectroscopic factors to the 26Al(p,γ)27Si

No γ-ray decays were observed from states above the resonant threshold for the 26mAl

+ p system, Ex = 7.691 MeV, this indicates that there are no strong single-particle

states. As stated before there was enough evidence to place stringent upper limits on

a number of possible resonant states, where there are excess counts in the region of

their respective γ-ray decay. The 7.838 MeV state is interpreted as 5/2+ with a single

neutron occupying the 1d5/2 orbital as previously assigned by G. Lotay et al.[165]

and the theoretical cross section determined with a TWOFNR ADWA calculation.

Ambiguity exists in the spin-parity assignment of the 7.909 MeV state, the study by

Parikh et al.[167] determined a l = 2 transfer from 28Si and as such a (1/2, 3/2)+

was tentatively assigned whilst the G. Lotay et al.[165] study assigned a tentative

3/2+. This study has explored both parities of the 3/2 spin for completeness. Parikh

et al.[167] assigned a tentative (3/2, 5/2)+ for the 8.070 MeV state An unpublished
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proton decay study of 28P performed at Texas A&M observed a strong proton decay

branch into this state suggesting a low-spin level, as such this study has adopted 3/2+

for this state. G. Lotay et al.[165] observed the γ-ray decay from the 8.140 MeV state

and identified this as a 1/2 state with no given parity. This study makes no assignment

of the parity, instead investigates the resultant spectroscopic factors from both parities.

Finally, the spin-parity assignment from G. Lotay et al.[165] is assumed for the 8.184

MeV state.

Ex Er Jπn C2S1 C2S C2S2

(keV) (keV) 26Si(d, p) SM 26mAl(p, γ)

7838 146 5/2+
14 ≤ 0.03 0.0009 ≤ 0.015

7909 218 3/2−5 ≤ 0.01 0.05 ≤ 0.005

3/2+
10 ≤ 0.01 0.01 ≤ 0.005

8070 378 3/2+
12 ≤ 0.003 0.003 ≤ 0.0015

8140 448 1/2+
7 ≤ 0.09 0.02 ≤ 0.045

1/2−3 ≤ 0.02 0.01 ≤ 0.01

8184 492 3/2−6 ≤ 0.002 0.004 ≤ 0.001

1 C2 = 2/3

2 C2 = 1/3

Table 4.8: Properties of resonant states in 26mAl(p,γ)27Al system in comparison to those predicted

from shell-model calculations. For the 218 and 448 keV resonances there still exists a parity ambiguity

and as such both possibilities are presented here.

Table 4.8 shows that the upper limits set within this study are consistent with

calculated shell-model spectroscopic factors and suggests that a more detailed study

would provide direct observation. The factor C2S is the product of the single-particle

spectroscopic factor and the square of a Clebsh-Gordon coefficient. It is possible to

relate between single-particle spectroscopic factors from different reactions using the

relevant coefficients. In this study the relevant reactions 26Si(d, p) and 26mAl(p, γ)

have the C2 factors 2/3 and 1/3 respectively, so the astrophysical reaction of interest

is related to this study by a factor of 2.
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4.8 Determining Resonance Reaction Rate

As discussed in Section 2.3.2 the stellar reaction rate for a singular narrow resonance

is defined as:

raX = NaNX

(
2π

µkT

)3/2

~2 � exp

(
−ER
kT

)
� (ωγ), (4.15)

where (ωγ) and ER can be determined from experiment. The resonance energy is

determined from the excitation energy of a given state above the separation threshold

and has been discussed previously. The resonance strength is determined through the

spin-parities of a given state and the respective widths of the resonance. The assigned

spin-parities of the states in 27Si are discussed in Section 4.7.2 and will not be discussed

further here. For the 26mAl(p,γ)27Si reaction there are three widths important for the

resonance strength. These are the partial widths for the proton and γ-ray decays from

the state, Γp and Γγ, and the total decay width of the state, Γ. The resonance strength

of this reaction is determined by:

ωγ = ω · Γγ · Γp
Γ

, (4.16)

where Γ, the total decay width can be estimated from the lifetime of the state: Γ = ~/τ ,

where τ is the lifetime of the state. The partial proton width is determined by:

2 · ~2

mR2
· Pl · C2S · θ2

sp, (4.17)

where m is the mass of the particle, R is the radius of the nucleus, PC is the“penetration

factor” which is defined as the probability of the particle penetrating the potential

barrier that hinders the reaction and finally θsp is the dimensionless single-particle

reduced width of the proton. Within this study PC is calculated analytically for each

state and sp is taken from Ref. [149] and the values used for this reaction are 0.55, 0.7,

0.36 and 0.35 for the l-values 0, 1, 2 and 3 respectively. The partial γ-ray decay width

in this study has either been assumed from shell-model calculations or determined

from the difference between the total width and the proton partial width, given the

Γ = Γp + Γγ for this reaction. Table 4.9 summarises the estimated decay widths of

the resonant states and their determined resonance strengths. From the determined

resonance strengths it was possible to determine the reaction rates of these resonances
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within a stellar environment of a given temperature, based upon Equation 2.40.

Ex Er Jπn C2S Γp Γγ ωγ

(keV) (keV) 26mAl(p, γ) (meV) (meV) (meV)

7838 146 5/2+
14 ≤ 0.015 4.9 × 10−6 658 1.5× 10−5

7909 218 3/2−5 ≤ 0.005 2.7 × 10−2 6581 0.054

3/2+
10 ≤ 0.005 7.1 × 10−4 9602 1.4× 10−3

8070 378 3/2+
12 ≤ 0.0015 0.16 5102 0.33

8140 448 1/2+
7 ≤ 0.045 6833 8902 385

1/2−3 ≤ 0.01 191 5921 135

8184 492 3/2−6 ≤ 0.001 45 120 65

1 A lifetime lower limit of 1 fs has been assumed.

2 Adopted from shell model calculations.

3 C2S = 0.01 has been adopted from shell model calculations.

Table 4.9: Resonant strengths of states in 26mAl(p,γ)27Al system alongside their relevant partial

widths. For the 218 and 448 keV resonances there still exists a parity ambiguity and as such both

possibilities are presented here. The proton partial widths presented have been estimated using lifetimes

from G. Lotay et al. unless otherwise noted.[165]

It is clear from Figure 4.26 that the dominant resonance contribution to the

26mAl(p,γ)27Si reaction will depend on the resolution on the spin-parity ambiguities

that still exist. At extremely low stellar temperatures (T < 0.8 GK) the reaction rate

is dominated by the 146 keV resonance. Should the 218 keV resonance be determined a

3/2− state it will dominate the reaction rate at temperatures found in Asymptotic Giant

Branch stars and classical novae environments, 0.1 < T < 0.3 GK. However, if the 218

keV resonance is a 3/2+ state it will only be dominant across a small temperature range

at ∼0.22 GK. The spin-parity of the 448 keV level will affect the temperature range

this state is dominant for. Either parity assignment will be dominant over a vast region

of peak nova temperatures, T > 0.3 GK. This can extend down to the AGB/classic

nova region above T > 0.2 GK dependent on the 218 keV spin-parity in relation and

would make it the sole influential resonance across classical nova environments. These

reaction rates within Figure 4.26 are upper limits and are approximately an order

of magnitude lower than the upper limits stated in Ref [162] which are calculated

from reaction rates of the 26Al(p,γ)27Si reaction. This indicates that this method of
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calculation is unsuitable for this isomeric system. The reaction rates from Ref. [162]

have subsequently used in nova nucleosynthesis calculations in Ref. [163] and in relation

to those calculations this study would moderately increase the quantity of 26Mg within

these stellar environments.
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Figure 4.26: 26mAl(p,γ)27Si resonant reaction rate as a function of temperature determined

by the extracted resonance strengths, assigned spin-parities and resonant energy as displayed

in Table 4.9. Compiled by G. Lotay. [192]



Chapter 5

Conclusion

This present work focused on using (d, p) transfer reactions to indirectly determine

astrophysical reaction information in the Mg-Al-Si region. Two independent studies

were performed within this region to investigate stellar environments, including reac-

tions involving Aluminium isotopes CSSN and AGB stars and involving Magnesium

isotopes in Classical Novae and the weak s-process within main sequence stars.

The 22Ne(α,n)25Mg reaction is a significant neutron breeding reaction thought to

feed the weak s-process whilst the 22Ne(α,γ)26Mg is a neutron poison reaction within

the weak s-process, preventing the creation of the neutron flux that allows for neutron

capture. States between 5 MeV and 6.5 MeV within 26Mg are possible mirror state can-

didates for the 25Al(p,γ)26Si reaction thought to affect the nucleosynthesis abundances

of Mg-Al-Si isotopes within Nova environments.

To that end the 25Mg(d,p)26Mg was studied in inverse kinematics using the

TIARA array, four HPGe clover detectors and the MDM-2 magnetic spectrometer

and Oxford focal plane detector at Texas A&M University. The original aim of the

experiment was to identify and measure neutron partial widths of key resonant states

above the neutron separation threshold within 26Mg. This experiment was performed

with a 25Mg beam with 10 MeV/A energy, this was impinged upon a ∼ 197 µg/cm−2

deuterated-polyethylene target over a period of 86 hours. Heavy 26Mg ejectile parti-

cles were separated from other beam-like species within the MDM-2 and stopped and

analysed within the Oxford focal plane detector. This allowed for the measurement

of coincident protons emitted by the 25Mg(d,p)26Mg reaction within the Hyball silicon

detector of the TIARA array, whist coincident γ rays were measured by 4 HPGe clovers
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from the HYPERION array surrounding the target position.

Using data from the TIARA silicon detectors and coincident data from the HPGe

clovers, a decay-scheme of the excited states populated by the 25Mg(d,p)26 reaction was

observed. It was observed that the majority of states decayed through the first two

excited states and the decays from these states are a constant within particle-gated

γ-ray spectra. Angular distributions were constructed for all resolvable states and

compared to theoretical angular distributions obtained using ADWA calculations. This

allowed for the confirmation of l-transfer values and the determination of spectroscopic

factors of the populated states from this reaction, which showed very good agreement

with previously determined factors.

Whilst this reaction populated states up to 11 MeV of excitation energy, no

states were observed above the neutron separation threshold and of relevance to the

22Ne(α,n)25Mg reaction. This is a key result, as the experimental set-up had the

capacity to measure states in this region, there is a large implication that there are no

states within this region with a large γ-ray partial width.

A key state populated was the 6.125 MeV, 3+ state within 26Mg. This is thought

to be the mirror of a key resonance state above the proton threshold within the

25Al(p,γ)26Si reaction. Using the spectroscopic factors of this state (C2Sl=0 = 0.142

& C2Sl=2 = 0.302) it was possible to determine the proton partial width of the reso-

nant astrophysical state in the 25Al + p. Furthermore, this was used to determine the

resonant strengths in this reaction system for the two previously reported resonance

energies. These were found to slightly larger compared to previously reported strengths

at both resonance energies.

Finally, a key conclusion to be made from this transfer is the implied low-lying

negative parity state at 5.710 MeV excitation energy. This has been incorrectly assigned

(1,2)+ in some evaluations despite previous studies by Burlein et al. and Arciszewski

et al. observing f -wave components within their angular distributions. This study

highlights the need for further investigation of this state with an observed p-wave

component needed to describe the known positive parity 5.715 MeV state, providing

more evidence of this negative parity state. Shell-model calculations point towards this

possible state being a 1−. The mirror of this state within the 25Al + p system would

be within the Gamow window for this astrophysical reaction and could be a significant

resonance state for the reaction.
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The destruction of 26mAl via (p,γ) reactions was thought to have a significant impact

on the final abundances of the this nuclei region within CSSN and Wolf-Rayet AGB

stars, where the temperature is hot enough for the ground state and isomeric state of

26Al to communicate thermally. This reaction has been previously difficult to measure

due to technical difficulties in producing an isomeric beam of 26Al with relative purity

from any ground state components.

For the first time, isospin symmetry has been utilized to mimic isomeric-state

proton capture in astrophysical environments. In particular, the selective population

of low-spin states in 27Si, as well as the lack of contamination from unwanted beam

components, make the present 26Si(d, p) study a novel tool for studying 26mAl + p reso-

nances. Populating states with large single particle strengths through the 26Si(d,p)27Si,

information and the single particle strengths of the excited states in 27Si could be

related to the 26mAl(p,γ) reaction.

The data for this measurement was collected by impinging a radioactive beam

of 26Si on a 9.1 mg/cm−2 thick CD2 target. The γ-ray decays from this reaction

was detected within the GRETINA HPGe array, whilst the 27Si ejectile particles was

separated and measured within the S800 spectrograph and its suite of focal plane

detectors. This is currently the only measurement of its type looking for single particle

states within 27Si.

Using the γ-ray data from GRETINA gated upon 27Si ions within the S800 focal

plane, total reaction cross sections were determined by counting the total number of

impinged 26Si beam ions for a number of states up to 7.26 MeV excitation energy.

A number of upper limits were placed based on excess counts observed in the same

spectrum for states above this energy. From this total cross sectional measurement,

spectroscopic factors were determined by comparisons to total cross sectional measure-

ment from ADWA reaction codes.

The results demonstrate that there are no strong, single-particle states in the

important energy region Er = 100 − 500 keV and the new, stringent upper limits for

resonance strengths indicate that the 218 and 448 keV resonances make the most in-

fluential contributions to the astrophysical 26mAl(p, γ) reaction. Over the temperature

range of AGB stars and classical novae, we find that the rate is significantly lower than

the most recent theoretical estimates and thus, an increase in the abundance of 26Mg in

the ejecta of such environments is expected. In addition, we note that the 26mAl(p, γ)
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reaction only becomes comparable to the 26gAl(p, γ) reaction at temperatures ≥ 0.6

GK. Consequently, any effect on cosmic γ-ray emission is likely to be restricted to

the highest temperature stellar scenarios, such as core collapse supernovae, where the

situation is far more complex due to the allowed communication between ground and

isomeric states of 26Al, via thermal excitations. Nevertheless, further improvements

are certainly still possible in constraining uncertainties in the 26mAl(p, γ) reaction and

we strongly encourage a direct measurement of the 448 keV resonance, as well as a

definitive determination of the 218 keV resonance spin-parity.



Appendix A

Semiconductor Detectors

A.1 Charged Particles Detectors

A.1.1 Energy Loss of Charged Particles in Matter

The energy loss of positively charged particles within an absorbing medium is

governed by Coulomb interactions between the particle and electrons of the absorber

atoms. Multiple electrons within the medium can interact with the charged particle

simultaneously, with the transfer of kinetic energy occurring until the particle has

stopped or left the absorbing material. This transferred kinetic energy will either

excite the absorber atoms or create electron-ion pairs within the medium. For charged

particles the linear stopping power, S, is defined as the differential energy loss of the

particle per unit distance, as given by Equation A.1.

S = −dE
dx

. (A.1)

With a known charged particle and known absorbing material, this linear stopping

power can be made more case specific, with the energy loss being described by the

Bethe-Bloch formula, as given by Equation A.2.

−dE
dx

=
4πe4z2

m0v2
NB where B = Z

[
ln

2m0v
2

I
− ln(1− v2

c2
)− v2

c2

]
. (A.2)

Where v and ze are velocity and charge of the incoming charged particle, m0

is the electron rest mass, N and Z are the number density and atomic number of

the medium and I is the average excitation and ionisation of the medium, usually
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determined experimentally. At non-relativistic energies, i.e. v << c, only the first

term within the B variable remains important. As can be seen within Equation A.2,

the linear stopping power is inversely proportional to the kinetic energy of the particle.

As a particle slows, it spends more time in the vicinity of any given electron within the

absorber material causing it to lose more energy.

Whilst the velocity of charged particles remains large, with respect to the veloc-

ities of orbital electrons in the absorbing medium, the Bethe-Bloch formula remains

valid. However, at low kinetic energies, charge exchange between the particle and

medium becomes increasingly important. As positive ions travel through a medium,

they collect electrons from the absorber atoms, eventually becoming neutral. This elec-

tron collection reduces the ion’s charge and as such the energy loss of the ion. Equation

A.2 can be re-arranged, multiplying the numerator and the denominator by m, to de-

scribe the proportional relationship between the energy loss in a small thickness of

absorber material, ∆E, and the mass of the ion, the square of its charge and inversely

to its kinetic energy.

∆E ∝ mz2

E
. (A.3)

Charged particle detectors can utilise the transferral of kinetic energy from the

particles to the electrons within the medium. In semi-conducting material the trans-

ferred energy promotes electrons into the conduction band, creating electron-hole pairs.

In gas filled detectors, the energy ionizes electrons in the active detector volume. By

applying an electric field across the active detector volume the charge from these lib-

erated electrons or electron-hole pairs can be measured. An energy can be measured

as this charge is proportional to the deposited energy in the material.

A.1.2 Semiconductor Diode Detectors

In order to create a semiconductor detector, a p-n junction must be formed. A

p-n junction is created when p-type and n-type semiconducting material are in juxtapo-

sition. The classification of p-type and n-type materials is based on whether there is a

higher density of holes or electrons within them. Under normal conditions, i.e. no bias,

there would be a charge equilibrium across this junction with the holes and electrons

diffusing and recombining into its opposite respective material. This equilibrium cre-
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ates a small natural depletion region where there is a high resistivity, no charge carries

and a space charge that creates an electric field that prevents further diffusion. This

natural depletion region shifts the band gap structure of the semiconductor material

and as such moves the Fermi level.

Applying a reverse bias electric field across a p-n junction widens the natural

depletion region. As the n-side becomes more positive than the p-side, positive holes

and negative electrons are attracted towards their opposite polarity terminals. When

the depletion region extends across close to the entire width of the material it is “fully

depleted”. For this to occur one of the junctions sides must be a heavily doped n+ or

p+ layer and the other must be a high purity but mildly doped p− or n− layer. The

numbers of p-type acceptors is much greater than n-type donors, therefore holes have

a greater distance to travel than the electrons for recombination. Increasing the bias

voltage increases the extent of the depletion region into the n-doped side. Increasing

the bias voltage past the full depletion voltage of the material can cause irreversible

damage to the diode.

This bias voltage also increases the charge carrier drift velocities within the de-

tector and minimizes the probability of charge carrier recombination and/or trapping.

Without this electric field only a small current is produced by ionizing radiation, on

the order of 10 µA, making measurements of the pulse difficult. Detector semiconduct-

ing materials are therefore chosen with properties of quick and efficient charge carrier

collection, whilst producing minimal noise as a result of the leakage current created

from the application of the electric field.

A.1.2.1 Dead Layer

A feature of semiconducting detectors is the“dead layer”, this is the heavily doped

layer which becomes insensitive to charged particles. All charged particles lose some

energy passing through this dead layer. For silicon detectors the high purity silicon

sheets are typically n-type, a thin layer of heavily doped p+ silicon is implanted onto

one side. The depletion region does not extend into the p+ layer and so does not

constitute as part of the active area of the detector.
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A.1.2.2 Silicon Detectors

It is very common for silicon detectors to be used for measuring energy and

position of charged particles. It is possible to create large area multi-strip position-

sensitive detectors which can cover a large solid angle, maximising statistics from even

low intensity beams. Silicon only needs 3.26 eV at 300K to create an electron-hole

pair, independent of radiation type and energy. Active areas of silicon detectors can

be divided into electronically separated strips allow a higher precision of position and

even the processing of high multiplicity events.

This experiment utilises two variants of silicon strip detectors (SSDs), namely

double-sided silicon strip detectors (DSSSDs) and position-sensitive silicon strip detec-

tors (PSSSDs). DSSSDs rely the front facing strips being perpendicular to those on

the back side of the detector thus creating small pixels across the active area. PSSSDs

have two anode outputs per strip, one at either end of the strip, the p-side is a resistive

layer. This resistivity allows for the position along the strip to be calculated. The

charge collected at each end of the strip as a fraction of the total charge is a function

of the resistive division at the position r along the strip. PSSSDs are combined with

offset resistors at either end of the strip, these ensure that hits at extreme ends of the

strip have a measurable charge at the other extreme end.

A total charge Q deposited at position r on the strip will give two charge readings

a and b at each end of the strip. These charges are proportional to the total charge

deposited, strip position and the resistances of the strip and offset resistors:

a ∝ Q

[
(1− r)R0 +R2

R

]
(A.4)

b ∝ Q

[
rR0 +R1

R

]
, (A.5)

where R0 is the resistance across the strip, R1 and R2 that connect the strip to charge-

sensitive preamplifiers. R is the total resistance of the strip, the sum of R0, R1 and

R2.

The total deposited energy can be recreated from the charge collected at each

end of the strip. After gain matching the signals from each ends, the total deposited

energy is simply the sum of the two signals. The hit position on the strip can also be

determined from the difference in the gain-matched amplitudes.
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Etotal = gaa+ gbb = Esum (A.6)

p =
gaa− gbb
gaa+ gbb

=
Ediff
Esum

(A.7)

This position calculation has an energy dependent uncertainty. There is a fixed

uncertainty related to the measurement of the charge at each end of the strip. There

is also an inverse proportionality to the total energy deposited on the strip.

∆p ≈ ∆Ediff
Esum

(A.8)

A.1.2.3 Ballistic Deficit

The “ballistic deficit” is a necessary charge collection correction to the measured

energy of charged particles within PSSSDs. This correction is a result of a non-constant

charge collection time within shaping amplifiers. Shaping times of amplifiers in general

require corrections for effects such as dead time and pile-up. If the charge time collection

is relatively long it is possible for some of the resulting shaped pulse to have lost some

of its amplitude. The long rise time of this process causes some loss of the originally

collected charge. With DSSSDs this can be corrected simply with an additional gain

correction because the charge collection time across the detector is constant.

The charge collected at either end of PSSSDs is dependent on the position the

charged particle hits the resistive strip. If the incidence is near the centre of the strip,

it will take a longer time for the charge to be collected at either end relative to a

incidence near one of the strip ends. There is a differential charge collection time

across the resistive strip. At the ends of the strip a majority of the charge is collected

at end closest to the hit. However, in the middle the charge is approximately equally

distributed to each end travelling half the length of the strip. So there is a greater

percentage of charge lost for an incidence at the middle of the strip than at either end.

The ballistic deficit correction will vary across the strip.
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A.2 Gamma-ray Detectors

A.2.1 Interactions of Gamma Rays with Matter

How a γ-ray interacts with a material that it is travelling within is important in

understanding the background that will be seen within the detector. A γ-ray has three

main processes of interacting inside a material, which are dependent on the energy of the

photon. These are photoelectric absorption, compton scattering and pair production.

Fig. A.1 shows the energy ranges over which these processes are dominant [83].

Figure A.1: The three γ-ray interactions with matter and their regions of dominance.

Taken from Introductory Nuclear Physics by Kenneth S. Krane [83]

A.2.1.1 Photoelectric Absorption

This process occurs at low energy (<100 keV) γ rays predominately. The photon

is absorbed by an atomic orbital electron, ejecting it from the atom. The kinetic energy

of the released electron is then the energy of the photon less the binding energy of the

electron orbit [126]:

Ee− = Eγ −Be. (A.9)

The probability of such an event is hard to calculate precisely but it is known to

be proportional to Z4 and inversely proportional E3
γ with a discontinuity in probability

around the binding energies of the electron orbitals [193]. It is given a linear absorption

coefficient, τ , which is calculated from the photoelectric cross section like so:
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τ = 0.033∗σcs, (A.10)

where σcs is the cross section of the interaction. After emission, the valence space is

then filled by electron re-arrangement with the emission of an X-ray or Auger electron.

A.2.1.2 Compton Scattering

Compton scattering is the process of a γ-ray scattering off of a free or nearly free

electron. This process leaves a scattered electron (with some of the photon energy)

and a less energetic γ-ray. Approximating the electron as free and at rest, the initial

energy of the photon can be determined using the Compton-scattering formula:

E
′

γ =
Eγ

1 + (Eγ/mc2)(1− cosθ)
. (A.11)

By integrating over all angles of the Klein-Nishina formula a cross section for the

absorption of photons through the compton scattering process can be calculated. This

is given by:

σc =
πr2

0

α

([
1− 2(α + 1)

α2

]
ln(2α + 1) +

1

2
+

4

α
− 1

2(2α + 1)2

)
, (A.12)

where, α is the photon energy in units of electron rest energy (α = Eγ/mc
2) and r0

is the classical electron radius (r0 = e2/4πε0mc
2). This cross section can be related to

the linear Compton absorption coefficient, σ, by the following relationship:

σ = σcNZ. (A.13)

A.2.1.3 Pair Production

This is where a photon spontaneously creates an electron-positron pair. This

process has a minimum threshold energy of 1.022 MeV which is the equivalent of the

rest mass-energy needed to create the particle pair. It is dominant over the other two

processes after 5 MeV [194]. The energy distribution of this process is:

Eγ = me+c
2 + Te+ +me−c

2 + Te− . (A.14)
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The probability of this process is given by the term, κ and is the summed proba-

bility of the process occurring in the field of an electron, κe, and the probability in the

field of a nucleus, κn.

A.2.1.4 Gamma-Ray Attenuation Co-efficient

As γ rays pass through a material, the intensity follows an exponential attenuation

with a distance through a material of x. The relationship is given as:

I = I0e
−µx, (A.15)

where I0 is the initial intensity of the γ-ray. The term µ is known as the linear atten-

uation coefficient of the material, it is dependent on the effective charge of the nuclei

within the material, Zeff , as well as the density of the material, ρ, and the energy of

the incoming γ-ray [195]. The coefficient is the sum of the probabilities of photoelectric

absorption, τ , compton scattering, σ, and pair production, κ [91].

A.2.2 Germanium Detectors

The measurement of γ rays is altogether different from that of charged particles.

As discussed in A.2.1 the probability of a γ-ray interaction is proportional to the Z of

the material, therefore the detectors required to measure these γ rays are created using

high Z materials. Due to the high mean free path of γ rays, they also require a large

depletion region in order to maximize the photopeak efficiency. For a semi-conductor

detector the depth or thickness of the depletion region is related to the voltage placed

across the detector by the following equation:

d =

(
2εV

ρ

)1/2

, (A.16)

where ε is the dielectric constant, V is the reverse bias voltage, and ρ is the charge den-

sity caused by impurities in the depletion region. It can be difficult to extend depletion

regions beyond a few milimetres without electrical breakdown without semiconductors.

To prevent this breakdown detectors whilst creating a thicker depletion region, the

material used to create these detectors need to have higher purity. From equation A.16

it can be seen that this increased purity would allow a larger depletion region to be
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created at a lower reverse bias voltage. It is now common to use high purity germanium

detectors, or HPGes, for γ-ray detection for all of the above reasons.

.

Figure A.2: Schematic diagram of the geometry of closed end coaxial High Purity Ger-

manium detectors. (a) A cross-section through the depth of the crystals, the electrodes

are connected to the inner and outer surfaces, maximizing the depletion volume. (b) A

cross-section of the crystal perpindicular to the cylindrical axis of the detector.

There are several variations of germanium p-n junctions but the most common

version in use for γ rays is the coaxial configuration, see figure A.2. In this format a

cylindrical crystal of germanium with a central cylindrical hole is created. Two surface

contacts are then created, one on the inner surface and one on the outer surface. One

of them n+ and one of them p+, with the arrangement of these contacts dependent on

whether the germanium material is p-type or n-type. Coaxial germanium detectors are
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not limited by the depletion depth of the semiconductor but instead are limited by the

length of the crystal itself.

Germanium detectors need to be cooled down with liquid nitrogen to 77K and

kept within a vacuum sealed chamber, otherwise these detectors would be unfeasible.

With a very narrow band gap of 0.7 eV thermal excitations within the crystal are

enough to create electron-hole pairs and become a saturating noise level. It has be-

come commonplace to use composite germanium detectors, such as the four leaf clover

detectors used within this experiment. These have a larger efficiency than singular

detectors by allowing a number of single crystals, four in this case, to be treated as a

group. This group can be electronically segmented allowing for an enhanced treatment

of Compton scattered γ rays.

A.2.3 Add-back

As discussed above in Section A.2.1, gamma rays of certain energies have a higher

probabilistic chance of compton scattering when interacting within a material. It is

possible to reconstruct events of this nature by recombining multiple energies regis-

tered within the detection system. Events from multiple electronic readouts within a

detection system can be used to add together multiple energies to recreate the original

γ-ray energy. In order to do this the energy of the gamma rays and the emission angle

of the first event is required.

A.2.4 Doppler Effects

The relative velocity between a γ-ray emitting nucleus and the measuring detector

causes an observable Doppler shift. This shift has to be corrected for in the energy

measurement of that γ-ray. This correction is related to the velocity of the nucleus,

β, and the angle of the detector relative to the nucleus’ velocity, θ, in the following

equation:

Emeas =
E0

γ(1− βcosθ)
, (A.17)

where Emeas is the energy measured within the detector and E0 is the γ-ray energy in

the rest frame. At θ = 90 the Doppler shift will be minimised, at θ >90 the γ-ray energy

will be blue-shifted and at θ <90 the photons will be red-shifted. As detectors have a
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finite angular range, it is impossible to apply this correction to the necessary level as

to create an energy resolution comparable to that of a nucleus at rest. In general the

correction is applied based on the median of the angular bin, whose size depends on

the crystal range or the segmentation of the detector. A result of this is a phenomenon

known as Doppler-broadening, where the measured γ-ray energy is smeared out. The

better segmentation a γ-ray detector has the smaller this phenomenon effect is.
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