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ABSTRACT

DEVELOPMENT OF A SINGLE-ATOM MICROSCOPE FOR OPTICAL DETECTION OF
ATOMIC NUCLEAR REACTION PRODUCTS

By

Benjamin Thomas Loseth

Development of increasingly sensitive detection techniques is necessary for the measurement of

extremely small nuclear cross sections that are crucial to understanding many nucleosynthesis

processes. To that end, this thesis presents the first steps toward the commissioning of a novel

detector, called the single-atom microscope, with a cross section measurement for the reaction
84Kr(p, γ)85Rb, by optically imaging rubidium atoms in solid krypton. Techniques for the growth

of highly transparent 100 µm thick films of solid noble gases are demonstrated. The absorption

cross section for matrix-isolated rubidium in solid krypton is measured to be on the order of

8 × 10−15cm2, with a fluorescence cross section on the order of 2 × 10−16 cm2. The fluorescence

cross section of rubidium atoms embedded in solid krypton as a 1.7 MeV/u ion beam was measured

to be (9±4)×10−16 cm2. The neutralization efficiency of rubidium ions implanted in solid krypton

is measured to be on the order of unity. The next steps toward imaging individual rubidium atoms

in solid krypton are presented.
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CHAPTER 1

INTRODUCTION

This thesis describes the first steps undertaken in the development of a new method for measuring

the cross section of low-yield nuclear reactions. The detector, called the single-atom microscope,

works by capturing the product atoms of the nuclear reaction in a cryogenically frozen noble gas

solid. Once embedded in the noble gas solid, which is optically transparent, the product atoms are

selectively identified with laser-induced fluorescence and individually counted via optical imaging

to determine the nuclear cross section. Single-atom sensitivity by optical imaging is feasible

because the surrounding lattice of noble gas atoms facilitates a large wavelength shift between the

excitation and the emission spectrum of the product atoms. This novel detection scheme has the

potential for near-unity efficiency, a high degree of selectivity, single-atom sensitivity, and could

be used to determine a number of astrophysically important nuclear reaction rates.

This technique will first be implemented in measuring the cross section for the reaction
84Kr(p, γ)85Rb. This reaction is an ideal choice for a commissioning experiment because the

beam, 84Kr, is a noble gas and will be optically invisible when captured in a solid krypton film. The

product nuclei, 85Rb, have a strong transition at a readily accessible wavelength, which is helpful in

achieving single-atom sensitivity. Before implementation, a number of tasks must be accomplished

in order to demonstrate the ability to count atoms in a solid noble gas film via fluorescence imaging.

First, it is necessary to repeatably grow and maintain optically transparent solid krypton films of

sufficient thickness to stop an energetic ion. Second, as the number of product atoms will be at

least partially determined by the amount of fluorescence light emitted in the film under resonant

laser excitation, the intrinsic brightness of rubidium atoms embedded in solid krypton must be

determined. Third, a number of open questions exist regarding implementing the technique in an

actual beamline experiment, including determining the neutralization fraction of ions stopped in

the film, as well as the durability of solid noble gas thin films under heavy ion irradiation, among

others.
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This thesis is organized into the following topics. In Chapter 2 the single-atom microscope

detection technique is described in detail, including a discussion of open questions and technical

challenges to be accomplished. Chapter 3 details the design and components of the prototype

single-atommicroscope, as well as results of noble gas film growth studies. Chapter 4 describes the

atomic beam fluorescence technique for measuring the intensity of an atomic beam, and subsequent

measurement of the absorption and fluorescence cross section of matrix-isolated rubidium in solid

krypton. Chapter 5 encompasses the first beamline tests for the prototype single-atom microscope,

including effects of energetic heavy-ion beam implantation on a solid krypton film, ion beam-

induced luminescence, and the fluorescence cross section of ion-implanted rubidium in solid

krypton. Chapter 6 describes the next steps for the single-atom microscope project, including

improving the absorption and fluorescence cross section measurement of matrix-isolated krypton,

as well as detailing what is necessary for achieving single-atom sensitivity.
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CHAPTER 2

DETECTION OF ATOMIC NUCLEAR REACTION PRODUCTS VIA OPTICAL
IMAGING

This chapter is adapted with permission from a published work by B. Loseth et. al. in Phys. Rev.

C. 99 065805 (2019). Copyright ©2019 by American Physical Society.

2.1 Motivation

In stars and during stellar explosions, and over billions of years, intricate networks of nuclear

reactions synthesized nearly every natural chemical element that we observe around us. Nucle-

osynthesis of most elements heavier than iron are not produced by stellar fusion but rather by

neutron capture, whether it be slow and gradual individual neutron captures during stellar burning

(s-process) or the rapid capture of many neutrons such as is believed to occur during neutron star

mergers (r-process). There are 35 stable isotopes inaccessible to neutron-capture processes and

believed to be produced through γ-induced photodisintegration (p-process) [4, 5, 6, 7].

There are a significant number of nuclear reactions that have a strong influence on nuclide

abundances and whose cross sections are either unknown or poorly understood at astrophysically

relevant energies. Measuring these cross sections is often technically challenging for a variety

of reasons. At astrophysical energies (in the so-called Gamow window), the cross section can be

extremely small due to the difficulty in overcoming the Coulomb barrier at stellar temperatures. In

order to measure extremely small cross sections directly and within an acceptable time period, high

beam currents and dense targets are required for the production of only a handful of reactions per

day.

An inverse kinematics configuration is often utilized, where the beam nuclei have a higher mass

than the target nuclei so that the reaction products scatter forward in a narrow cone. Based on

their charge and mass, the few product nuclei are then separated from the beam and secondary

nuclei by electric and magnetic fields in recoil separator systems [8, 9]. Alternative and often
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complementary methods involve the detection of the proton, neutron, or gamma created by the

reaction with an array of scintillating detectors around the reaction site [10]. Unfortunately such

methods are sensitive to cosmic ray, natural, and beam-induced background sources, the rates of

which can be significantly higher than that of the reaction of interest. Some experimental efforts

have moved deep underground, where the cosmic-ray-induced background rates are significantly

lower. For underground facilities, CASPAR at Sanford Underground Research Facility [11], and

LUNA in Italy [12], background rates become limited by radioactive elements in the surrounding

rock, and are 102 − 104 times lower than on the surface.

For reactions involving rare isotopes, it can be difficult to achieve sufficient statistics due to

inadequate beam intensities. Rare isotope beams can also be significantly contaminated with other

nuclei as a consequence of production mechanisms, which can drastically increase background

rates. Furthermore, heavy nuclei have substantial magnetic rigidity and relatively slight differences

in charge-to-mass ratios, making them cumbersome to separate due to the long distances and high

magnetic fields required. Typical recoil separators are less effective at high masses for the same

reasons.

Novel detection schemes capable of bypassing the aforementioned challenges create an oppor-

tunity to measure exceptionally low yield nuclear reactions or other such low yield nuclear events,

such as neutrinoless double-β decay. Such a detection scheme should exhibit single-atom sensi-

tivity to the reaction products while being unsusceptible to traditional background sources. The

detection methods should exhibit a high degree of selectivity between atomic species to overcome

beam contamination or separation issues. A high detection efficiency is also highly desirable to

maximize the probability of detecting rare events.

We propose a technique for measuring cross sections of low yield nuclear reactions by detecting

the atomic products optically, called the single-atom microscope (SAM). The SAM is intended

for reactions performed in inverse kinematics, such that most or all of the recoiling product atoms

are captured inside a cryogenically frozen noble gas solid (such as neon, argon) deposited on a

transparent substrate. Once trapped, an atomic resonance is excited in the product atoms with
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Figure 2.1: Graphical representation of the SAM concept (not to scale, noble gas film thickness
exaggerated for clarity). Left: Basic capturing scheme without a recoil separator. The nuclear
reaction takes place in inverse kinematics, where the recoiling products and low intensity
unreacted beam are captured in a noble gas film. Right: Schematic of optical excitation and
fluorescence imaging of the captured recoil atoms onto a CCD camera. The excitation light is
separated from the emitted fluorescence light using optical bandpass filters.

a laser, and the emitted fluorescence light is collected by a CCD camera-based imaging system.

Guest atoms that are isolated in a noble gas matrix generally exhibit blue-shifted absorption and

red-shifted emission bands relative to the wavelength in vacuum for a given atomic transition. This

wavelength shift between absorption and emission bands (Stokes shift [13]) can be as large as

hundreds of nanometers. To detect the isolated product atoms, their red-shifted fluorescence is

isolated from transmitted or scattered excitation light with optical filters to pick out the emission

wavelength range of interest.

A schematic of the method is included in Fig. 2.1. We argue that single-atom sensitivity

is feasible with the SAM, noting that single atom detection of barium atoms in solid xenon has

been demonstrated [14, 15]. The main advantage of this approach is that the detection mechanism

is not affected by traditional background sources. Neutron and γ-ray backgrounds do not affect

the fluorescence spectra or detection thereof, and the product atoms are identified by their unique
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atomic transitions, which are distinct from any codeposited atoms from the beam.

In Sec. II we discuss promising cross-section sensitivities for two classes of nuclear reactions.

We then describe specific details regarding the capture and detection of atomic species in a noble

gas solid in Sec. III. Finally, in Sec. IV the method is summarized and the benefits and limitations

of the SAM detection scheme are discussed.

2.2 Cross Section Sensitivity

Table 2.1: Candidate reactions for the single-atom microscope, with approximate beam currents,
target areal densities, and expected yields.

Reaction Beam Target Cross Approx. Reaction
current density section yield importance
(pps) (atoms/cm2) (b) (products/day)

22Ne(α,n)25Mg 1015 1019 10−15 1 s-process n source
1015 1017 10−11 100

91Nb(p, γ)92Mo 104 1020 10−5 1 Production of p-nucleus 92Mo
107 1020 10−3 105

We envision two classes of reactions where the SAM detection scheme is applicable: (i)

extremely small cross-section reactionswith a high-current stable isotope beam- and (ii) low-current

rare isotope (radioactive) beam reactions. Table 2.1 lists approximate experimental parameters for

example reactions of each type.

2.2.1 Small cross-section reactions

22Ne(α,n)25Mg is a key reaction for s-process nucleosynthesis, and it has an extremely small

predicted cross section in the Gamowwindow, of the order of femtobarns (10−15 b) [16]. Assuming

a high-intensity 22Ne beam of current 1015 pps incident on a windowless 4He gas jet target with an

areal density of 1019 atoms/cm−2 (JENSA target [17]), the expected yield for a 1-fb cross section

is only a single 25Mg atom per day. Due to these small yields, single-atom sensitivity to the

product 25Mg atoms with negligible background rates is necessary to measure a cross section for
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this reaction in a reasonable amount of time, even at the highest achievable currents and target

densities.

For the SAM to measure this reaction, it should be noted that such high beam currents require

that the unreacted beam intensity (1015 pps) be attenuated by a factor of 106 in order to avoid

melting a cryogenic noble gas film, as discussed in Sec. III. With an appropriate recoil separator

to attenuate the unreacted beam intensity, this reaction is well suited for the SAM, as the beam

(22Ne) is a noble gas and thus any unseparated 22Ne beam atoms would not contribute background

fluorescence during optical imaging of the product 25Mg atoms. An advantage is that, unlike

some traditional detection methods, the SAM detection scheme would be immune to leaky beams

or other non-magnesium beam contaminants, which can be difficult to completely eliminate from

high-intensity beamline systems. It is, furthermore, desirable to have an alternative technique, which

the SAM detection scheme can potentially satisfy, with different systematics than the forthcoming

underground measurements due to the importance of this reaction.

2.2.2 Low-beam-current reactions

The low intensity of rare isotope beams is often the limiting factor in the cross-section sensitivity

for traditional detection methods. With single-atom sensitivity and atomic species selectivity, the

SAM scheme can improve upon cross-section sensitivities even with low-intensity beams. As an

example, the reaction 91Nb(p, γ)92Mo has been identified as a key reaction in the production of

the p-process nuclei 92Mo [18]. A Hauser-Feshbach model (NON-SMOKER database) predicts

cross sections from 1 µb to 1 mb in the Gamow window [19]. At the National Superconducting

Cyclotron Laboratory (NSCL), a 91Nb beam can be produced with a current of order 104 pps,

which will be further improved to 107 pps at the upcoming Facility for Rare Isotope Beams (FRIB).

An advantage of such small currents for SAM is that no beam rejection or recoil separator will

be necessary to protect the noble gas film, easily allowing for a capture efficiency approaching

unity. Using a proton target (CH2, of density 0.25 mg/cm2), for a 10-µb cross section roughly one
92Mo atom is produced daily at NSCL beam intensities, and the same yield allows for 10-pb cross
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sections to be probed with FRIB beam currents assuming negligible background rates.

Gamma-based detection methods are handicapped by lower efficiencies and are susceptible to

cosmic ray and environmental γ sources, requiring more beam time to achieve sufficient counts

above background (typically hundreds of counts for good statistics). Similar difficulties exist for

low-energy neutron detection. Reactions involving higher mass nuclides, such as 91Nb(p, γ)92Mo,

easily exceed the design magnetic rigidity acceptance of contemporary recoil separator systems

[8, 9] unless a high charge state is selected, a limitation on the overall efficiency despite the near-

unity detection efficiency of recoils after the separator. The SAM has the potential to significantly

outperform γ, neutron, and electromagnetic separator-basedmethods for some rare isotope reactions

due to shorter beam-time requirements to amass sufficient statistics, especially for lower cross

sections where expected yields are small.

2.3 Technical Challenges

A number of technical challenges must be overcome before this method can be applied to

measuring the cross section for a low-yield reaction. Chief among them, single-atom sensitivity

must be demonstrated for the product species of interest, which we argue is feasible for many

species. Achieving single-atom sensitivity requires performing time-dependent calibrated fluores-

cence spectroscopy of the species of interest in a solid noble gas, as well as optical background

characterization at excitation and emission wavelengths appropriate for the product species to be

detected. As laser intensity and optical requirements may not allow for imaging the entire area

containing product atoms simultaneously, a laser scanning system will be implemented to raster

across the surface of the deposited solid noble gas film. Furthermore, single-atom detection should

be achieved for short optical integration times, so the optical signal-to-background rate should be

maximized to ensure that imaging the entire substrate via rasterized scanning is not prohibitively

time-consuming. There are also a few outstanding questions regarding capture and neutralization

of energetic ions in a cryogenic solid noble gas.
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2.3.1 Capture in noble gas solids

To capture the products, generally speaking, a solid noble gas film of thickness 100 µm is sufficient

to fully stop an ion with a kinetic energy of a few MeV per nucleon [20], which is at the higher

end of the energy range for most reactions of astrophysical interest. Highly transparent thin films

of thickness 100 µm can be deposited in about an hour with an area of 20 cm2 or larger, which

matches the size of the focal plane for a typical recoil separator. The specific properties of most

noble gases in solid form are listed in Table 3.1. The selection of which noble gas to use for a given

reaction will depend primarily on the matrix-isolated spectra of the product atoms to be detected.

The polarizability of the noble gas atoms has a significant effect on the spectra of trapped atoms

[21].

There are a few important factors to consider regarding the capture of energetic ions in a noble

gas solid. First, some amount of damage will be inflicted on the noble gas film through direct

heating and surface sputtering due to exposure to an energetic ion beam. Second, all product atoms

are highly ionized and may not be completely neutralized before stopping in the film. As ions may

have drastically different spectra than neutral atoms, the fraction of product atoms which remain

ionized may be optically undetectable. Third, it is unclear what trapping site the stopped atoms

will occupy in the face-centered cubic (fcc) lattice formed by noble gas atoms (called the noble gas

matrix), and trapping sites are known to affect the spectra of the captured atoms [22].

2.3.1.1 Noble gas film damage

Two obvious mechanisms affect the maximum beam intensity at which significant damage is

inflicted on the noble gas matrix. The kinetic energy of any unseparated beam atoms is deposited

as heat in the noble gas film, which will cause the film to sublime for sufficient beam intensities.

This effect may be especially significant for neon due to the single-digit temperatures required

for solidification, where the cooling power of contemporary pulse-tube cryocoolers is only of the

order of 1 W. The heavier noble gas films will be more resistant to direct-heating sublimation, as

the cooling power improves to tens of watts at higher temperatures. It is important to note that
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Table 2.2: Properties of noble gas solids.

Ne Ar Kr Xe Ref. No.

Lattice structure fcc fcc fcc fcc [23]
Lattice constant (Å) 4.464 5.311 5.646 6.132 [24]
Triple point (K) 24.56 83.81 115.78 161.37 [24]
ρsolid , t.p. (g/cm3) 1.444 1.623 2.826 3.399 [25]
Tsolid (K, 10−6 Pa) 7.3 27.4 38.4 51.3 [26]
Sublim. energy (meV) 19.6 80 116 164 [27]
Polarizability (Å3) 0.394 1.641 2.484 4.044 [23]
Refractive index 1.11 1.29 1.38 1.49 [28]

noble gas ices are electrical insulators, and will, therefore, have poor thermal conductivity at low

temperatures, which may prove to be a limiting factor despite sufficient cooling power [1]. To get a

sense of a typical heat load, a 3 MeV/nucleon 91Nb beam with a current of 108 pps would deposit

a tolerable 4 mW.

A likely more significant damage mechanism is surface sputtering of the film by the beam

and products. Noble gas matrices are relatively loosely bound, and each incoming energetic ion

will eject some number of noble gas atoms from the matrix, typically called the sputtering yield.

This effect can be compounded under high beam intensities, as the ensuing higher temperatures

due to kinetic energy deposition increase the noble gas atom mobility and effectively lowers the

surface binding energy. For light ions (p or α) with a kinetic energy of the order of MeV incident

on sufficiently thick, low temperature noble gas films, the sputtering yield is determined by the

sublimation energy and the electronic stopping power of the noble gas solid [29, 27].

The literature only reports sputtering of noble gas films by heavy ions at a low kinetic energy, in

the range of 1–10 keV, where the sputtering yield is dominated by nuclear stopping power among

other effects [30, 31], in contrast to the light ion case. Balaji et al. report sputtering yields as high

as 103 − 105 with 5-keV ions for various combinations of Ne, Ar, Kr, and Xe ions and targets [31].

To get a more macroscopic understanding of this effect, under a beam intensity of 109 ions/cm2/s,

such sputtering yields correspond to a thickness loss of roughly 0.002 − 0.2 µm/hr. Studies have

not been performed for medium- to high-mass ions impingent on noble gas solids at astrophysical

10



energies of a few MeV per nucleon, where the electronic stopping power will be dominant, and

where electronic stopping powers are an order of magnitude higher than in the light-ion case.

Extrapolating the low-energy heavy-ion sputtering yields to astrophysical energies, the maximum

thickness loss would increase to 2 µm/hr, assuming that sputtering yields are proportional to the

total stopping power.

2.3.1.2 Product ion neutralization and trapping

For studies of the optical spectra of atomic species in noble gas matrices, samples are typically

prepared by depositing an initial layer of the noble gas matrix on the cooled substrate, followed by

a layer of co-deposited noble gas and guest species, and finished with a final layer of noble gas to

ensure that each guest atom is isolated (i.e. surrounded by noble gas atoms). The guest species are

usually deposited with either an effusive or an ionic source; studies of Na+ ions deposited in Ar

[32] and Ba+ ions in Xe [33] have shown spectra consistent with those of their neutral counterparts,

and it is known that the charge state of energetic ions stopped in medium approaches 0 [34].

However, as noble gas solids have poor electrical conductivity, it is unknown whether there is a

sufficient population of loosely bound electrons for complete neutralization. Furthermore, it may

be advantageous for some species to remain singly ionized due to more favorable spectroscopy.

The implantation mechanism for energetic nuclear reaction product ions, which will penetrate

some depth into the film, is starkly different from the typical preparation method. In particular,

the reaction products will be highly ionized before implantation and it is not clear what percentage

of the product ions will become fully neutralized during and after stopping in the noble gas film.

Furthermore, the trapping site of the stopped product atom in the noble gas atom lattice may be

unstable or significantly different from the trapping sites for typical noble gas matrix samples.

Fortunately, annealing noble gas films have been shown to recover atoms in unstable trapping

sites [22]. These questions require further investigation as they directly limit the SAM detection

efficiency.
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Table 2.3: Selected matrix-isolated absorption and emission spectra of SAM-friendly species.
Italicized lifetimes are vacuum values from the NIST Atomic Spectra Database (physics.nist.gov).

Atom Z Vacuum transition Matrix isolated Lifetime (ns) Ref. No.

assignment λ (nm) absorption λ (nm) emission λ (nm)

Li 3 2p 2P←2s 2S 671.0 Ar 656.5-679.0 900 26 [35]

Na 11 3p 2P←3s 2S 589.2, 589.8 Ar 536.0-594.5 670-710 13 − 28 [36]

K 19 4p 2P←4s 2S 766.7, 770.1 Ar 666.4-746.7 850-950 20 − 75 [37]

Rb 37 5p 2P←5s 2S 780.2, 795.0 Ar 705-755 877 ∼20 [21, 38]
4d 2D←5s 2S 516.5 Ar 420-540 630 ∼100 [38]
6p 2P←5s 2S 420.5 Ar 420-540 630 ∼100

Cs 55 6p 2P←6s 2S 852.3, 894.6 Ar 822-845 970 30.5, 35 [38]
5d 2D←6s 2S 685.1 Ar 610-670 762 2.2 × 1010

7p 2P←6s 2S 455.6 Ar 440-520 762 543

Be 4 2p 1P←2s 1S 234.9 Ne 232.0 232 1.8 [39]
Ar 235.0-237.0 465 1.33×109

Kr 240.5 464.7 9.5×107

Mg 12 3p 1P←3s 1S 285.3 Ne 275.3 296.5 2.03 [40]
Kr 277.0-296.0 297-326 1.25 − 2.25 [41]

3p 3P←3s 1S 472 8.91×106

Ca 20 4p 1P←4s 1S 422.8 Ar 422.0 432.9 4.6 [42]
4p 3P←4s 1S 647.6 8.6×105

Sr 38 5p 1P←5s 1S 460.9 Ar 447 466.2 5 [43]
5p 3P←5s 1S 689.4 709.2 2.1 × 104

Ba 56 6p 1P←6s 1S 553.7 Ar 532 550 8.4 [33]
Xe 561-566 570-591

Zn 30 4p 1P←4s 1S 213.9 Ne 205.4 212.8 1.15 [40]
Xe 219.9 356, 399 > 104 [44]

4p 3P←4s 1S 307.7 Ar 297 2.6 × 104 [45]

Cd 48 5p 1P←5s 1S 228.9 Ne 216.5-221.7 227.2 1.26 [40]
5p 3P←5s 1S 326.2 Ar 312.4 2.5 × 103 [45]

Hg 80 6p 3P←6s 1S 253.7 Xe 253.2 119 [45]

Al 13 3d 2D←3p 2P 308.3 Ne 260.0 17 [46, 47]
4s 2S←3p 2P 394.5 Ne 320.0 20

S 16 3p 1S0 ← 3p 3P1 459.0 Ar 456.9 3.3 × 109 [48]
3p 1S0 ← 3p 1D2 772.7 785 2.3×105

Mo 42 5p z 7P← 5s a 7S 379.8 Ar 341.3 399.0 > 103 [49]
5s b 5D← 5s a 7S 496.8 1.5×105

Yb 70 6p 1P← 6s 1S 398.8 Ne 388.2 394.9 5.2 [50]
6p 1P← 6s 1S 555.8 546.0 6.8×102 [51]
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2.3.2 Optical signal-to-background estimates

After capture, the product atoms must be identified and detected in the noble gas film based

on their atomic spectra. It is advantageous that the spectral behavior of atoms and molecules

isolated in noble gas matrices has been a field of study in chemical physics for decades, and so the

spectra of many atomic species have been measured in a variety of matrices. Broadly speaking, the

transitions of atomic species isolated in noble gas matrices are qualitatively similar to the transitions

in vacuum, however, transition wavelengths can be shifted by tens to hundreds of nanometers and

exhibit significantly broadened linewidths (typically 1–10 nm). Table 2.3 lists a subset of the

available atomic spectra in noble gas matrices along with the vacuum transition wavelengths. The

lifetimes of allowed transitions are not significantly affected in medium [51], and so transitions

lacking any available lifetime data in medium are listed with their vacuum lifetimes. This table

is not exhaustive, as many species and transition data have been omitted for brevity, but it does

include species compatible with the SAM detection scheme.

The physics of atoms and their electronic spectra interacting with noble gas atoms is thoroughly

reviewed in [22]. Our proposed optical detection scheme relies on the shift between excitation

and fluorescence spectra exhibited by most species in medium (see Fig. 2.1), which allows for

the selective optical filtration of any transmitted or scattered excitation light. Divalent atoms, in

particular, can exhibit considerable shifts due to an intersystem crossing behavior, such as Yb in

Ne [52], Mg in Kr [41], and Hg in Ar and Kr [53], where the perturbative effect of the noble gas

lattice facilitates a radiationless transition from an excited state to an adjacent or lower-lying state.

2.3.2.1 Single-atom signal rate

The net optical signal rate due to a single resonantly emitting atom is simply the fluorescence

intensity F (number of photons isotropically emitted per unit time) per atom multiplied by the

efficiency of the optical imaging system, which we estimate to be of the order of 10−2–10−3.

Optical imaging efficiency includes factors due to the solid angle, transmission efficiency of optical

filters for wavelength separation of the excitation from emission light (Semrock, Rochester, NY),
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and wavelength-dependent quantum efficiency of CCD cameras. Laser-coolable atoms are ideal, as

they are generally characterized by cycling transitions with no or minimal repumping. For an alkali

atom under resonant excitation from the ground state a to the first excited state b, the fluorescence

intensity F is half the inverse of the excited state lifetime, assuming that the excitation light is of

sufficient intensity. Consulting Table 2.3, the 2S →2P transition of Rb atoms in solid Ar exhibits

a 20-ns lifetime, corresponding to an optical signal rate of roughly 25–250 kHz depending on the

imaging efficiency.

The alkaline earth elements, with two valence s-shell electrons, are slightly more complicated.

As depicted in Fig. 2.2, upon resonant excitation from a → b, there is some chance of transfer

from b to a lower-energy metastable state m with a significantly longer lifetime. Mg atoms in solid

Kr exhibit a 2-ns lifetime for the 1S →1P transition, corresponding to an optical signal rate of

0.25–2.5 MHz. However, emission from the triplet 3P state was also observed with a 9-ms lifetime

(0.5-Hz optical signal rate) [41]. Detection of a Mg atom via the 1P emission appears feasible

based on these lifetimes, as a sufficient number of photons will be detected before the atom transfers

to the metastable 3P state. Waiting for the metastable state decay or repumping the atom with a

secondary light source should allow for recovery of the 1P emission band. This blinking into and

out of metastable states is characteristic of a single emitter, and observation of blinking behavior

would go towards confirmation of single-atom sensitivity. It should be noted that detection of the
3P emission is technically feasible, as the optical signal rates are still well above the dark count rate

of order 1 mHz for state-of-the-art CCD cameras (Andor, Belfast, United Kingdom). Furthermore,

background rates may be significantly lower at the 472-nm 3P Mg emission compared to the

297- to 326-nm 1P emission, whether it be due to the effectiveness of optical filters for intense

ultraviolet excitation light, the relative wavelength shift between excitation and emission bands, or

the fluorescence of impurities in the windows and optics.

Detection of a transition metal like molybdenum is expected to be more challenging than the

previous cases, with a 4d55s1 electronic configuration and a 7S ground state. Studies of matrix

isolated Mo in solid Ar and Kr by Pellin et al. [49] report substantial nonradiative transfer to
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a

b

m

Figure 2.2: Generic energy level diagram for a three-level system with ground state a, excited
state b, and metastable state m. Excitation is labeled by the double arrow; emission, by single
arrows; and nonradiative transfer is denoted by the dashed arrow.

metastable states widely separated in gaseous Mo atoms despite the spin, parity, or J selection

rules. Emission from metastable b 5D, a 5P, and a 5F states were observed with similar lifetimes

after excitation to z 7P in an argon matrix. Taking the reported in-medium lifetimes at face value

(Table 2.3), observation of the z 7P fluorescence will yield kHz signal rates, while the metastable b

5D state would yield 30-Hz signal rates. The challenge becomes determining an excitation scheme

that effectively mimics the three-level system depicted in Fig. 2.2, analogous to the magnesium

case.

2.3.2.2 Signal-to-background estimation

Estimating the optical background rate is a more challenging task. The high number of possible

optical background sources hampers the declaration of a general quantitative assertion about the

background rate, and ultimately it will have to be measured and minimized for a given species

through adjustments in optical spectroscopy geometry and materials selection. Instead, we catalog

some possible sources of background light and estimate their relative importance (see Table 2.4).

Any scattered or reflected excitation laser light is expected to be sufficiently attenuated through
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Table 2.4: Potential sources of optical background, with known excitation wavelengths.

Background Location/Source Wavelength Note

Scattered light Laser excitation Species dependent Attenuate with optical filter(s)
unreacted beam Noble gas film Species dependent

Beam contaminant Noble gas film Species dependent
N2 Film/residual gas <200 nm Off resonance
N Film/residual gas 523, 1047 nm [54] Unknown concentration
O2 Film/residual gas 763 nm [55] 1-nm FWHM, 24-ms lifetime
O Film/residual gas 296, 558, 630 nm Unknown concentration

H2O Film/residual gas <200 nm Off resonance
C Film/residual gas 462, 872, 980 nm Unknown concentration

Cr3+ Sapphire impurity 693.0, 694.4nm [56] Impurity in substrate

the use of optical filters. The primary sources of background light are expected to be contaminant

atoms or molecules that, under the excitation wavelength of the product atom of interest, happen

to fluoresce at wavelengths within the bandpass of the optical filters. These contaminants could be

impurities in the substrate, noble gas film, vacuum windows, or optics. Furthermore, the beam can

be contaminated by isotopes with similar charge-to-mass ratios, which will be implanted alongside

the product atoms.

The overall background ratewill be related to the sumof the fluorescence rates for all background

sources. Assuming experimental conditions with excitation light at a 500-nm wavelength, with an

intensity (power per unit area) of Pγ/Aγ = 1W/cm2, the optical signal-to-background ratio S/B

for one product atom with a τ = 5 ns excited-state lifetime is approximately

S/B =

[
2τPγ
hνγ

∑
i

niσ
i
0

(
σi(νγ)

σi
0

)]−1

(2.1)

≈ 4 × 10−14
[∑

i
niσ

i
0

(
σi(νγ)

σi
0

)]−1

, (2.2)

where the sum is over all background species with areal density ni, peak absorption cross section

σi
0, and wavelength-dependent absorption cross section σ

i(νγ) at a laser frequency νγ , and h is the

Planck constant.

Equations (1) and (2) state that S/B is inversely proportional to the areal number density ni

and the absorption cross section σi(νγ) of background species. The absorption cross section is
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Figure 2.3: Off-resonance suppression factor σi(νγ)/σ
i
0 for Gaussian absorption lineshapes. Far

from resonance, the probability of excitation decreases exponentially, suppressing the probability
of impurity fluorescence.

dependent on the in-medium lineshape factor, which is a function describing the probability of

absorption as a function of the wavelength, and is typically Gaussian for matrix isolated species.

Figure 2.3 illustrates the off resonance suppression factor as a function of the linewidths from the

transition resonance, assuming that the in-medium lineshape remains Gaussian far from resonance.

If the peak absorption wavelength of a background species is sufficiently far from the excitation

wavelength, the background atom excitation rate will be exponentially suppressed. It is important to

note that linewidths for absorption and emission are very broad in medium due to phonon excitation

of the noble gas lattice, and are of the order of 103–104 GHz or roughly 1–10 nm, which is orders

of magnitude larger than in vacuum.

As an example, the most abundant potential background source will be components of air

trapped as impurities in the noble gas film. Noble gases are commercially available with ppm
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purities and can be further purified to ppb levels with gettering. For an argon film of 100 µm

thickness, there will be roughly 2 × 1020 argon atoms/cm2, with 1014 molecules of air assuming

a ppm purity. To achieve S/B = 1 would require an off-resonant suppression factor of roughly

10−28, a distance of almost 5 linewidths from resonance for a Gaussian absorption lineshape. As

the molecular components of air do not absorb until well into the ultraviolet, they are not expected

to contribute significantly to the background rate, with the exception of O2 near 763 nm.

2.4 Limitations and Summary

Several limitations exist for the SAM detection scheme. First, while atomic species can be

selectively excited, this method is incapable of distinguishing between different isotopes of the

same species. Although small isotope differences exist in the atomic hyperfine structure due

to the nuclear spin, the linewidths in medium are so broad that any isotopic variation becomes

obscured. Second, while this method is potentially applicable to a wide range of species, species

without optically accessible transitions cannot be detected, which eliminates the noble gas elements

along with elements like fluorine, whose lowest-lying transition occurs at 97.7 nm in vacuum.

Third, it is not suited to detect products that are abundant in a vacuum system, such as oxygen,

nitrogen, and carbon, as it would be impossible to grow a solid noble gas film without thousands

of such contaminant atoms even with the highest achievable noble gas purity. Fourth, the detection

mechanism is slow for the SAM relative to traditional methods since the products are not detected

immediately after creation but, rather, at a later time when they are imaged. Therefore short-lived

isotopes (τ1/2 < 1 day) are not suitable unless the daughter nuclei are also optically detectable and

the daughters are a different species from the beam atoms and any background atoms.

To summarize, important reactions for nucleosynthesis processes are often difficult to measure

because of their low yield, whether it be due to extremely low cross sections, low-intensity rare

isotope beams, or high background rates. We propose a novel detection method for low-yield

nuclear reactions that captures the product atoms in a cryogenically frozen film of a solid noble

gas where they are optically imaged and counted. This method can offer a near-unity capture and

18



detection efficiency, feasibly achieve single-atom sensitivity, and is potentially applicable to many

astrophysically important nuclear reactions. The chief advantage of the single-atom microscope is

that it is not sensitive to neutron, γ, or charged particle background sources and could, therefore,

outperform traditional detection methods.
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CHAPTER 3

THE PROTOTYPE SINGLE-ATOMMICROSCOPE

This chapter describes the design, construction, and performance of the prototype single-atom

microscope (pSAM). The first section, 3.1, describes the design requirements and considerations

for a low temperature cryostat with large optical access. Section 3.2 describes the construction and

individual components of the prototype Single Atom Microscope (pSAM). Section 3.3 reports on

the growth of thin films of solid Neon, Argon, and Krypton in pSAM.

3.1 Requirements

The pSAM has three fundamental design considerations. First, it should be capable of growing

transparent thin films of solid noble gases on a cold substrate. Second, there should be access to

the film surface for an external source (beamline) to embed the atomic species of interest into the

noble gas film. Third, it should provide substantial optical access to the film for a charge-coupled

device (CCD) camera-based imaging system.

3.1.1 Heat Load

A central requirement for the pSAM is the ability to grow and maintain thin films of solid noble

gases. The freezing point of the noble gases increase with mass, as can be seen in Table 3.1 along

with a number of other properties. Helium solidifies only under high pressure (0.95 Kelvin at 2.5

MPa [23]), and is therefore technically inaccessible for this purpose. Neon has the lowest freezing

point among the noble gases used in pSAM, and requires temperatures in the single digits (Kelvin)

at ultra-high vacuum (UHV, < 10−7 Torr). Traditionally, cooling to low temperatures involved

cryostat systems using liquid helium as a refrigerant [28]. The invention of the closed-cycle

cryorefrigeration systems (cryocoolers) revolutionized many aspects of low temperature physics,

as cryocoolers are capable of cooling to liquid helium temperatures without the materials expense

and overhead of using liquid helium. Closed-cycle cryocoolers deliver long term, stable, and
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Table 3.1: Properties of noble gas solids.

Ne Ar Kr Xe ref

lattice structure fcc fcc fcc fcc [23]
lattice constant (Å) 4.464 5.311 5.646 6.132 [24]
triple point (K) 24.56 83.81 115.78 161.37 [24]
ρsolid, t.p. (g/cm3) 1.444 1.623 2.826 3.399 [25]
Tsolid (K, 10−6 Pa) 7.3 27.4 38.4 51.3 [26]
Sublim. energy (meV) 19.6 80 116 164 [27]
polarizability (Å3) 0.394 1.641 2.484 4.044 [23]
refractive index 1.11 1.29 1.38 1.49 [28]

low maintenance cooling to liquid helium temperatures, and are therefore an ideal choice for this

purpose.

Blackbody radiation is the main source of external heating in cryogenic vacuum systems as

there is insufficient residual gas to conduct heat from the vacuum vessel to the cold parts. Cryostats

and cryocoolers utilize thin-walled stainless steel for structural support, which similarly conducts a

negligible amount of heat in the temperature range of interest. Achieving single digit temperatures at

the sample location, in this case the substrate upon which the noble gas films are deposited, requires

shielding from the walls of the vacuum vessel, which at room temperature are an intense source

of radiative heat. The radiative heat flow between two surfaces is given by the Stefan-Boltzmann

equation [1],

Prad = σE A(T4
2 − T4

1 ), (3.1)

where σ = 5.67×10−8 W/m2K4 is the Stefan-Boltzmann constant, A is the area (depending on the

geometry) of the two surfaces, T1 and T2 are the temperatures of the two surfaces, and E is a factor

depending on the emissivities of the two surfaces. The emissivity (ε) is a measure of how absorptive

a material is to radiation (light) and is related to how reflective (R) a surface is by ε = 1 − R. A

perfect blackbody (ε = 1) at T = 300 K has a radiative intensity of σ(300 K)4 = 46 mW/cm2 onto

the substrate and mounting fixtures at single digit temperatures. To be capable of growing solid

neon films, the cooling system should have sufficient cooling power at temperatures below 10 K to

offset the incoming blackbody radiation.
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3.1.2 Beamline and Optical Access

Fluorescence photons from atoms captured on the substrate surfacewill be emitted isotropically, and

so the optical signal size for detection will be proportional to the accessible solid angle around the

sample. Imaging single atoms is more efficient if the imaging optics are placed close to the sample

in order to maximize the number of fluorescence photons collected. Using large diameter viewports

and lenses is likewise beneficial. The challenge becomes optimizing the distance and diameter so

as to maximize the collection efficiency without adding significant heat load to the substrate. As

a starting point, design of a vacuum chamber and substrate mount is intended for the single lens

imaging solution displayed in Figure 3.1. In principle, the imaging can be performed with a single

50 mm diameter aspheric lens with an effective focal length of 40 mm (Edmund Optics No. 84-

340). Creation of a 1:1 image on the CCD camera (Andor CLARA CCD), requires the substrate

front surface to lens distance be equal to the lens to camera distance, which is twice the focal length

(80 mm). The light collection efficiency for this setup is estimated by Ω/4π = (1− cos θ)/2, where

θ is half the angle occluded by the lens. In this case, tan θ = 25 mm/80mm, resulting in a light

collection efficiency of roughly 2.3%. In contrast, a typical optical cryostat has efficiencies around

0.1% or lower [50].

Unimpeded access to the front surface of the substrate is essential for achieving unity capture

efficiency of recoiling product atoms. However, it is difficult to imagine a single chamber design

which features the requisite beamline access and good optical access to embedded atoms without

significant compromise. Optical cryostats for similar applications angle the substrate between the

viewports and sample deposition port as a compromise [57]. Instead, a two-chamber design was

chosen to ensure ideal accessibility for both, with the substrate mounted on a linear drive for transfer

between chambers. This will allow for the design of an imaging chamber with ideal optical access

without obstructing atom implantation.
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Figure 3.1: Top-down and side-view of the optical imaging system for creating a 1:1 image of the
substrate on the Andor Clara CCD camera sensor with a solid angle efficiency of 2.3%.

3.2 Components

3.2.1 Overview

At the heart of pSAM is a pulse tube cryocooler, necessary for cooling a substrate to the cryogenic

temperatures required to solidify noble gases. The substrate is clamped to a copper substrate mount

attached to the cryocooler and surrounded by a cooled copper shield assembly in order to block

most blackbody radiation from the room temperature vacuum vessel walls. The cryocooler itself

is mounted on a linear drive (linear shift mechanism) used to position the substrate in either the

growth or imaging chamber. The linear drive is mounted on top of the growth chamber, where noble

gas films are grown and product atoms are embedded. The growth chamber features viewports for

monitoring during sample growth and also contains the turbomolecular vacuum pump and vacuum
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sensors. The imaging chamber is mounted below the growth chamber and is of custom design,

featuring large diameter viewports in close proximity to the substrate. Figure 3.2 and 3.3 contain a

rendering of the pSAM model and a picture of the detector.

Figure 3.2: A rendering of the original prototype Single Atom Microscope design. left: exterior
of pSAM with an atomic source attached. The cryocooler is mounted on a linear drive, capable of
positioning the substrate in the upper ‘growth’ position or lowering it into the ‘imaging’ position.
right: cross section of pSAM, showing the two stages of the cold head and the substrate in the
‘imaging’ position. The substrate is positioned close to a large 2.5” viewport to maximize the
light collection efficiency.

3.2.2 Assembly and Cleaning Protocol

It is good practice to thoroughly clean all vacuum components before assembly. Components are

often contaminated with oils from fabrication and handling that outgas under vacuum and limit the

ultimate vacuum pressure. Furthermore, any impurities captured in a film or contamination on the

substrate has the potential to be a significant source of background light under laser excitation. The
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Figure 3.3: A picture of the assembled pSAM while mounted to a laser table in the Spinlab at the
NSCL. An array of optics can be seen in front of the imaging chamber for directing laser light
through the substrate.
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Figure 3.4: left panel. Picture of the pSAM substrate mount as attached to the 2nd stage heat
exchanger. A heater and temperature probe can be seen on the left side, with wires secured to the
mount and heat exchanger with copper tape to best ensure thermal grounding. This thermal
grounding ensures the wires are at the same temperature as the substrate mount, which prevents
any erroneous readings due to heat conduction along the wires. The heater is quite long, and
extends 1 inch into the substrate mount as outlined by a dashed line. right panel. Nearly fully
assembled pSAM cold head structure. The 1-inch diameter substrate is visible through the hole
near the bottom of the copper shield assembly, as is the thin gas tubing (1/16” OD) for depositing
the noble gases on the substrate surface. Aluminized mylar shielding has not yet been applied to
the outer copper shield in this picture except in one small spot. The substrate has mount has been
shielded with aluminized mylar (barely visible). See also: Appendix C for more pictures of the
cold head.
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pSAM components were cleaned before assembly by hand cleaning all surfaces first with acetone,

and then with isopropyl alcohol. Afterward, they were submerged in an ultrasonic cleaner for one

hour at 60◦ Celsius, rinsed with distilled water, and left to air dry in a clean area. Assembly of

pSAM was performed in a Class-100 cleanroom to minimize the amount of dust and particulates

as well as minimize the chance for surface contamination inside the vacuum vessel.

3.2.3 Cryocooler and Cold Components

The pSAM cryocooler is a Cryomech PT415 Cryorefrigerator [58], which is two-stage Pulse Tube

type cryocooler with a cooling power of 40 Watts at 45 Kelvin and 1.5 Watts at 4.2 Kelvin at its

first and second stage heat exchangers, respectively (see Figure 3.6). The theory of operation and

specific details of the cryocooler ‘cold head’ (main body of the cryorefrigeration system, separate

from the compressed helium gas system) are detailed in Appendix B. The noble gas films are grown

on the surface of a substrate that is mounted to the 2nd stage heat exchanger on the cold head. The

substrate mount, pictured in the left panel of Figure 3.4, is machined from a block of oxygen-free

electrolytic (OFE, C10100 Copper Alloy) copper, which is a commonly used material in cryogenic

applications due to its exceptional thermal conductivity at low temperatures. The substrate itself

is synthetic sapphire, which has both excellent optical qualities and among the highest thermal

conductivities of any material at low temperature. Table 3.2 contains properties about various

materials used in pSAM at cryogenic temperatures. The substrate is firmly clamped to the substrate

mount with a copper ring, and a layer of indium metal is used as a gasketing material to improve

thermal contact with the substrate mount. Indium also has excellent cryogenic properties and is a

very soft metal, making it ideal for this purpose. Firmly clamping the substrate to its mount with

Indium as a gasket effectively cold-welds them together, filling in any gaps or irregularities between

the mating surfaces [1]. A cross section of two different substrate mounts that have seen use in

pSAM is included in Figure 3.5.

A shielding structuremade of several copper parts is constructed around the 2nd stage of the cold

head, including the substrate mount, and is pictured in the right panel of Figure 3.4. This shield is
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Figure 3.5: a) Original pSAM substrate mount, which utilized a removable threaded copper
substrate holder to make it easier to install and remove the substrate. However, the threads were
found to poorly conduct heat at low temperatures and limited the ultimate substrate temperature
unless cryogenic vacuum grease (Apiezon-N) was applied during installation. b) Current substrate
mount that clamps the substrate directly to the mount, eliminating the need for Apiezon-N
application. Indium wire is applied as a gasketing material at each substrate-copper interface.
Also featured is the copper shield tube to reduce blackbody irradiation on the front substrate
surface.

thermally anchored to the 1st stage heat exchanger and completely covers the substrate mount except

for a pair of 2 in diameter holes centered on either side of the substrate to allow for good optical

access. The purpose of this shield is to protect the 2nd stage from blackbody radiation emanating

from the enclosing vacuum vessel, which is at room temperature. Assuming a perfect blackbody

(ε = 1), the pair of 2 in diameter holes allow a radiative power of (46 mW/cm2) × (2) × (20 cm2) =

1.84 W through the shielding,

To further reduce the effect of blackbody, a layer of aluminized mylar is taped to the surface of

the substrate mount and the outside of the shielding structure. Aluminized mylar is a thin layer of

plastic sheeting that has been coated with aluminum on one side. The aluminum is very reflective

(emissivity ≈ 0.01 [1]) compared to the unpolished copper substrate mount (emissivity > 0.02 [1]),
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Table 3.2: Table of material properties. Values taken from [1].

Thermal conductivity Specific heat Thermal contraction
W/(m·K) J/(g·K) ∆L/L (%)

4 K 295 K 4 K 295 K 293K − 4 K

Brass 2 86 0.00015 0.377 0.384
Copper OFHC 630 397 0.00009 0.386 0.324
Stainless steel 0.27 15 0.00017 0.48 0.296
Polyimide (KaptonTM) 0.011 0.19 0.00079 0.755 0.44
Sapphire 230 47 <0.00009 0.779 0.079

reducing the amount of blackbody radiation absorbed by the substrate mount. The combination

of the copper shield structure and aluminized mylar shielding allows for optical access and the

substrate mount to reach temperatures below 6 K, which is cold enough to grow films of solid

Neon. The heavier noble gases’ temperature requirements are much easier to achieve. The next

lowest freezing point is for Argon at 27 K, where the cooling power of the cryocooler is improved

to tens of Watts. A plot of the cooling capacity of the cryocooler is included in Figure 3.6, and

the pressure and temperature inside pSAM during a typical cooldown from room temperature is

included in Figure 3.7

3.2.4 Temperature Control

Monitoring and controlling the temperature is done with a temperature sensor and heater mounted

to the substrate mount (pictured in Figure 3.4). The sensor type is a Cernox resistor (Lakeshore

Model CX-1050-AA, SN:X103297) and provides a temperature measurement via its temperature

dependent electrical resistance. It is calibrated over the range of temperatures from 1.4 − 325 K,

with an uncertainty of less than 20 mK at temperatures below 50 K. The temperature sensor is

mounted in a hole on the bottom end of the substrate mount, below the substrate. This location is

furthest from the 2nd stage heat exchanger and nearby the substrate, where the temperature reading

should be close to the actual substrate temperature. Measuring the substrate temperature directly

is not done in pSAM due to the difficulty of mounting a temperature probe without contamination
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Figure 3.6: Advertised cooling power capabilities of the pSAM cryoocoler.
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Figure 3.7: Pressure and Temperature measured inside pSAM as a function of time relative to
cryocooler start. The pressure initially increases as the top of the cold head gets hot as heat is
pumped out of the cold components, leading to increased outgassing. The substrate mount is
cooled below 6 K in 50 minutes, but it takes roughly 70 minutes for both stages to stabilize.

or obstruction of the substrate. Another Cernox sensor (Lakeshore Model CX-1050-CU-HT,

SN:X134596) is mounted to the 1st stage heat exchanger for diagnostic purposes. The temperature

sensor calibration data is included in Appendix C.

The heater is an 50 Ohm resistor in a cylindrical housing (Lakeshore part number HTR-50)

that is used to raise the temperature of the substrate mount by simply sending current through it.

The heater is mounted just above the substrate, a distance of 3 inches from the 2nd stage heat

exchanger. The heater cartridge is quite large (1/4 inch in diameter, 1 inch long), penetrating more

than halfway into the substrate mount. This placement of the heater ensures that the temperature
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Figure 3.8: Plot of Temperature vs. Heater power as read by the substrate mount temperature
sensor. Relation is reasonably well represented by a linear fit with a slope of 1 K/W.

of the mount around the substrate is uniform, since the heat source is between the substrate and the

source of cooling (2nd stage heat exchanger). Sending current I through the heater with resistance

R injects heat energy into the substrate mount at a rate of P = I2R, where P is the power in

Watts. A temperature is maintained when the total heat load is matched by the cooling power of

the cryocooler.

The temperature sensors and heater are wired to an electrical vacuum feedthrough flange

that is externally connected to a Lakeshore Model 331 Temperature controller. The Lakeshore

331 measures the resistance of each temperature sensor and converts to a temperature with each

sensor’s unique calibration curve. It also is capable of sending up to 1 Amp of current through the

heater, corresponding to a maximum power of 50 Watts. A plot of the substrate mount temperature

as a function of heater power is included in Figure 3.8. The Lakeshore 331 can be set to maintain a

specific temperature through the use of a Proportional-Integral-Derivative (PID) control algorithm,

which adjusts the heater power automatically to maintain a specific temperature. Altogether, with

the temperature control system, the temperature of the substrate mount can be set to any temperature

in the range from 5 - 60 K.
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Figure 3.9: Plot of pSAM pressure, substrate mount temperature, and heater power over a period
of 6 seconds. The oscillation in temperature (middle trace) is clearly evident, as well as a
corresponding oscillation (top trace) in pressure associated with a variation in vapor pressure for
residual gases frozen on the cold parts. The bottom trace shows the Lakeshore temperature
control is unable to vary the heater fast enough to counteract the oscillation.

The cryocooler cooling power is created by cycling between high (280 psi) and low (100 psi)

pressures of compressed helium at a frequency of roughly 1.4 Hz. This oscillatory behavior of the

cooling power manifests itself in an observable temperature oscillation below 20 K. At such low

temperatures, the specific heat of copper falls drastically, so the small oscillation in heat energy

corresponds to a noticeable temperature oscillation. This oscillation is depicted in Figure 3.9,

which shows the automated heater corrections (controlled by the Lakeshore 331) are insufficiently

fast to accommodate the rapid swings in temperature, which reach a maximum amplitude of nearly

1 degree K near 10 K. This temperature variation is not expected to significantly affect spectroscopy

of samples deposited on the substrate. However, should it prove necessary, it is possible to damp the

oscillations by increasing the total thermal mass or installing a large heat capacity spacer between
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Figure 3.10: Pinout of electrical feedthrough flange on pSAM, denoting pin assignments for the
heater and temperature probe leads.

the substrate mount and 2nd stage heat exchanger. A layered spacer of lead and copper has been

shown to damp the oscillations to the milliKelvin scale [59].

3.2.5 Feedthrough Vacuum Access

External access to the interior of pSAM is provided through a set of feedthrough flanges attached

to an adapting flange between the Linear Shift Mechanism and cold head flange near the top of

pSAM. The stainless steel capillary tubing (1/16” OD, 0.04”ID) used to deposit noble gases on

the substrate surface is connected to a 1/4” stainless steel feedthrough tube on a 1.33” ConFlat

(CF) flange (Lesker part: LFT212TEFV). The sections of stainless steel tubing are connected with

custom fittings that are silver soldered (brazed) to the tubing. The fittings are fastened together with

brass screws and an indium o-ring seal is compressed between the fittings to ensure a leak-tight

seal even at low temperature. The noble gas feedthrough tubing is externally sealed with a stainless

bellows valve (Swagelok part SS-4H). The noble gases flow through this inlet valve from a separate

gas handling vacuum system, described later in this chapter.

A pressure relief valve on a 1.33” CF flange is also fitted to the adapting flange as a safety
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measure in case of rapid sublimation of large amounts of frozen gases inside pSAM. The pressure

relief valve (Accu-Glass Model PRV-133) is designed to open at when the internal pressure exceeds

2 psi above atmosphere, thereby preventing a hazardous overpressurization situation. The electrical

feedthrough flange (MDC 23 Pin Submini-C 1.33DS) for the temperature sensors and heater is also

attached to the adapting flange.

3.2.6 Linear Shift Mechanism and Position Control

As mentioned in the overview, the cold head and adapting flange are mounted to a UHV Design

HLSM150 Linear Shift Mechanism (LSM), which is capable of 300 mm of linear motion (300

mm stroke). The purpose of the LSM is to move the substrate between the growth and imaging

chamber, described in subsequent sections. The LSM consists of an expandable edge-welded

bellows assembly with 8” CF flanges supported in a kinematic guide system. Linear expansion

or contraction of the bellows is driven by a McLennan stepper motor (23HT18C230) fitted to a

50:1 IP57 gearbox, which drives a precision stainless steel trapezoidal lead-screw (with 2 mm

pitch). Control of the LSM position is done through a Mclennan Sim-Step stepper motor drive

and controller, which utilizes a Mclennan PM1000 motion controller to command a MSE570M

microstepping bipolar stepper motor drive. The Sim-Step is operated through a command line

interface and is capable of precisely translating the LSM throughout its full stroke range at adjustable

speeds, along with execution of user-defined motion sequences.

The stepper motor divides a full revolution into 200 steps, which is improved by the MSE570M

drive which implements a microstepping (µstep) resolution factor of 16, thereby dividing a full

rotation into 3200 µsteps. The stepper motor drives a 50:1 gearbox coupled to the 2 mm pitch

lead-screw (2 mm per revolution), which propels the actual expansion and contraction of the LSM.

Converting steps to LSM displacement is a straightforward calculation:

(
200 steps

1 rev

) (
16 µstep
1 step

) (
50 rev

1 screw rev

) (
1 screw rev

2 mm

)
= 80,000

µsteps
mm

(3.2)

This corresponds to 12.5 nm/µstep, well beyond the resolution of the Renishaw LM10magnetic
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encoder attached to the LSM for precision position measurements. The LM10 has a resolution of

1 µm, corresponding to 80 µsteps or 5 motor steps. Positioning the LSM repeatably with micron

precision is typical with this setup although the position has been observed to drift as far as 10 µm

over a period of a week, likely due to thermal contraction and expansion. Refer to Appendix D for

a list of common commands used in controlling the LSM.

3.2.7 Growth Chamber

The growth chamber is an 8” ID spherical square design commercially available from Kimball

Physics, with four 4.5”CF and four 2.75”CF ports. A cross section of the growth chamber is

included later in Figure 3.15. Two 4.5”CF ports are occupied by a pair of large diameter fused

silica viewports (2.5” view diameter) from Torr Scientific Ltd on opposing sides of the substrate at

a 45-degree angle, for the purpose of monitoring noble gas film growth, a process described later

in the Performance section of this chapter. One 4.5”CF port is occupied by a vacuum pump, and

two 2.75”CF ports by vacuum sensors. The beamline port (2.75”CF), directly in-line with the front

surface of the substrate, is sealed with a pneumatically actuated MDC gate valve (GV-1500M-P)

on a 2.75”CF flange for isolation from the beamline. The additional ports in the growth chamber

are unused.

3.2.8 Vacuum control

The vacuum pump system consists of an Oerlikon TurboVac 50 turbomolecular pump (55 l/s), with

an Anest Iwata 250C oil-free scroll pump (9.1 CFM displacement) for rough vacuum. Vacuum

pressure is monitored with an MKS Series 392 Micro-Ion Gauge, accurate for pressures ranging

from 10−9 − 760 Torr. In addition, pSAM features an SRS RGA200 Residual Gas Analyzer (RGA)

for vacuum diagnostics and noble gas partial pressure measurements. The RGA is capable of

measuring the partial pressures of residual gases in pSAM in the pressure range of 10−4−10−10 Torr

(10−6 − 10−12 Torr with the electron multiplier on). The RGA functions by ionizing residual gas

atoms and molecules with a hot filament and separating them based on the mass-to-charge (m/q)
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Figure 3.11: Typical partial pressure as a function of mass/charge as measured by the RGA with
pSAM at room temperature (top), and with the substrate mount at 5.9 K (bottom). With the
cryocooler at base temperature, the pressure is reduced by an order of magnitude relative to room
temperature. The principle peaks of the residual gases are labeled in the bottom plot.

ratio. The SRS RGA200 is sensitive in the range from m/q = 0 − 200 amu, although typically

no peaks are detected above the background for m/q > 86, which is the heaviest stable isotope of

Krypton. Typical RGA scans for pSAM at room temperature and at base temperature are displayed

in Figure 3.11. Partial pressure measurements can also be performed during film deposition, where

the scan is dominated by the noble gas being deposited, as displayed in Figure 3.12.
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Figure 3.12: RGA scans taken during noble gas film growths, where the naturally abundant
isotopes of neon, argon, and krypton dominate the scans.
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3.2.9 Imaging Chamber

The imaging chamber features two large fused silica viewports (2.5” view diameter) from Torr

Scientific Ltd with an anti-reflective coating (part VPZ64QBBAR, 700-1100 nm) mounted to

4.5”CF ports on either side of the substrate. The vacuum chamber was designed with a “D”-shaped

cross section with the flat section parallel to the substrate, and is detachable in case a new design

is required. The rear viewport is positioned just 1.5” from the front (noble gas film) side of the

substrate, corresponding to approximately 10% total solid angle efficiency out of the rear viewport

from the center of the substrate.

3.2.10 Gas Handling System

The purpose of the gas handling system is to transfer noble gases from a compressed gas cylinder

to pSAM in a controlled fashion and at the highest purity. A diagram of the system is included

in Figure 3.13. The noble gases used are of research grade purity, purchased from Praxair (Neon

99.999%, Kr 99.999%) and Airgas (Argon 99.998%). The gas cylinders are fitted with a standard

dual-stage regulating valve (Matheson 3120A) and connected to a noble gas purifier (SAES GC50

Purifier) which is capable of reducing impurities in the noble gases to concentrations below 10 parts

per billion (ppb), or 99.99999% purity. The purifier was bypassed with isolating and bypass valves

for the majority of film growths described in this thesis. The noble gases then flow through an

electronically controlled needle valve (Pfeiffer EVR116 control valve) into the main buffer volume,

which is a 2.75” Conflat (CF) 6-way cross. Mounted to the buffer volume is the vacuum pump

system (Oerlikon TurboVac 50 with Edwards nXDS10i forevacuum pump), which can be isolated

from the buffer volume with an angle valve (Lesker SA0150MCCF). Pressure in the buffer volume

is measured with a cold cathode ionization vacuum sensor (HPS Series 423 I-MAG) valid in the

range 10−11 − 10−2 Torr, and a capacitance manometer (MKS Baratron 626C) that is accurate in

the range 0.1− 100 Torr. The cold cathode sensor is powered off during film growth for protection.

After the buffer volume, the gas flows through a liquid nitrogen cold trap to freeze out water

vapor present in the gas. The cold trap consists of a long 1/4” diameter stainless steel tube (approx
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5 meters in length) coiled to fit inside a dewar filled with liquid nitrogen. The gas completes

the journey to pSAM through a section of flexible tubing that is connected to a gas inlet flange,

located near the top of pSAM. Once through the pSAM inlet valve, the gas enters a long capillary

tubing (1/16” OD, 0.04” ID, approximately 20” in length) starting at the inlet, passing inside the

copper shielding, and ending approximately 2 cm from the substrate surface. The capillary tubing

is thermally isolated from the shielding itself to ensure its temperature remains high enough to

prevent noble gases (Argon and Krypton in particular) from freezing inside the tubing and clogging

it.

Gas flow into pSAM is controlled via computer, which reads the pressure inside the buffer vol-

ume with the Baratron 626C and adjusts the Pfeiffer control valve in order to maintain a specifically

set pressure with a PID algorithm, similar to the temperature control described previously. The

pressure differential between the purifier section and the buffer volume causes gas to flow into the

buffer volume at a rate controlled by the Pfeiffer valve. The pressure differential between the buffer

valveflexible tubing

noble gas
supply

noble gas 
getter purifier

vacuum pump
system

Pfeiffer EVR116
control valve

MKS Baratron 626C 
pressure gauge

liquid Nitrogen
cold trap

prototype Single Atom Microscope

buffer volume

shield
substrate

heater

temp. sensor

capillary
tubing

substrate 
mount

2nd stage heat exch.

purifier
bypass

PID control

flow direction

Figure 3.13: Diagram of the gas handling system used to deposit noble gases onto the substrate in
pSAM. The general direction of flow is from left to right, and starts at a cylinder of research grade
(99.999% purity) noble gas. After flowing through an optional purifier, it enters a buffer volume
through an electronically controlled valve. The noble gas subsequently passes through a liquid
Nitrogen cold trap for further purification (removal of water vapor) before entering pSAM, where
it flows through a stainless steel capillary tubing ending approximately 2 cm from the surface of
the substrate. During a film growth, the valve to the vacuum pump system is closed.
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Figure 3.14: Plot of the Gas Handling buffer volume pressure as a function of Pfeiffer valve flow
rate setting during a collection of neon, argon, and krypton film growths. The units for the Pfeiffer
Valve flow rate are not the actual gas flow rate (Torr L/s) through the Pfeiffer valve, but rather the
flow rate setting used to control how open the valve is. The actual flow rate through the Pfeiffer
valve has been measured to be roughly a factor of 20 higher, and strongly depends on the
difference in pressure across the valve and is related to the noble gas cylinder regulator setting
(typically 18 − 20 psig).

volume and pSAM causes the gas to flow through the cold trap, capillary tubing, and onto the

substrate surface at a rate related to the pressure differential and the effective conductance of the

cold trap and capillary tubing. The regulator on the noble gas cylinders is typically set at 18 − 20

psig, and the pressure in the buffer volume is maintained at 100 − 150 Torr with the Pfeiffer valve

for a typical film growth. The pressure in the buffer volume can be held at a constant pressure to

within 0.2 Torr, and this stable pressure control in the buffer volume ensures a stable film growth

rate on the substrate. The averaged Pfeiffer valve settings used during a collection of film growths

is included in Figure 3.14.
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3.3 Noble Gas Film Growth

3.3.1 Background

Noble gas solids offer a stable and inert environment for the capture and preservation of atomic

and molecular species. In the mature field of matrix isolation spectroscopy, guest species (atoms

or molecules) are codeposited with a gaseous noble gases sprayed onto a cryogenically cooled

substrate, whereupon spectroscopic studies can be performed [60]. The structure and properties

of the noble gas matrix can have a significant effect on the spectra of isolated species [22]. It is

important that techniques for the deposition of such samples result in thin films with consistently

reproducible properties.

The Single Atom Microscope requires films of 100 µm in thickness, as 100 µm is sufficient to

fully stop energetic ions at most astrophysical energies in the noble gas film based on theoretical

stopping power calculations [20]. In contrast, the matrix isolation literature typically utilizes

samples thicknesses of order 1 − 10 µm [44, 33], significantly less than required for the SAM.

Transparency of the noble gas film is also an important factor, as Schulze and Kolb report that

while Ne and Ar films are generally transparent over the range of thicknesses studied (< 30 µm), Kr

and Xe films become opaque with increasing thickness. Film opacity may not play a significant role

for matrix isolation studies, as guest species concentration are generally high (1:104) to maximize

the signal for bulk spectroscopy [61]. Large guest concentrations are not a luxury available for the

SAM, which aims to image extremely small concentrations (1:1020), where individual atoms may

be obscured by noble gas film opacity. It is highly desirable to be able to deposit transparent films

of all the noble gas types, as the spectral behavior of guest species can vary significantly between

different matrix types.

The next section describes the systems and procedure for depositing noble gas films onto

the cryogenically cooled sapphire substrate in pSAM. The aforementioned gas handling system,

external to pSAM, controls the film growth rate and offers additional noble gas purification options.

The film growth rate is measured via laser thin film interference, and the optical quality of the
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films is measured after growth via white light transmission. After describing the equipment and

methods, observations from Neon, Argon, and Krypton film growths over a range of deposition

temperatures are catalogued.

3.3.2 Experimental setup

The noble gas flows into pSAM from the aforementioned gas handling system, and is directed at

the substrate with a thin capillary tube (1/16” OD). Noble gas atoms exiting the capillary tubing

will collide with and have some probability of freezing on the surface of the cold substrate, and in

this manner a thin film of solid noble gas gradually builds up. The thickness of the film is measured

using the principle of thin film interference, wherein extrema are evident in the intensity of laser

light transmitted through the film and substrate as the film thickness increases. This phenomena is

caused by interference of the coherent laser light in the film and is quantified by the condition for

extrema,

Mλ = 2n1t cos θ1 = 2t
√

n2
1 − sin2 θ0 , (3.3)

where λ is the wavelength of the light, θ0 is the angle of incidence, n1 is the index of refraction

of the film material, t is the film thickness, and M = 1,2,3... is an integer. Whether this is the

condition for a minima or maxima, which are separated only by a half integer (i.e. M + 1/2),

depends on the index of refraction of the substrate material n2 relative to the film n1 and whether it

is the reflectance R or transmission T being measured [62]. This distinction is immaterial for our

purposes, as the condition is used to calculate a growth rate from the frequency that maxima and

minima occur.

The experimental setup for a film growth is displayed in Figure 3.15, which also contains

detailed part and equipment information. Film growths occur with the substrate in the pSAM

growth chamber, which has a circular cross section and 8 access ports. Three of the ports are

occupied by a turbomolecular vacuum pump, and an ionization pressure gauge and residual gas

analyzer for vacuum diagnostics. Two large viewports on opposite sides of the growth chamber

allow optical access through the substrate at a 45-degree angle, and are designated for a thin film
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Figure 3.15: Top-Down schematic of a thin film thickness measurement during noble gas
deposition. Light from a diode laser is sent through the combination of a beam expander and iris
to reduce the light intensity below 1mW/cm2. Afterward the light passes through a 50:50 beam
splitter and one of the beams is focused onto a photodiode to monitor the beam power. The second
beam is directed and focused onto the center of the front surface of the substrate located in the
middle of the pSAM growth chamber at a 45 degree angle to the beam path. The light transmitted
through the substrate is focused onto a second photodiode to monitor the laser transmission as a
function of time.

interference measurement during growth. The port in line with the front surface of the substrate is

designated for beamline access, to be utilized for implantation of guest species that will be detected

during imaging. The two remaining ports are unused. Light from a diode laser is focused onto

the front surface of the substrate to get a localized film thickness measurement at the center of the

substrate. The laser power is measured before the substrate with the use of a beam splitter and

photodiode to correct for any fluctuations in laser power, and the light transmitted through the film

and substrate is monitored with a second photodiode.
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A film growth begins by setting the pressure in the gas handling buffer volume to approximately

5 Torr (≈0.3 µm/hr growth rate) for a period of 15 minutes in order to gently deposit an initial

thin layer of noble gas on the surface of the substrate. The gas handling pressure is subsequently

ramped up to a higher pressure, typically 100-150 Torr (≈100 µm/hr growth rate) for the remainder

of the film growth. As an example, a plot of the gas handling pressure and normalized laser

transmission is included in Figure 3.16, which clearly displays the increasing oscillation frequency

in the transmission as gas handling pressure is increased, corresponding to a growth rate increase.

The growth rate is extracted from the laser transmission with a peak finding function that locates the

minima and maxima in the interference pattern. Adjacent (M = 1) maxima or minima correspond

to a thickness increase ∆t = 1
2λ(n

2
1 − sin2 θ0)

−1/2. The diode laser used for these measurements

has a wavelength of λ = 638 nm and is aligned at a 45-degree angle to the substrate, giving

∆t ≈ 280 − 380 nm depending on the film type.

The film growth proceeds until a thickness of approximately 100 µm has been deposited. The

optical quality of the film is measured after growth based on the transmission of broadband (white)

light as measured by a spectrometer. Broadband light is produced by an Ocean Optics DH-2000-

S-DUV-TTL light source, employing deuterium and halogen lamps for stable light output (stability

and drift ≤0.1%/hr) in the wavelength range of 190-2500 nm. Light from the DH-2000 is fiber

coupled to a single collimating lens (Ocean Optics 74-UV) and directed through the substrate in

the pSAM imaging chamber. The transmitted light is collected and fiber coupled to an Ocean

Optics FLAME-S-ES Spectrometer, either a UV-VIS (200-850 nm) or VIS-NIR (350-1000 nm)

model depending on application, with a resolution better than 2 nm. A schematic of the film optical

quality measurement is included in Figure 3.17. Typical spectra measured by both spectrometers

are included in Figure 3.18.

3.3.3 Results

Films of Neon, Argon, and Krypton have been grown over a range of deposition temperatures

and for three distinct configurations of pSAM. The initial configuration (pSAM v1.4) featured a
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Figure 3.16: Example data from a 15 ± 1 µm Krypton film growth. The laser transmission (red) is
plotted alongside the gas handling pressure (blue) as read by the Baratron pressure gauge. After
the initial 15 minute deposition period at low pressure, depositing approximately half of a fringe
(roughly 140 nm), the gas handling pressure is ramped up to 150 Torr and the fringe frequency
increases drastically. Also pictured are the minima and maxima in the interference pattern (green
Xs). A much lower frequency oscillation is visible at high growth rates due to thin film
interference in the secondary film deposition on the back surface of the substrate.
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Figure 3.17: Top-Down schematic of a white light transmission measurement. Light is
fiber-coupled from the DH-2000 and collimated before passing through the substrate in the pSAM
imaging chamber. Transmitted light is gathered by a focusing lens and fiber coupled to the
spectrometer.
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substrate mount with a removable copper substrate holder. The v1.4 substrate mount and holder

were threaded (optical SM1) for ease of removal, however this led to thermal contact issues between

the substrate mount and holder at low temperature due to thermal contractions. The thermal contact

issue was resolved by application of cryogenic vacuum grease (Apiezon-N) between mount and

holder, however concerns regarding grease contamination of the substrate surface led to the design

of a new substrate mount. For the redesigned substrate mount, installed for pSAM v2.0 and v2.1,

the substrate is clamped directly to the mount with indium as a gasketing material, eliminating

the need for grease near the substrate. In pSAM v2.0, a new gas feedthrough and slightly longer

internal capillary tubing were installed to fix a small vacuum leak. In addition, pSAM v2.0 and

v2.1 feature a new section of blackbody shielding attached on the front (film) side of the substrate

mount shielding. The new shielding, a cylindrical copper tube (2” ID), was implemented to reduce

the total amount of blackbody radiation on the surface of the substrate and to serve as a mounting

fixture for the end of the capillary tubing. The end of the new capillary tubing was firmly mounted

to the new shield tube with a customized brass clamp, but this led to issues when flowing Argon

as the temperature of the capillary was low enough to freeze Argon inside the capillary, effectively

clogging it. As a result, only Neon films could be grown in pSAM v2.0 as the base temperature of

the shielding (31 K), and therefore the capillary tubing, is not low enough to freeze and become

clogged with solid Neon. For pSAM v2.1, the end of the capillary tubing was remounted with

Kapton tape, which has very poor thermal conductivity, instead of brass in order to thermally

insulate it from the copper shielding. The pSAM configurations are summarized in Table 3.3,

which also includes the measured distance between the substrate and the end of the capillary tubing

for each configuration. Figure 3.5 details the differences between the two substrate mounts.

3.3.3.1 Growth Rate

The growth rate follows a nonlinear relationship with the gas handling pressure as is displayed in

the left column of Figure 3.19, which includes data from approximately 30 separate film growths.

As the pSAM vacuum is maintained by pumping during growth (< 10−4 Torr), it is reasonable
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Table 3.3: Table of pSAM configurations.

Version Tubing Distance Base Temp. Pressure Notes

v1.4 2.8 cm 5.4 K 10−8 Torr Original substrate mount with cryo-
genic grease. End of capillary tubing
is unfixed.

v2.0 1.9 cm 5.8 K 10−8 Torr New capillary tube. Redesigned sub-
strate mount. End of capillary tube
clamped to new shielding tube. Cap-
illary clogs with frozen Argon.

v2.1 2.3 cm 5.8 K 10−8 Torr Remounted end of capillary tube with
Kapton tape. Clogging problem fixed.

v2.2 2.2 cm 4.4 K 10−8 Torr Replaced Al-mylar shielding. Moved
Temperature sensor to 2nd stage heat
exchanger.

to expect a growth rate that varies linearly with gas handling pressure, as would be expected for

freely flowing gases. Free molecular flow of gases is characterized by the mean free path between

collisions of gaseous atoms being large compared to the size of the enclosing volume, but that is

generally only the case for pressures below 1 Torr [63]. As the capillary tubing inside pSAM has

an inner diameter of only 1 mm and is roughly 50 cm in length, and the gas handling pressure is in

excess of 100 Torr, we interpret the nonlinearity as a consequence of gas flow through the capillary

tubing being viscous.

The gas handling system was not substantially changed between pSAM configurations, so the

variation of growth rates between pSAM configurations is attributed to differing distances between

the end of the capillary tubing and the substrate surface. The Neon growth rate variation between

pSAM configurations is consistent with the noble gas beam intensity following an inverse square

law with distance. This behavior is similarly evident in the Argon growth rate but does not appear

to be true for Krypton, as the growth rate is observed to vary by less than 20% between v1.4

and v2.1 while the inverse square law predicts a 1 − (2.8 cm/2.3 cm)2 ≈ 50 % variation. One

possible explanation for this inconsistency can be found by considering the different condensation

temperatures between noble gases along with the presence cryogenic shielding in vicinity of the
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substrate.

A linear relationship is observed if the growth rate is plotted as a function of pSAM pressure, as

displayed in the right column of Figure 3.19. This linearity implies that the pSAM pressure during

film growth can be used as a relative measure of the amount of gas flowing into pSAM that does

not freeze onto a cryogenic surface. Gas exiting the capillary tubing will have some probability

of sticking to the substrate or substrate mount, the cryogenic shielding, or colliding with other gas

atoms and escaping to be pumped away. Neon is the simplest case to consider as it can only freeze

on the substrate or substrate mount, since the base temperature of the cryogenic shielding ( 31 K)

is too high to solidify Neon. Rough measurements suggest that 80% of Neon freezes somewhere

with the remainder being pumped away, using the manufacturer’s advertised pumping speed of the

turbo pump and ambient pressure to calculate the volume of gas pumped away during growth.

Krypton on the other hand is likely to freeze anywhere on the substrate, mount, or shielding

structure due to its’ significantly higher freezing point around 40 K. This results in lower pSAM

pressure relative to Argon or Neon during film growth as very little gas is able to escape without

freezing. Attaching the new shield tube for pSAM v2.1 resulted in significantly lower ambient

pressures during Krypton growth relative to v1.4 due to the addition of a cold surface surrounding

the capillary tubing. The picture for Argon is slightly more complicated, as the temperature of the

cryogenic shielding is 35-36 K when the substrate is set to Argon film deposition temperatures,

which range from 24-36 K in this study. The vapor pressure of solid Argon exceeds 10−6 Torr

at temperatures above 30 K, resulting in noticeably higher ambient pSAM pressures during film

growth especially at higher deposition temperatures. The growth rate relative to pSAM pressure

is plotted as a function of deposition (substrate mount) temperature in the top row of Figure 3.21,

where each data point represents a single film growth. The parameter χGR is the slope extracted

from a linear fit to the growth rate vs pSAM pressure data in fig 3.19. In general, the growth rate

is shown to be independent of deposition temperature, and the Argon vapor pressure increase is

clearly evident for deposition temperatures above 30 K.
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trace are due to thin film interference in the secondary film on the back of the substrate. The inset
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function of deposition temperature.

3.3.3.2 Optical Clarity

The optical clarity of a film is quantified by measuring the intensity of broadband light from

the DH-2000 transmitted through the film and substrate relative to a clean (no film) substrate, as

measured by a spectrometer. A set of typical film clarity measurements for krypton films is included

in Figure 3.20. The noble gas films behave as a kind of anti-reflective coating on the substrate, as

the transmission of film and substrate can be as high as 110% for exceptionally clear films. The

clarity of 100 µm noble gas films is sensitive to substrate temperature during deposition. Though
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Figure 3.21: Collection of growth parameters as a function of deposition temperature. Top row:
growth rate relative to pSAM pressure. Middle row: average transmission of film and substrate
relative to only substrate. The error bars denote the transmission over the range of wavelengths
measured with the spectrometer. Films were generally more transparent to IR, and more opaque to
UV. Bottom row: thicknesses of films analyzed in this work.

53



0 10 20 30 40 50 60 70
Age of Film (hr)

0.95

0.96

0.97

0.98

0.99

1.00
A

vg
. T

ra
ns

m
is

si
on

 (f
ra

ct
io

n 
of

 in
iti

al
) Average Neon Film Transmission vs. Time

5.0

5.5

6.0

6.5

7.0

7.5

8.0

Su
bs

tra
te

 T
em

pe
ra

tu
re

 (K
)

0 10 20 30 40 50 60 70 80 90
Age of Film (hr)

0.7

0.8

0.9

1.0

A
vg

. T
ra

ns
m

is
si

on
 (f

ra
ct

io
n 

of
 in

iti
al

) Average Argon Film Transmission vs. Time

20

22

24

26

28

Su
bs

tra
te

 T
em

pe
ra

tu
re

 (K
)

0 20 40 60 80 100 120
Age of Film (hr)

0.2

0.4

0.6

0.8

1.0

A
vg

. T
ra

ns
m

is
si

on
 (f

ra
ct

io
n 

of
 in

iti
al

) Average Krypton Film Transmission vs. Time

30.0

32.5

35.0

37.5

40.0

42.5
Su

bs
tra

te
 T

em
pe

ra
tu

re
 (K

)

Figure 3.22: Film clarity as a function of time and temperature for neon, argon, and krypton. Film
clarity is relative to the initial transmission to decouple variations in initial film transmission from
the time dependent behavior. Holding a film at lower temperatures tends to ’freeze in’ the initial
film transparency.
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films generally remain transparent below 20 µm, they become increasingly opaque with increasing

thickness outside of a small temperature window for each film type, where the transmission is

maximized. Films showing any opacity are more opaque to shorter wavelength light and generally

remain transparent to wavelengths longer than 700 nm, except for films having below 90% average

transparency. The ideal temperatures Tid are all above the characteristic temperatures Tch reported

in [28], included in Table 3.4, but below the temperatures where sublimation of the accumulated

frozen gas becomes significant. Annealing films after deposition causes them to become more

opaque. The averaged transmission of white light for Ne, Ar, and Kr films as a function of

deposition temperature are plotted in Figure 3.21. Figure 3.23 contains pictures of films that

exhibit common characteristics.

Neon films were grown over a limited temperature range, as the base (lowest) temperature

was limited to 4.6 K and sublimation of Neon becomes significant at temperatures higher than 9

K. The only Neon films grown during v1.4 configuration were at the base temperature and were

highly transparent by eye and to white light. Interestingly, the films were slightly opaque at the

base temperature for the v2.0 and v2.1 configurations, and the highest transparency deposition

temperature was achieved at 8 K. A film grown at 4.6 K in v2.2 shattered at a thickness of 60

µm during growth, but was otherwise transparent. The specific cause of the discrepancy between

configurations has yet to be identified. The white light transmission of Neon films maintained at

deposition temperatures (6 − 8 K) decreased at a rate of 0.02 − 0.1 %/hr, with lower temperatures

generally maintaining initial transparency for longer (see the top plot in Figure 3.22). Effects of

cooling the films after growth were not studied due to the limited available temperature range.

Argon films were deposited at temperatures ranging from 24-36 K and show a stark difference

between pSAM configurations. Films during v1.4 were most transparent at 25 K, becoming steadily

more opaque with increasing temperature, and in general were found to be slightly less transparent

to visible wavelengths λ < 700 nm than Neon or Krypton. Films maintained at deposition

temperatures became increasingly opaque with time, at a rate of 0.02 − 4 %/hr, worsening with

increasing temperature (see the middle plot in Figure 3.22). Cooling films to 20 K after growth
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allowed the transmission to remain constant for more than 12 hours. Cooling 100 µm films below

20 K would cause them to shatter.

Films grown during v2.1 were significantly more opaque than v1.4, scarcely breaking 50%

transparency at the best deposition temperature, and a film deposited at 24 K was nearly completely

opaque (transmission < 0.5%). Similar to Neon, Tid was shifted higher by a few degrees for v2.1

relative to v1.4. The films during v2.1 are visibly cloudy in the center of the substrate and become

more transparent toward the edge. The opacity of the v2.1 films is likely related to the addition of

the cylindrical copper tube to the shielding structure around the front substrate surface and capillary

tube. The shielding structure is at a temperature corresponding to a high vapor pressure for solid

Argon (Tshield ≈ 36 K). The presence of low temperature Argon gas continuously subliming from

the shielding surface may be negatively affecting the film transparency.

Krypton films were deposited at temperatures ranging from 29-44 K and show clarity behavior

consistent across v1.4, v2.1 and v2.2. Films exhibited the highest white light transmission when

deposited near 34 K, with a slightly decreasing transmission with increasing temperature. Films

become rapidly opaque at temperatures below 32 K, which corresponds to Tch reported in [28].

Small speckling became visible in films at temperatures of 32 K and below. A film grown at 6 K

was completely opaque and brittle, taking on the appearance of snow or frost, and a section of the

film dislodged from the substrate during growth. Curiously, krypton films grown near 40 - 41 K

exhibit wispy, frost-like structures visible in the film that disappear with time as the films become

cloudy. Films maintained their initial transparency for more than 100 hours if temperature was

held below 30 K. Films maintained at 35 − 36 K exhibited decreasing transparency at a rate of

0.1−0.2 %/hr of their initial transparency (see the bottom plot in Figure 3.22). Cooling the films to

after deposition was effective in maintaining transparency, however cooling 100 µm Krypton films

below 30 K caused them to shatter independently of the cooling rate.
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Figure 3.23: Pictures of films exhibiting different characteristics. The pictures were taken through
the rear viewport on the pSAM imaging chamber (except for the bottom right), so the film is on
the far side of the substrate.

Table 3.4: Table of solid noble gas film properties. Tsubl is defined as the temperature at which
the vapor pressure is 10−4 Torr.

Neon Argon Krypton Source

Tch (K) 5 ± 1 18 ± 1.5 29 ± 2 [28]
vpch (Torr) 9.4 × 10−15 1.1 × 10−17 6.5 × 10−14 [26]
Tid (K) 8 ± 0.5 27 ± 2 35 ± 2 this work
vpid (Torr) 2.2 × 10−7 5.4 × 10−9 3.0 × 10−10 [26]
Tsubl (K) 10.0 36.2 50.8 [26]
d0 (µm) 19 22 27 [28]
d0 (µm) 20 26 19 this work
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3.3.3.3 Fringe Contrast

The amplitude of interference fringes in transmitted laser light decreases with increasing film

thickness, a phenomena also reported in [28]. The fringe contrast, defined as the difference in

transmitted laser power for an adjacent minima and maxima, is typically 10 − 15% for the initial

interference fringes as displayed in Figure 3.24. This contrast steadily decays with increasing

thickness until a maximum thickness where fringes become indistinguishable, d0. The fringe

contrast decay and maximum thickness (d0) as a function of deposition temperature are also

displayed in Figure 3.24. The maximum thicknesses reported in [28] are included in Table 3.4

alongside the average d0 of all film growths reported in this work. The loss of contrast is attributed

in [28] to a loss of intensity within the film due to absorption and scattering. Since interference

fringes are indistinguishable for most films beyond thicknesses of 40 µm, and the gas handling

pressure is held constant, the growth rate is assumed to remain constant for the remainder of the

growth for the purposes of calculating the final thickness. Locations of minima and maxima are

extracted during post-growth analysis using the signal processing algorithm argrelextrema, part

of the SciPy package in Python [64]. The algorithm typically begins reporting erroneous extrema

when the fringe contrast falls below 0.5%, where fringe amplitudes approach the noise floor for the

photodiodes.

The initial fringe contrast generally decreases with increasing deposition temperature, but in-

terestingly the fringe contrast decay increases proportionally with temperature, leading to relatively

constant d0. The initial fringe contrast can be exceptionally low at higher deposition temperatures,

in the range from 1 − 5%, but contrast is typically sustained beyond 10 µm. Krypton films de-

posited in pSAM v2.1 exhibit a drastic, low frequency oscillation in fringe contrast, attributed to

an interference beating effect with in the secondary film on the back of the substrate, which results

in a systematically smaller d0. In the absence of the beating effect, fringes are observable out

to thicknesses of 30µm. A single Argon film deposited at 27 K sustained observable fringes at

thicknesses beyond 80 µm, suggesting a larger d0 may be achievable. A significant change was

observed between pSAM configurations when considering the maximum thickness at which fringes

58



5 6 7 8 9
0

5

10

15

20

Initial
 Fringe 

 Contrast
(%)

Neon

24 26 28 30 32 34 36
0

5

10

15

20
Argon

30 32 34 36 38 40 42 44
0

5

10

15

20
Krypton

5 6 7 8 9
2.5

2.0

1.5

1.0

0.5

0.0

Fringe
 Contrast

 Decay
( %
µm )

24 26 28 30 32 34 36
2.5

2.0

1.5

1.0

0.5

0.0

30 32 34 36 38 40 42 44
2.5

2.0

1.5

1.0

0.5

0.0

5 6 7 8 9
Deposition Temperature (K)

0

20

40

60

80

Max
 Thickness

 Fringe
d0 (µm)

v1.4
v2.0
v2.1
v2.2

24 26 28 30 32 34 36
Deposition Temperature (K)

0

20

40

60

80 v1.4
v2.1
v2.2

30 32 34 36 38 40 42 44
Deposition Temperature (K)

0

20

40

60

80 v1.4
v2.1
v2.2
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fringe plotted as a function of deposition temperature.
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could be observed, consistently across all film types. Values of d0 in v1.4 are larger by roughly a

factor of 2 compared to v2.0 and v2.1 The laser diode system detailed in Figure 3.15 was partially

disassembled between configurations v1.4 and v2.0 to allow for the removal of pSAM from the

laser table. A plausible source of the systematic difference between pSAM configurations could

be found in the realignment of the laser diode system performed after subsequent re-installation of

pSAM on the laser table. A slightly longer focal length lens was utilized as focusing lens # 2 in

v2.0 and v2.1, mainly for convenience.

3.3.3.4 Film uniformity

The thickness of a Krypton film was measured along several points along a vertical line through the

center of the substrate. Thin film interference fringes were observed when monitoring the intensity

of reflected and transmitted laser light focused on the substrate from a continuous wave Ti:Sapphire

laser (MSquared SOLSTiS), whose wavelength was continuously varied between λ = 770 − 800

nm (487 cm−1, or 14.6 THz scan width). Similar to the thickness measurement during growth,

film thickness can be determined from the position of extrema using the relation

t =
Mabλaλb

2(λa − λb)
√

n2
1 − sin2 θ0

, (3.4)

where λa and λb are the wavelengths of two extrema, θ0 is the angle of incidence, n1 is the index of

refraction of the film material, t is the film thickness, and Mab is the number of fringes separating

the extrema [62]. For example, adjacent maxima would correspond to Mab = 1, and a maximum at

λa separated from a minimum at λb by two minima and maxima would correspond to Mab = 2.5.

The number of fringes observed, and consequently the uncertainty of a given measurement, is

determined by the width of the scan and the thickness of the film. Observation of one complete

fringe in the 487 cm−1 window requires a thickness of at least 7.6 µm for a Krypton film (n1 = 1.38,

θ0 = 7◦). A larger scan width, thereby increasing the number of fringes observed, could be used to

reduce uncertainty in thickness, but the width of scans was limited to 30 nm in the interest of time

(approximately 10 min/scan).
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No fringes were observed when this technique was applied for 100 µm Argon and Krypton

films, consistent with maximum fringe thicknesses reported in the fringe contrast section. The

uniformity measurement was performed on Krypton films during v1.4 and v2.1 with center thick-

nesses measured during growth of 15 µm. Thickness measurements were taken at points along a

vertical line through the center of the substrate. The interference fringes observed in reflection at

each point for the v1.4 uniformity measurement are shown in Figure 3.26, and the thickness at each

point is plotted in Figure 3.25. The film is significantly thicker near the top of the substrate closest

to the end of the capillary tubing, which is located at y = 13 mm and the horizontal distance listed

in Table 3.3.

The fringes also had the greatest contrast near the top of the substrate. Although fringes were

observed across the entire substrate for the v1.4 measurement, the fringe contrast fell below 0.5 %

near the bottom, relative to an order of magnitude higher near the top. Interestingly, the v2.1

measurement only yielded fringes at the top of the substrate, and clear fringes were not observed

below 5.4 mm during the initial scan. To explore the possibility of a thickness dependence on

the presence of fringes, an additional 5 µm of Krypton was deposited and the scan was repeated,

but fringes were again only observed near the top of the substrate, though at lower contrast and

disappearing altogether at 5.4 mm. The thickness measurements plotted at y = 0,−5.4 mm in the

right panel of Figure 3.25 come from the fringes observed during the initial and subsequent krypton

depositions. It can be inferred from this measurement that the rapid disappearance of fringes for

scans below 7.2 mm does not seem to be dependent on the thickness of the film. The lack of

fringes could be due to the local nonuniformity of the film where the laser interference occurs. This

nonuniformity over the beam spot size may be sufficient to destroy any measurable interference

signal on the downslope of the distribution, whereas the film thickness seems to have plateaued

(more uniform) at the top of the substrate, allowing for measurable interference fringes. This is

consistent with observing fringes across the entire substrate in v1.4, as the increased separation

between substrate and capillary tubing resulted in a more uniform film.

Themeasured thickness distribution on the film is fairly consistent with both uniform and cosine
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Figure 3.25: Thickness of a Krypton film as a function of position along a vertical line through the
center of the substrate, as measured in pSAM v1.4 (left) and v2.1 (right). The included lines
depict the predicted thickness distribution assuming uniform and cosine intensity distributions for
gas leaving the end of the capillary tubing. It should be noted that the vertical and horizontal axis
have different scales. For v2.1, interference fringes were only observed at the top of the substrate.
Attempts at other positions near the middle and bottom of the substrate yielded no interference
pattern, and a second measurement was performed after depositing an additional 5 µm onto the
film, similarly yielding interference fringes only near the top.
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Figure 3.26: Set of wavelength scans for the Krypton film uniformity measurement performed in
pSAM v1.4, which illustrates typical interference patters for a wavelength scan. The amplitude of
the fringes was largest at the top of the substrate.

intensity distributions from of the end of the capillary tubing, which implies that the film uniformity

is dominated by an inverse square law from the end of the capillary tubing. The cosine distribution

predicts a slightly sharper peak, but the behavior on the downslope of the peak is too similar to

the uniform distribution to distinguish within the precision of these measurements. The capillary

tubing for v2.1 is 20% closer to the substrate, likely causing the film to be noticeably less uniform

in v2.1, and suggestive of a sharper intensity distribution than attributable to a cosine. Attaining a

more uniform film can be accomplished by increasing the distance between substrate and tubing,

though at the cost of using more gas. Alternatively, increasing the number of tubes symmetrically

around the substrate could decrease the nonuniformity.
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3.3.3.5 Film purity

Quantifying the amount of impurities in the noble gases flowing into pSAM can be accomplished

via direct measurement with the residual gas analyzer (RGA). Neon, argon, and krypton gases were

flowed into pSAM at room temperature by stepping the gas handling system buffer volume pressure

between 2 − 10 Torr, while continuously measuring the partial pressures of the most abundant

residual gases in pSAM for 5 minute intervals. The vacuum pumps on pSAM were running, and

the gas handling pressure was purposely limited to low pressure (10 times lower than during a film

growth) to keep the pressure inside pSAM below 10−5 Torr, as the RGA is limited to a maximum

pressure of 10−4 Torr (with the electron multiplier off). The purity of the gas was measured without

any additional purification measures (getter purifier was bypassed, and liquid nitrogen cold trap was

at room temperature) to establish a baseline. The purity measurements are summarized in Table

3.5. The RGA is sensitive to partial pressures on the order of 10−9 Torr with the electron multiplier

powered off, which is necessary when operating at such high pressures, and so the sensitivity of

the purity measurements was limited to 0.3%.

As a baseline, neon gas was flowed into pSAM while at a temperature of 20 Kelvin which

sufficiently low to freeze nearly all impurity gases. As expected, the resulting purity measurements

were consistent with the labeled gas bottle purity (99.999%) within the sensitivity of the RGA,

since the most abundant residual gases (nitrogen, oxygen, water, CO2, etc) would freeze to the

substrate before having a chance to contact the RGA sensor. However, measurements performed

with pSAM at room temperature showed impurity levels well in excess of the labeled gas purity.

Neon and krypton were measured to have impurities at the level of 5%, and argon significantly

better at 1%. In all cases the impurities were primarily molecular nitrogen, with trace amounts

of the other components of air. The purity generally improved with gas flow rate, suggesting the

impurities may be acquired in the gas handling buffer volume and cold trap, and that the purity

may be significantly better at the gas flow rates used during film growth (Gas Handling pressures

above 100 Torr). Unfortunately, a purity measurement is not possible at such flow rates due to the

aforementioned pressure limitations of the RGA.

64



Table 3.5: Purity of noble gases flowing into pSAM as measured with the RGA.

G.H. Pressure Neon (20 K) Neon (r.t.) Argon (r.t.) Krypton (r.t.)
Torr % % % %

2 99.4(9) 94.8(3) 98.8(5) 94.9(7)
4 99.4(8) 94.8(4) 99.0(4) 94.8(5)
6 99.5(9) 95.3(4) 99.1(3) 95.1(4)
8 99.5(8) 95.7(4) 99.2(3) 95.7(4)
10 99.6(8) 96.2(4) 99.3(3) 96.3(3)

3.3.3.6 Noble Gas Use and Sticking Probability

One method to measure the total amount of gas used during a film growth is to use the vacuum

pressure and the pumping speed of the turbomolecular pump (TMP, an Oerlikon TurboVac 50).

The ideal gas law translates the TMP pumping speed S = 55 L/s and vacuum pressure P into a

molar flow rate Ûn via

Ûn =
SP
RT

, (3.5)

where T is the gas temperature and R = 8.314 J mol−1 K−1. Integrating this quantity over the

duration of the film deposition will give the amount of gas that is wasted during growth (pumped

away). Similarly, integrating this quantity as the cold components are warmed will yield the total

amount of gas that is frozen somewhere on the cold components. It is however not clear what

the temperature of the noble gas is, either during deposition or sublimation. During growth, gas

entering pSAM is expected to be at room temperature, but likely cools somewhat in the narrow

capillary tubing that snakes inside the approximately 35 K copper shielding structure. The gas

atoms subliming from the substratemount as the film ismelted can be assumed to be the temperature

of the substrate mount on average, but it is not clear what the average gas temperature is in the

vicinity of the pressure gauge and TMP, after having interacted with the 35 K copper shielding

structure and the 300 K vacuum vessel. The mean free path of gas atoms at 10−4 Torr (typical

maximum pSAM pressure during growth) is on the order of 0.1 − 1 m, equal to or larger than the

size of the vacuum vessel itself, so the gas atoms should not have sufficient self-interaction to create

a temperature gradient between the cold components and the vessel walls.
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Neon is ideal to use for this measurement since its’ low sublimation temperature (10 K) means

it will only freeze to the substrate mount, unlike argon and krypton which can freeze to the copper

shielding structure. Neon’s 10 K sublimation temperature is also significantly separated from the

common components of air, so it is reasonable to assume the measured vacuum pressure is almost

entirely due to neon and not nitrogen or any other gases. For a 100 µm film grown in pSAM v1.4,

a total of 81 ± 16 mmol of neon was used based on integrating Equation 3.5 through the growth

and sublimation, assuming a neon gas temperature of 30± 5 K and including a 15% manufacturers

uncertainty in the pressure. Of that total, 8.5 mmols (10%) was pumped away during growth, with

the remainder coming off during sublimation. As the molar flow rate is inversely proportional

to temperature, assuming a neon gas temperature of 300 K would reduce the total to 8.1 mmol.

It is reasonable to expect the temperature of neon gas is the same during growth as it is during

sublimation, so the waste factor of 10% is likely independent of the assumed temperature. Based

on a rough calibration of the gas handling system, an estimated 84 ± 3 mmol of neon was used,

which suggests that the neon gas temperature in pSAM is closer to 30 K.

There are roughly 3.6 mmol of neon in a 1 in diameter, 100 µm thick solid neon film, so the

amount of neon used that actually ends up frozen to the substrate is around ε = 3.6/81 ≈ 4%.

With the capillary tubing distance of 2.8 cm in v1.4, the probability of gas emanating from the end

of the tube hitting the substrate is approximately 9% assuming a uniform distribution, and 17%

for a cosine distribution. Therefore the ’sticking probability’, defined as the percentage of atoms

hitting the substrate that actually freeze to it, is in the range of 25− 50% depending on the intensity

distribution out of the tube.

3.3.4 Conclusions

A study by Schulze and Kolb [28] reports the density and refractive index of Ne, Ar, Kr, and Xe

solid films over a wide range of condensation conditions by varying parameters such as substrate

temperature, growth rate, and film thickness. They report no significant dependence of the density or

refractive index on the film growth rate or thickness. However, they report a significant dependence
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on the density and refractive index below a characteristic temperature for each gas. They conclude

that at temperatures above the characteristic temperature (reproduced in Table 3.4), the solidifying

noble gas atoms have sufficient mobility to form ‘well-ordered crystallites with a close packed

structure’. At temperatures below the characteristic temperature, the nucleation rate increases,

resulting in a ‘reduction of the crystallite size’, effectively reducing the density and refractive index.

Their commentary on film transparency is limited, other than to say that films become cloudy above

thicknesses of 20-30 µm.

Though the density and refractive index was not measured in pSAM, the cloudy and frosted

appearance of argon and krypton films grown at temperatures at or below the characteristic tem-

perature is consistent with the density behavior described in [28]. In contrast, depositing optically

transparent 100 µm films of solid noble gases in pSAM is consistently achieved so long as the

substrate is held within a temperature window during deposition, specific to each noble gas. The

relevant windows are 7.5 − 8.5 K for neon, 25 − 27 K for argon, and 33 − 35 K for krypton. The

initially transparent films become cloudy if the substrate temperature is maintained at the deposition

temperature, but cooling the substrate after growth by 3 − 4 degrees K effectively freezes-in the

initial transparency for more than 100 hours. Cooling the films by more than a few degrees K

causes the films to shatter. Efficiently depositing the noble gas onto the substrate is best achieved

by setting the tubing close to the substrate, at the cost of a more nonuniform film, as the intensity

distribution of gas from the capillary tubing seems to be dominated by the inverse-square law.
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CHAPTER 4

CALIBRATED FLUORESCENCE SPECTROSCOPY OF MATRIX ISOLATED
RUBIDIUM ATOMS

4.1 Introduction

As a commissioning experiment for pSAM, a cross section measurement for the reaction
84Kr(p, γ)85Rb has been chosen due to a few favorable properties. Since the beam (krypton) is a

noble gas, any unreacted beam will be implanted in the solid noble gas film (also krypton, in this

case) and be optically undetectable. This reaction has a large cross section (of the order 1 mb at 2.5

MeV/u center of mass energy) which will ensure relatively fast creation of a large number of product

atoms to aid in detection. Rubidium is an alkali atom with a cycling 5s 2S→5p 2P transition at a

readily accessible excitation wavelength, and exhibits a large wavelength shift between excitation

and emission (see Table 2.3) when embedded in solid krypton. In this chapter, measurements of

the absorption and fluorescence spectra of matrix isolated rubidium in solid krypton are presented

and compared to previous measurements [21, 38].

In order to detect the number of product atoms captured in the film for a nuclear reaction

cross section measurement, the intrinsic brightness of a matrix isolated rubidium atom needs to be

measured. To that end, the fluorescence cross section σ f = P/I of a rubidium atom in krypton will

be measured, where P is the power emitted by an atom under resonant excitation light of intensity I.

Measuring this cross section requires implanting a known number of rubidium atoms in a krypton

film and measuring the total fluorescence power emitted by those atoms under laser excitation. The

number of atoms emitted by a source of rubidium atoms will be measured with a technique called

atomic beam fluorescence (ABF), where resonant laser excitation intersects the atomic beam in

vacuum. The vacuum fluorescence intensity from this intersection region is then used to calculate

the intensity of the atomic beam. Knowledge of the atomic beam intensity and the krypton film

growth rate allows for calculation of the rubidium number density in the krypton film.
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4.2 Experimental Setup

A diagram of the experimental setup during solid krypton film growth with rubidium co-

deposition is shown in Figure 4.1. Rubidium metal is contained in a titanium crucible fitted with a

cylindrical nozzle. The high vapor pressure of rubidium ensures a significant density of rubidium

gas in the crucible, which effuses out through the nozzle. The nozzle opening has dimensions of 10

cm in length and 1 mm in diameter in order to create a narrow, collimated beam of rubidium atoms.

The total flux of rubidium out of the nozzle can be controlled by increasing the vapor pressure of

the source rubidium through adjusting the temperature of the titanium crucible, which can be set

between room temperature and 400 Celsius with the use of a resistive heating element.

Laser light from MSquared SOLSTiS Ti:Sapphire laser was aligned normal to the rubidium

atomic beam and to intersect it at a distance of 35 mm from the end of the nozzle. The laser

wavelength is measured with a HighFinesse WS6-600 wavelength meter. The laser beam profile

was Gaussian with a diameter of 5.4 mm with a 5 MHz linewidth. The laser wavelength was

scanned through the Rubidium D1 transition, and the emitted fluorescence power was measured

with an avalanche photodiode (APD, Thorlabs APD410A2) located 95 mm above the intersection

volume. As the fluorescence signal is small, an optical chopper (Thorlabs MC2000B) is employed

to pulse the laser excitation at a frequency of 1 kHz, and the optical chopper reference signal and

the APD output are sent to a lock-in amplifier (SRS Model SR530) to improve the sensitivity of

the measurement. The measured fluorescence intensity is utilized to calculate the intensity of the

atomic beam. The transmitted laser power is also measured with a Thorlabs PM120VA power

meter. Typical ABF scan parameters and settings are listed in Table 4.1.

The rubidium atomic beam is implanted in a solid krypton during film deposition onto a sapphire

substrate in the pSAM growth chamber. Krypton film growth has been previously described in

Chapter 3. Optical absorption measurements are acquired with an Oceanview DH-2000 white light

source and Flame Spectrometer during growth and rubidium implantation. Flow of rubidium into

the film is controlled by opening and closing a gate valve between the rubidium source and the

substrate.
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Table 4.1: Table of ABF laser scan parameters.

Avalanche Photodiode (APD410A2) properties
Responsivity @ 795 nm Transimpedance Gain Conversion Gain

13.75 A
W 500 kV

A 6.875 × 106 V
W

Lock-in Amplifier (SRS SR530) settings (25 ◦C rubidium source)
laser power sensitivity time constant approx. signal amplitude

0.3 mW 100 µV 30 ms 2 V
4.0 mW 500 µV 30 ms 7 V

Rubidium D1 laser scan parameters
center λ (nm) scan width scan rate

794.9769 10 GHz 20 MHz
s

Thorlabs
Optical Fiber

FG105ACA 105um

Aspheric Lens
ACL2520U-A, f=20.1mm

Power Meter
PM120VA

Titanium crucible
w/ Rubidium metal

Titanium nozzle

Rubidium 
atomic beam

Viewing area for
Avalanche Photodiode

APD410A2
substrate

pSAM growth chamber

MSquared
SOLSTiS laser

Rubidium 
atomic beam

Krypton gas

Oceanview Spectrometer
    Flame-S-VIS-NIR-ES    

Focusing Lens
LA1951-A
f=25.4mm

Oceanview
Fiber Collimator

74-UV

Oceanview
White Light Source

DH-2000-S-DUV-TTL

PC

Thorlabs
Optical Fiber
MHP550L02

Thorlabs
Optical Fiber
MHP550L02

Wavemeter
WS6-600

PC

1 kHz optical chopper

APD signal

reference
signal

Lock-in amplifier

gate
valves

Figure 4.1: Experimental setup for rubidium atomic beam fluorescence and white light absorption
of matrix isolated rubidium during a solid krypton film growth.
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Thorlabs
Optical Fiber

P1-630A-FC-5

Aspheric Lens
ACL2520U-A, f=20.1mm1" Plano-Convex Lens

LA1131-B, f=50mm

Dichroic Beamsplitter
Semrock Di02-R830-25x36

substrate
2" Aspheric Lens

Edmund #67-281, f=40mm

Andor Clara
CCD Camera

long-pass edge filter
Semrock BLP01-830R-25

MSquared
SOLSTiS laser

Pellicle Beamsplitter
BP058

Power Meter
PM120VApSAM imaging chamber Wavemeter

WS6-600

CCD sensor

8.98 mm

6.71 m
m

Figure 4.2: Experimental setup for fluorescence imaging of matrix isolated rubidium samples.
Included is an actual image of the substrate illuminated by background light from the ion gauge.
The capillary tubing for noble gas deposition is just visible at the bottom edge of the substrate (the
image is inverted).

After film growth the substrate is moved to the imaging chamber for fluorescence imaging, as

shown in Figure 4.2. Fiber coupled light from the SOLSTiS is collimated by an aspheric lens and

sent through a focusing lens to expand the beam profile to the size of the substrate. The front

surface of the substrate is imaged onto an Andor Clara CCD camera sensor with a 2 inch Aspheric

lens (Edmund #67-281, f=40 mm) placed to create a 1/4-sized image of the substrate on the CCD

sensor. Reflected and scattered laser excitation light is filtered by two optical color filters, a dichroic

beamsplitter (Semrock Di02-R830-25x36) and a long-pass edge filter (Semrock BLP01-830R-25),

both of which pass light of wavelength longer than 830 nm.

4.3 Results

Three rubidium-doped krypton films were grown at a deposition temperature of 8 Kelvin and a

growth rate of 5.3, 4.7, and 4.7 µm/hr. To prepare the samples, an initial 1-µm layer of krypton was

deposited on the substrate, which was followed by a layer of codeposited rubidium and krypton for

a duration of 1452, 693, and 1542 s, respectively. Another layer of only krypton was then deposited

until a total film thickness of approximately 5 µm was reached. This sample preparation procedure
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was adapted from [21]. Samples were attempted at krypton growth rates between 13–140 µm and

deposition temperatures of 34 K and 37 K, but no absorption or laser-induced fluorescence due to

rubidium was observed.

4.3.1 Vacuum Rubidium Spectrum

The fluorescence power asmeasured by theAPD is plotted as a function of excitation laser frequency

in Figure 4.3 for a single scan. The scan is well represented with a fit of eight Voigt profiles and the

measured hyperfine levels and splittings agree with the literature values, as summarized in Table

4.2. The Voight line profile is a convolution of Gaussian and Lorentzian lineshapes, and is defined

as

V(ν;σ,γ) =
∫ ∞
−∞

1
σ
√

2π
exp

(
−
ν′2

2σ2

)
γ/π

(ν − ν′)2 + γ2 dν′, (4.1)

where ν is the frequency, σ is the standard deviation of the Gaussian, attributed to Doppler

broadening, and γ = 2.875MHz is the half-width at half-maximum of the Lorentzian, which is

half the natural linewidth of the transition.

Based on the amplitude of the spectra for each isotope, the measured isotopic ratio for 85Rb is

0.637(69) and for 87Rb is 0.363(39), while the reference data reports an isotopic ratio of 0.7217(2)

and 0.2783(2) for 85Rb and 87Rb [2]. The fitted Voigt profiles have an average standard deviation of

178 MHz due to Doppler broadening, which corresponds to a velocity spread of v = cσ/ν0 = 140

m/s.

4.3.2 Rubidium Deposition Rate

The number of atoms exiting the nozzle can be calculated from the measured fluorescence intensity.

The power emitted by a single atom Patom under two-level resonant excitation light with intensity

I is

Patom = hν
(
Γ

2

)
I/I0

1 + I/I0
(4.2)
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Figure 4.3: Fluorescence power as measured by the APD as the frequency of excitation light is
scanned through the Rubidium D1 transition.

Table 4.2: Rubidium D1 hyperfine structure. Reference data is taken from [2]. Reference value
uncertainties are generally less than 100 kHz. Wavelength measurements are precise to 7 MHz,
with an absolute calibration accuracy of 600 MHz.

Rubidium D1 Transition (52S1/2 → 52P1/2)

Wavelength λ = 794.979 014 933(96) nm
Frequency ν0 = 377.107 385 690(46) THz
Lifetime τ = 27.679(27) ns

Natural linewidth Γ = 2π · 5.75 MHz
Isotope shift ν0(87Rb) - ν0(85Rb)= 77.583 MHz

85Rb ν − ν0 , F→ F’ = 2→ 3 2→ 2 3→ 2 3→ 3 avg. shift

reference (GHz) 1.5599 1.9215 -1.4758 -1.1142
measured (GHz) 1.5917 1.9715 -1.4296 -1.0618 0.0451

87Rb ν − ν0 , F→ F’ = 1→ 2 1→ 1 2→ 1 2→ 2 avg. shift

reference (GHz) 3.8769 4.6717 -2.9919 -2.1359
measured (GHz) 3.8388 4.6555 -2.9958 -2.1791 0.0253

level splitting 85Rb 52S1/2
87Rb 52S1/2

85Rb 52P1/2
87Rb 52P1/2

reference (GHz) 3.0357 6.8347 0.3616 0.8166
measured (GHz) 3.0274 6.8383 0.3738 0.8254
difference (GHz) -0.0083 0.0036 0.0122 0.0088
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where h is the Planck constant, ν is the frequency of the emitted photon, Γ is the excited state decay

rate, and I0 is the saturation intensity, which is defined as the intensity at which the fluorescence

power is half of the saturated power Psat = hνΓ/2. The total power measured by the APD is given

by

PAPD =

∫
εΩ(x, y, z) Psat

I(x, y, z)/I0
1 + I(x, y, z)/I0

n(x, y, z) · dV, (4.3)

where the integral is over the volume where the laser light of intensity I(x, y, z) intersects the

distribution of atoms emitted from the nozzle, described by the number density n(x, y, z). The solid

angle efficiency εΩ is the ratio of power detected by the APD sensor to the total power emitted,

εΩ =
AAPD

4πr2 , (4.4)

valid for 4πr2 � AAPD, where AAPD = 0.196mm2 is the area of the APD sensor, and r ≈ 100mm

is the distance from the APD sensor to a volume element.

As the angular intensity J(θ) of rubidium atoms out of the nozzle is unknown, two different

models are used to calculate an upper and lower limit on the number of rubidium atoms collecting

in the krypton film. Each model is displayed in Figure 4.4. The first model is a simple cosine

distribution to simulate a broad, diffuse atomic beam,

J1(θ) = S1
cos θ
π

(4.5)

where J1 is the angular intensity in atoms/sr/s, S1 is the total rate of atoms emanating from the

nozzle in atoms per second, and θ is the polar angle with respect to the axis of the nozzle. The

second model is taken from [65], and is derived from the distribution atoms which traverse a

cylindrical channel of the same dimensions as the nozzle with radius r = 0.5 mm and L = 100

mm, while neglecting interatomic collisions,

J2 =
S2
C

j(θ), (4.6)

where C is a normalization constant, and

j(θ) =


α cos θ + 2

π cos θ
[
(1 − α)R(q) + 2

3q (1 − 2α)(1 − (1 − q2)3/2)
]

; q ≤ 1

α cos θ + 4
3πq (1 − 2α) cos θ; q ≥ 1

(4.7)
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Figure 4.4: Angular intensity distribution models plotted as a function of angle relative to the
centerline (θ = 0) intensity.

for

q =
L
2r

tan θ, R(q) = arccos q − q
√

1 − q2, (4.8)

and

α =
1
2
−

1
3β2

©«
1 − 2β3 +

(
2β2 − 1

) (
1 + β2

)1/2

(
1 + β2)1/2 − β2 sinh-1( 1β )

ª®®®¬ with β =
2r
L
. (4.9)

The number density is calculated from the angular intensity via

n(x, y, z) =
(

J(θ)
v

)
1

x2 + y2 + z2 (4.10)

where (x, y, z) is the position relative to the end of the nozzle, and v =
√

8kBT/πm is the average

velocity of the rubidium atoms with mass m and temperature T .

The saturation intensity was determined by scanning the laser through the Rubidium D1 reso-

nance for different laser powers. The saturation intensity is extracted from a best fit to the integrated

APD signal as a function of laser intensity, as displayed in Figure 4.5. With the saturation intensity

and the integrated APD power, the total atomic beam current for each model, S1 and S2, can be
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Figure 4.5: Integrated APD voltage as a function of laser intensity. A best fit to this data yields a
saturation intensity I0 = 13.6 ± 2.9 mW/cm2

calculated from Equation 4.3. The power density for each angular distribution model as detected

by the APD is plotted in Figure 4.6.

Three krypton films were grown with different quantities of rubidium atoms embedded, con-

trolled with the rubidium source temperature (rubidium current) and deposition time. The results

are summarized in Table 4.3, including total atomic current out of the source S, number of atoms

in the film N f ilm, rubidium number density in the krypton film n f ilm, and rubidium concentration.

Upper and lower limits were determined by the J2 and J1 angular distributions, respectively. The

number of rubidium atoms implanted in the krypton filmwas calculated by integrating the rubidium

atomic beam intensity over the substrate in pSAM, assumed to be a circle of radius 1 cm at a distance

of 85 cm from the rubidium nozzle. The largest (and dominant) source of uncertainty in the number

of atoms is from the uncertainty in the saturation intensity, which contributes around 20–30 %.

Uncertainty in the laser beam radius contributes a small amount (< 5 %), and the uncertainty in the
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Figure 4.6: Plot of the modeled power density as viewed by the APD for each angular distribution.
The plotted values are the integrand of Equation 4.3 in the y = 0 plane, where the center of the
atomic beam and laser intersect. In this coordinate system, the nozzle tip is located at z = −35
mm, and the laser beam is along the x-axis centered at z = 0 mm. The APD sensor is located
above the plotted x-z plane at y = 96 mm.

Table 4.3: Summary of rubidium in krypton sample concentrations.

Tsource dep. time Kr growth rate upper
lower S N f ilm n f ilm Rb conc.

(◦C) (s) (µm/hr) (Rb atoms/s) (Rb atoms) (Rb atoms/cm3) (ppm)

25 1452 5.29 2.6 × 1013 2.9 × 1013 3.8 × 1016 1.9
3.1 × 1012 6.0 × 1012 7.9 × 1015 0.39

116 693 4.72 1.1 × 1014 5.6 × 1013 1.8 × 1017 9.0
1.3 × 1013 1.1 × 1013 3.7 × 1016 1.8

220 1542 4.65 7.9 × 1014 8.3 × 1014 1.3 × 1018 65
9.4 × 1013 1.7 × 1014 2.7 × 1017 13

substrate position contributes approximately 10 %.
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Table 4.4: Rubidium in Krypton absorption peaks.

λ (nm) FWHM note

650 30 high Rb density
705 16 high Rb density

720 12 blue triplet
731 12 blue triplet
744 30 blue triplet

765 24 red triplet
787 24 red triplet
813 24 red triplet

879 75 high Rb density

4.3.3 Rb in Kr Absorption Spectra

Absorption spectra obtained using the setup in Figure 4.1 for all three rubidium doped krypton films

are displayed in Figure 4.7, and are in good agreement with previously reported spectra [38, 21].

The presence of the red and blue triplets are obvious, and additional peaks are observed for the film

with the highest density of rubidium, Tsource = 220 ◦C, that are not detected in the lower density

samples. The observed peaks are listed in Table 4.4.

The absorbance A(λ) of the film is defined as

A(λ) = −ln(T(λ)) = σa(λ)nl (4.11)

where T(λ) is the transmission at wavelength λ, σa(λ) is the absorption cross section, n is the

number density of rubidium atoms in the film, and l is the path length of of light through the

film. Using the calculated number density of rubidium atoms in the film and the thickness of the

rubidium-doped layer, it is possible to extract an upper and lower limit on the absorption cross

section, plotted in Figure 4.8. The absorption cross section agrees well between the three samples.

4.3.4 Rb in Kr Fluorescence Spectroscopy

The observed fluorescence spectrum of the rubidium doped krypton film grown with Tsource = 220
◦C is plotted in Figure 4.9 for laser wavelengths in the range from 700−760 nm, with the laser scan
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Figure 4.7: Absorption spectra of the three rubidium doped krypton films. The absorbance for
films with a lower concentration of rubidium have been multiplied by 10 to aid in visibility.
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Figure 4.8: Absorption cross section of rubidium in solid krypton assuming the cosine (upper
limit) and j(θ) (lower limit) angular distributions out of the rubidium source.
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Table 4.5: Table of laser-induced fluorescence scan parameters for spectra in Figure 4.9.

CCD acquisition parameters
exposure time integrations mode

0.8 s 6 Extended NIR

PreAmp gain pixel readout rate sensor temperature

1x 1 MHz (16-bit) - 55 ◦C

laser scan parameters
λ range (nm) scan rate

700 – 760 nm 20 GHz
s

Table 4.6: Rubidium in Krypton laser induced fluorescence peaks, with uncertainties given in
parenthesis. Resonance strength is given with respect to the amplitude of the strongest resonance
at 730 nm.

λ (nm) FWHM strength

700.9(3) 4.1(5) 0.061(6)
714.3(5) 9.6(1.1) 0.240(9)

720.6(3) 6.6(2) 0.74(4)
730.0(3) 8.0(2) 1.000
742.5(3) 10.9(2) 0.940(8)

parameters and CCD acquisition settings listed in Table 4.5. The wavelength of the fluorescence

light was not measured, but is assumed to be above 830 nm due to the longpass filters used to

attenuate stray excitation light (see Figure 4.2). A recent paper reports the emission wavelength

for rubidium in krypton to be 923 nm with a 37 nm FWHM for excitation in the blue triplet [21].

As the detection efficiency of the CCD camera drops rapidly for wavelengths above 950 nm, it

is assumed the fluorescence measured by the CCD is 923 nm light. The fluorescence spectrum

is well represented by a fit to five Gaussian functions. The average peak locations, widths, and

amplitudes for all three samples are reported in Table 4.6. After measurements were completed on

the first film, it was evaporated and a krypton film was grown while the atomic rubidium source

was blocked. Laser induced fluorescence scans performed on the bare substrate and on the empty

krypton film showed no appreciable fluorescence above background.
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Figure 4.9: Laser-induced fluorescence spectrum for rubidium in solid krypton. The y-axis units
are the total CCD count rate summed over the entire substrate and normalized to the laser power.

For each rubidium-doped krypton film, the fluorescence power was measured at 730 nm exci-

tation wavelength over a range of laser powers, with an approximately 1-cm radius Gaussian beam

profile. The third film’s fluorescence yield was also measured with a higher intensity laser beam

with an approximately 0.25-cm radius Gaussian beam profile. For all three films, the fluorescence

yield was found to increase linearly with the laser intensity, as displayed in Figure 4.11. Due to the

linear relationship, we can assume the atoms are far from saturation, and the fluorescence power

per atom can be written as
Ptotal

N
= σ f I (4.12)

where N is the number of atoms illuminated by laser light with intensity I, σ f is the fluorescence

cross section, and Ptotal is the total fluorescence power emitted from the laser region as measured
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Figure 4.10: CCD images of the substrate under 1 mW of 730-nm laser light with a roughly
Gaussian profile. The top image is of a substrate with a krypton film, while the bottom image is of
a rubidium-doped krypton film. The white circles denote the extent of the substrate.

82



by the CCD camera. This total fluorescence power was calculated from

Ptotal =
hc

925 nm
·

Rtotal
εΩ
· CCCD(λ = 925 nm) (4.13)

where hc
925 nm is the assumed energy of the fluorescence photons, Rtotal is the total CCD count

rate in the laser region, εΩ = 0.0027 is the solid angle efficiency of the CCD sensor relative to the

substrate surface, and CCCD(λ) is a wavelength-dependent calibration factor for converting CCD

counts to number of photons, which has been measured separately (see Appendix A).
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Figure 4.11: Fluorescence power per atom as a function of laser intensity for each film and for the
upper and lower bounds on the predicted number of atoms in the film. The slope of each line is
the fluorescence cross section σ f .

Based on this simple model, the slope of a linear fit to the fluorescence power as a function of

intensity yields the fluorescence cross section σ f . Interestingly, each sample exhibits a markedly

different σ f as displayed in Figure 4.12. The film with the highest number density of rubidium

was measured to have a fluorescence cross section an order of magnitude lower than the other two

films. Even the high- and low-intensity measurements on the third film (lowest number density) are

significantly different if constrained to the same rubidium angular distribution. In this third film,

increasing the intensity by a factor of 16 yielded a fluorescence power increase of only a factor of

4.
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Figure 4.12: Fluorescence cross section measurements for each of the three rubidium-doped
krypton films, plotted vs. the average number density calculated from the two atomic angular
distribution models.

4.4 Conclusions

The absorption cross section for rubidium in solid krypton is dominated by two triplets of peaks,

corresponding to two different trapping sites in the krypton lattice, as has been reported by others

[21]. The absorption cross section of rubidium doped solid krypton films was measured for three

different rubidium concentrations and all three were found to be consistent in magnitude. Based on

this, the atomic beam fluorescence method is a reasonably accurate tool for measuring the intensity

of the atomic beam source. The two extreme cases for the angular distribution of rubidium atoms

out of the source yield a factor of 5 difference in the absorption cross section. Although the actual

angular distribution is unknown, a cosine distribution model is most likely the reality based on the

Doppler width of the ABF spectra. The Doppler width of peaks was measured to be consistent to

a velocity spread of 140 m/s which roughly corresponds to an angular width of 22 degrees for 220
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Table 4.7: Measured cross sections and quantum efficiencies at λexcitation = 730 nm.

Tsource σa (cm2) σ f (cm2) εQE, λemission > 830nm
(◦C) cos (θ) j(θ) cos (θ) j(θ) cos (θ) j(θ)

25 1.2 × 10−14 2.4 × 10−15 2.8 × 10−16 5.8 × 10−17 2.3 × 10−2 2.4 × 10−2

7.9 × 10−17 1.6 × 10−17 6.6 × 10−3 6.7 × 10−3

116 1.3 × 10−14 2.5 × 10−15 4.9 × 10−16 1.0 × 10−16 3.8 × 10−2 4.0 × 10−2

220 1.3 × 10−14 2.6 × 10−15 1.1 × 10−17 2.3 × 10−18 8.4 × 10−4 8.8 × 10−4

◦C gaseous rubidium atoms having an average velocity of 345 m/s. For the sharply peaked j(θ)

distribution, angular width is expected to be approximately 2 degrees, which would correspond to

a much smaller Doppler width of 12 m/s.

The laser induced fluorescence spectrum was likewise found to be consistent with the literature,

however, the fluorescence cross section was not found to behave predictably with rubidium concen-

tration. Although the fluorescence power was linearly dependent on the laser intensity for all three

rubidium doped krypton samples, the fluorescence cross section varied by more than an order of

magnitude between the different samples. If we define the quantum efficiency as the ratio of the

fluorescence and absorption cross sections, εQE = σ f /σa, then εQE can be used as a measure of

the amount of fluorescence light emitted for a certain amount of excitation light absorption. In a

vacuum, εQE = 1 due to energy conservation. In a medium, however, εQE can be less than 1 since

absorbed energy can be transferred nonradiatively through lattice phonons. The measured quantum

efficiency for the samples in this study are summarized in Table 4.7. As the quantum efficiencies

in this study are on the order of 0.08–4 %, it seems nonradiative decay dissipates a significant

portion of the absorbed laser excitation. In addition, this quantum efficiency seems to vary greatly

between films with different rubidium concentrations, as well as for different laser beam spot sizes

or locations on the film.

85



CHAPTER 5

BEAMLINE FEASIBILITY STUDIES

5.1 Introduction

There are a number of outstanding questions regarding the implementation of the single-atom

microscope method (SAM) in a beamline nuclear reaction cross section measurement. Most

importantly, as product ions are highly ionized, it is not clear what percentage of them will become

fully neutralized as they penetrate and become stopped in the solid noble gas film. Depending on

the product species, a singly ionized charge state can render the trapped atom optically undetectable

due to unfavorable spectra. Determining this neutralization efficiency is necessary for an accurate

cross section measurement, and depending on the species of interest, ensuring a high neutralization

efficiency will favorably impact the SAM detection efficiency.

Another unknown is the effect that unreacted energetic ion beam will have on the noble gas

thin film. Atoms are knocked out of the film as each incoming ion collides with the solid noble

gas lattice in a process called sputtering. Significant sputtering could be deleterious to the SAM

detection efficiency by damaging the lattice or removing significant amounts of the film such that

there is insufficient remaining thickness to trap incoming product atoms. The sputtering yield,

which is the ratio of ejected to incoming atoms, has not been measured for a heavy ion beam at

astrophysical energies of the order of a few MeV per nucleon. Results at lower energies suggest

significant thickness losses only for beam intensities above 109 ions/cm2/s, described with greater

detail in Chapter 2.

This chapter presents the results of the first beamline tests for the SAM detection scheme, in

which the optical properties of a krypton film are studied before, during, and after bombardment by

energetic krypton and rubidium ion beams. This represents an important first step towards commis-

sioning pSAM by measuring the cross section of the 84Kr(p, γ)85Rb reaction. The commissioning

experiment will utilize a krypton beam incident on a proton target, and the product rubidium atoms
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and unreacted krypton beam are both captured in a krypton film on the pSAM substrate. In this

precursor experiment, the krypton beam will be used to simulate the effects of the unreacted beam

on the film, and the rubidium beam will be used to determine the neutralization efficiency of the

product rubidium ions as well as confirm the spectrum of matrix isolated rubidium in krypton.

5.2 Experimental setup and procedure

For the measurements described in this chapter, the prototype single-atom microscope (pSAM)

was attached to the general-purpose ReA3 beamline at the National Superconducting Cyclotron

Laboratory (NSCL) at Michigan State University [66, 67, 68]. The experimental setup is similar

to that in Chapter 4 except the ReA3 beamline is attached to the pSAM growth chamber in place

of the neutral rubidium atomic source, as shown in Figure 5.1. During film growth and ion-beam

implantation, the transmission of white light, fiber-coupled from an Oceanview DH-2000 white

light source, is continuously monitored with a Flame Spectrometer (model Flame-S-VIS-NIR-ES).

The ion beam from the ReA3 facility passes through a 1-cm aperture connected to an ammeter

used to monitor the portion of the beam current which strikes the aperture. A retractable Faraday

cup downstream of the aperture is periodically inserted for a brief time to measure the beam current

passing through the aperture. The beam current while the Faraday cup is retracted is inferred by

correlation with the aperture current, assuming the portion of the total beam that is blocked by the

aperture remains constant.

A 84Kr31+ beam with an energy of 1.7 MeV per nucleon and 2-Hz bunched current of ap-

proximately 1 × 106 particles per second (pps) was implanted in 100-µm thick krypton films for

durations of 3, 12, and 53 hours. A 85Rb31+ beam, also with energy 1.7 MeV per nucleon and a

current of approximately 1 × 106 pps, was implanted in krypton films for durations of 0.7, 10, 15,

and 11 hours. The 0.7-hr 85Rb implantation was performed on the same film used in the 53-hr 84Kr

implantation. After the ion beam implantation, the laser-induced fluorescence was measured for

excitation wavelengths between 700–760 nm. Following the ion-implanted film fluorescence mea-

surement, the film was sublimed and a fresh krypton film was grown for the subsequent ion beam
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Figure 5.1: Diagram of the white light transmission measurement during ion-beam implantation.
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Figure 5.2: Diagram of the laser-induced fluorescence imaging setup.
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implantation. Laser-induced fluorescence measurements were performed on the bare substrate after

sublimation and on the fresh krypton film to establish the optical background.

The solid krypton films were deposited at a rate of 160 µm/hr with a substrate temperature of 34

K, and were cooled after deposition to 30 K at a rate of 1 K per minute. The fluorescence imaging

setup used is included in Figure 5.2 and is nearly identical to the setup used in Chapter 4. Laser light

from an MSquared SOLSTiS laser transported through an 85 m optical fiber (630HP), collimated

with an aspheric lens, and directed onto the substrate with a mirror and dichroic beamsplitter.

Upstream, the laser beam was given a divergence with the use of a focusing lens such that it was

expanded to the size of the substrate, with an average intensity of 1.5 mW/cm2. Fluorescence

light from the substrate is collected by a large aspheric lens placed behind the substrate such that

a 1/4-sized image of the substrate was formed on the sensor of an Andor Clara CCD camera. The

dichroic beamsplitter and a long-pass edge filter, which both block light of wavelength below 830

nm, are used to attenuate any scattered or reflected laser light.

5.3 Results

5.3.1 Beam effects on film clarity

The initial white light transmission for the films is included in Figure 5.3, which shows excellent

agreement between all films, with an average of 1.09 in the wavelength range 400–1000 nm. A

plot of the average transmission for each film as a function of time during all ion implantations

is in Figure 5.4, which also includes the average transmission for a film without an ion beam.

Unfortunately, the white light source developed an intermittent instability, however, the trend is

still clear. Under ion beam irradiation, the clarity of the film decreases at a slower rate than under

no irradiation. This observation is confirmed with a visual inspection of the film after a significant

period of beam implantation, shown in Figure 5.5. The area in which the ion beam is implanted

in the film appears to remain transparent while the remainder of the film becomes cloudy. There

was no measurable absorption spectra for the 85Rb-implanted films, likely due to an insufficient

number of implanted rubidium atoms.
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Figure 5.4: Average transmission of the films as a function of time during ion implantation. The
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2"

Figure 5.5: Left: As the 84Kr beam collides with the film, visible fluorescence light is emitted.
The white light source was blocked for this picture. Right: After 50 hr, the 84Kr beam is focused
onto a different spot on the film. The impression of the beam in the previous location is a large
clear area in the otherwise cloudy film. The new beam location can be seen as a green spot to the
right of the previous. The white light source was on and is clearly visible as an oval shape
occupying most of the substrate area.

5.3.2 Ion-Beam induced luminescence

As shown in Figure 5.5, the impact of the ion beam on the film produces visible fluorescence light.

The violent collision of the energetic ions causes ionization of the atoms in the film, and high energy

electromagnetic radiation is emitted as the liberated electrons are recaptured. This in turn causes

visible fluorescence in the film and substrate. With the white light source blocked, the spectrometer

was used to take spectra with and without ion beam irradiation. The difference of the two spectra

is plotted in Figure 5.6 for different implantation times during the 54-hr 84Kr implantation. The

spectrum consists of four main features, listed in Table 5.1, and was the same for both the 84Kr and
85Rb beams. The peak at 694 nm is attributed to the fluorescence of a common sapphire impurity,

chromium, and the broad peak at 417 is attributed to lattice defects in the sapphire. The peaks at

525 nm and 564 nm are attributed to transitions of atomic nitrogen and oxygen, respectively, which

are impurities in the solid krypton film. The amplitude of the atomic nitrogen and oxygen lines

increases drastically in the first few hours of film irradiation, likely as a result of the molecular
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Table 5.1: Ion-beam induced luminescence spectrum peaks. Peak locations have an uncertainty of
0.5 nm.

λ (nm) FWHM Assignment

416.5 47(4) sapphire substrate [69]
524.5 1.8(2) N film impurity (2D→4S) [54]
563.8 12(3) O film impurity (1S→1D) [54]

693.0, 694.4 1.9(2) Cr3+ sapphire impurity [56]

nitrogen and oxygen impurities in the krypton film becoming disassociated by the ion beam. The

fluorescence of the 525 nm peak is long-lived with a 10-second decay time (see Figure 5.7), and

is visible to the eye up to 60 seconds after the ion beam is blocked. The decay times of the other

peaks were too short to be measured.
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Figure 5.6: Ion-beam induced luminescence spectrum.

5.3.3 Film Sputtering

The vacuum pressure in pSAM showed no measurable difference when either beam was blocked

by the Faraday cup and when the beam was hitting the solid krypton film. The vacuum pressure in

pSAM with a krypton film at 30 K is typically 2 × 10−8 Torr as measured with the MKS392 Ion
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Figure 5.7: Decay of the green luminescence peak associated with atomic nitrogen, which was
measured to have a roughly 10-second decay constant.

gauge, which is sensitive down to 10−9 Torr. An estimate of the film sputtering rate required to

register with the ion gauge can be found by using the molar flow rate in Equation 3.5. Assuming the

pressure increases by 1 × 10−9 Torr when the ion beam is hitting the film and a pumping speed of

55 L/s, the film sputtering rate is 3 × 10−12 mol/s. For a ion beam spot with cross sectional area of

0.2 cm2, this corresponds to the smallest measurable krypton film thickness loss rate being on the

order of 0.01 µm/hr. The typical ion beam rate was on the order of 106 pps, so we can put an upper

limit on the smallest measurable krypton film sputtering yield for these tests to be roughly 107 film

atoms sputtered per beam ion. This limit on the sputtering yield is orders of magnitude higher than

the predicted yield of 103–105. Improving this measurement requires much higher beam currents

or a much more sensitive vacuum gauge coupled with a lower overall vacuum pressure.

5.3.4 Laser induced fluorescence of ion implanted films

Films implanted with the 84Kr beam displayed no significant laser induced fluorescence when

compared to a freshly grown film. Figure 5.8 contains CCD images of the substrate under laser
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Table 5.2: Table of laser-induced fluorescence scan parameters.

CCD acquisition parameters
exposure time integrations mode

5 s 2 Extended NIR

PreAmp gain pixel readout rate sensor temperature

1x 1 MHz (16-bit) - 55 ◦C

laser scan parameters
λ range (nm) scan rate

700 – 760 nm 20 GHz
s

excitation with a freshly grown solid krypton film and the same film after 53 hr of 84Kr ion

implantation (1.3 × 1011 total ions). As expected, the films implanted with the 84Kr beam are

generally indistinguishable from a film that has not been exposed to an ion beam. In contrast, a

fluorescence image of 85Rb implanted films show a clearly localized ion beam spot as displayed in

Figure 5.9. The laser scan parameters and CCD acquisition settings are listed in Table 5.2

The CCD images are processed into ameasure of the CCD count rate per incident laser intensity,

defined as the fluorescence yield image Y (x, y)

Y (x, y) =
ρ(x, y)
I(x, y)

, (5.1)

where ρ(x, y) is the CCD image count rate in counts per second, at the array of pixels at position

(x, y), and I(x, y) is the excitation laser intensity in mW/mm2. This fluorescence yield is summed

over all pixels within a region of interest (ROI) to arrive at a total fluorescence yield for each image.

The mean fluorescence yield over the ROI measured as a function of laser excitation wavelength

is plotted in Figure 5.10 for freshly grown, 84Kr beam, and 85Rb beam implanted films. For 84Kr

implanted films the ROI encompassed the entire substrate, whereas only the localized ion beam

spot was used for 85Rb films to improve the signal to background ratio.

The fluorescence spectrum for the final 85Rb embedded filmwas studied over several days under

the hypothesis that some portion of the 85Rb ions, which remained singly ionized after stopping

in the film, would gradually neutralize over time. If such a hypothesis were true, the fluorescence
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Figure 5.8: Top: CCD image of a freshly grown Krypton film. Bottom: CCD image of the same
krypton film after 53 hours of 84Kr ion implantation. The region of interest is shown by the white
circle.
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Figure 5.9: Top: CCD image of a freshly grown Krypton film. Bottom: CCD image of the same
krypton film after 11 hours of 85Rb ion implantation. The region of interest is shown by the white
circle.
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Figure 5.10: Top: Laser-induced fluorescence spectrum for a freshly grown 100-µm krypton film.
Middle: Spectrum for 84Kr implanted films. Bottom: Spectrum for 85Rb implanted films.
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Table 5.3: List of rubidium in krypton laser induced fluorescence peaks, comparing neutral and
ion beam implanted rubidium.

neutral ion beam
λ (nm) FWHM λ (nm) FWHM

720.6(3) 6.6(2) 720(1) 12(1)
730.0(3) 8.0(2) 733(1) 14(1)
742.5(3) 10.9(2) 749(1) 20(1)

Table 5.4: Maximum cross sections of 85Rb implanted films, with λexcitation = 750 nm.

uncertainties (%)
Nions n (atoms/cm3) σ f (cm2) δNions δεΩ δCCCD

3.1 × 109 1.5 × 1012 1.4 × 10−15 10 11 8
6.6 × 1010 3.1 × 1013 6.9 × 10−16

8.7 × 1010 4.2 × 1013 7.5 × 10−16

8.2 × 1010 3.9 × 1013 8.3 × 10−16

yield would increase with the number of neutral 85Rb atoms. However this was not the case, as

shown in Figure 5.11, which shows the fluorescence yield slowly decreasing when the spectrum

was measured on a daily basis for a few days after cessation of ion beam implantation. After two

days, the film was annealed by raising its temperature to 38 K at a rate of 0.1 K/min, held at 38 K

for 10 min, and cooled back to 30 K at 1 K/min while the laser induced fluorescence was measured

at an excitation wavelength of 735 nm. Annealing resulted in a fluorescence yield decrease of a

few percent as shown in Figure 5.12, which is consistent with the increased opacity of the film as

a consequence of the annealing. A more aggressive annealing to 44 K had a similar effect on the

fluorescence yield. When combined with the slight decrease in fluorescence yield as the film aged,

we can conclude that the fluorescence yield was most likely affected by the increasing opacity of

the film, and that neutralization of any trapped rubidium ions was not a measurable effect as a

consequence of annealing.

After one day, the spectrum slightly changed shape as the three peaks became more distinct,

suggesting that the embedded rubidium atoms do undergo some form of rearrangement in the

film. The individual peaks in the spectrum are broader, less distinct, and slightly red-shifted for
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Figure 5.11: Time dependence of fluorescence spectra for a krypton film embedded with 85Rb
ions.
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Figure 5.12: Total fluorescence yield during annealing to 38 K and subsequent cooldown to 30 K.
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Figure 5.13: Fluorescence cross section for films embedded with 85Rb ions. The shaded bands
are from a 10 % uncertainty in the number of atoms implanted.

ion-implanted films compared to the neutral rubidium fluorescence spectrum detailed in Chapter

4. The peak locations are listed and compared to the neutral rubidium spectrum in Table 5.3.

One measurement was extended out to 800 nm excitation to explore the tail of the third peak, and

the first peak of the red triplet was found. Spectra at wavelengths longer than 800 nm was not

possible to measure due to the limitations of the optical filters, and the wavelength range of the fiber

employed to transport the laser light. With the total number of implanted 85Rb ions, it is possible to

calculate the fluorescence cross section displayed in Figure 5.13, from the total fluorescence yield

Y analogous to Equation 4.13,

N · σ f =
Y
εΩ
·

hc
925nm

· CCCD(λ = 925 nm). (5.2)

the peak fluorescence cross section for each sample is summarized in Table 5.4. The background

fluorescence was subtracted for each measurement, calculated by summing the fluorescence yield
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Table 5.5: Table of molecular oxygen resonance scan parameters.

CCD acquisition parameters
exposure time integrations mode

5 s 2 Extended NIR

PreAmp gain pixel readout rate sensor temperature

1x 1 MHz (16-bit) - 55 ◦C

laser scan parameters
λ range (nm) scan rate

755.74 – 755.93 nm 50 MHz
s

O2(X3Σ−
g )

O2(b1Σ+
g )

O2(a1∆g)

756 nm

IC

≈ 1270 nm

Figure 5.14: Energy level diagram for molecular oxygen transition. After excitation at 756 nm,
molecular oxygen nonradiatively transfers via inter-system crossing (IC) to an adjacent lower lying
state, and emits near 1300 nm.

over an ROI where the 85Rb ions were not implanted.

5.3.5 Molecular oxygen fluorescence line

Through the course of acquiring fluorescence spectra of the films, a sharp, bright resonance was

observed in the proximity of λexcitation = 755 nm in most spectra. This background resonance is

sufficiently narrow to have not been observed with the CCD acquisition settings for laser-induced

fluorescence spectra in Chapter 4, nor is it present in any white light absorption spectra. A fine

wavelength scan through the resonance produced the spectra shown in Figure 5.15, with the laser

scan parameters and CCD acquisition settings listed in Table 5.5. The fluorescence light in CCD
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images of the substrate appeared to be distributed uniformly throughout the film, and the resonance

was not observed in spectra with no krypton film on the substrate. The resonance is centered at a

wavelength of 755.835 nm and has a FWHM of 0.017 nm, and appears to consist of at least two

closely-spaced peaks. Since the fluorescence light appears uniformly distributed throughout the

film, and due to its proximity to a molecular oxygen vacuum resonance, the background resonance

is attributed to molecular oxygen impurities in the krypton film [70, 71, 72]. The molecular oxygen

attribution can be further confirmed with a measurement of the ≈ 1270 nm emission with an

infrared spectrometer, modeled by the energy level diagram displayed in Figure 5.14.

5.4 Conclusions

When embedded as an energetic ion beam, the fluorescence spectrum of rubidium in krypton

varies fromwhen neutral rubidium is co-deposited with the solid krypton film. In the ion deposition

case, the individual peaks in the 700–760 nm triplet are broader, vary in relative amplitude, and the
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Figure 5.15: Background fluorescence line for a krypton film with rubidium ions embedded. The
small spikes in the spectrum denote the ends of laser scan segments and are not actual features of
the spectrum.
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Table 5.6: Comparison of quantum efficiencies for neutral and ion-implanted matrix-isolated
rubidium in solid krypton. Neutral absorption and fluorescence cross sections were calculated
from an average of the 25 ◦C and 116 ◦C measurements in Table 4.7, and the ion-implanted
fluorescence cross section is an average of all the measurements in Table 5.4.

σn
a σn

f σion
f εn

QE ε ionQE

(cm2) (cm2) (cm2) σn
f /σ

n
a σion

f /σ
n
a

7.7 × 10−15 1.7 × 10−16 9.2 × 10−16 0.02 0.12

smaller peaks that were observed in the neutral rubidium samples are no longer present. However,

the fluorescence cross section for the ion-implanted samples are comparable to, and even larger

than the largest cross section estimate for the neutral rubidium samples (σn
f = 5 × 10−16), and

the quantum efficiency for ion-implanted rubidium was significantly higher when assuming the

same absorption cross section, as summarized in Table 5.6. This suggests that the neutralization

efficiency for energetic rubidium ions could be close to unity. Unfortunately, the large variation in

neutral rubidium fluorescence cross section measurements makes it difficult to make a quantitative

estimate of the neutralization efficiency. Since the largest fluorescence cross sections were generally

measured in films with the fewest number of implanted rubidium atoms, it is possible there are

diminishing returns with increasing ion implantation times.

The solid krypton films were not significantly damaged by heavy ion irradiation. Sputtering

of the film was not catastrophically high, nor did the energy deposited in the film by the ion beam

cause significant heating or sublimation, and the ion beam did not adversely affect the transparency

of the film. Instead, the ion beam counteracted the natural cloudiness that films acquire with time,

and so the krypton films remained relatively transparent wherever the ion beam was implanted.

Furthermore, ion beam-induced luminescence light was observed and could be used as a continuous

measure of the beam current, assuming the amplitude of the beam-induced fluorescence is related

to the power deposited by the beam.
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CHAPTER 6

CONCLUSION AND FUTURE STEPS

6.1 Rubidium fluorescence cross section

6.1.1 Neutral Rubidium beam

An accurate measurement of the intrinsic brightness of matrix-isolated rubidium is necessary in

order to be able to count the number of embedded atoms in a film. Fluorescence cross section

measurements of 1012–1014 neutral rubidium atoms that were co-deposited with the solid krypton

film varied by up to a factor of 50. The largest cause of the variation is due to uncertainty in the

number of rubidium atoms emitted by the effusive oven source. Since rubidium has a very high

vapor pressure, a long, narrow nozzle was selected for the source in order to create a collimated

and low intensity beam of rubidium atoms. Some heating is necessary to break through the surface

oxidation layer on the source metal, however, there was no measurable output from the source

until it had been heated to a high temperature, at which point the output became very intense and

relatively uncollimated. When the crucible was removed afterwards, rubidium metal was found to

have leaked out of a seam in the crucible. Future attempts would benefit from a sealed crucible to

prevent leaks, and a shorter nozzle with a wider opening to allow a measurable number of rubidium

atoms out of the source without requiring overheating.

Improving our understanding of the atomic beam angular distribution could be accomplished

by measuring the atomic beam fluorescence (ABF) at multiple locations along the beam axis to

determine the divergence of the beam. A scan of a narrow laser beam in the plane perpendicular

to the atomic beam would provide a one-dimensional beam profile. With approximately 5 × 107

rubidium atoms in the laser interaction region, the ABF measurement had a signal-to-noise ratio

of 100, so a reduction in the beam intensity by a similar factor should still be measurable without

drastic changes to the experimental setup. Further improvements to the measurement could allow
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for detection of even smaller intensities. With a brief 1-second implantation time and assuming

a reduction by a factor of 100 in the 25◦ C rubidium deposition rate from Chapter 4, a krypton

film could be embedded with only 107 rubidium atoms. Distributed evenly across the substrate,

this would correspond to an areal density of 0.03 atoms/µm2 in the film. With a 1:1 image of

the substrate formed on the CCD sensor, with pixel area of 40 µm2, there would be roughly one

rubidium atom per pixel. Based on these estimates, the ABF method should be appropriate for

creating krypton films with rubidium concentrations small enough to allow for measurements of

individual atoms.

More thorough studies of the fluorescence yield of the rubidium-doped krypton films are

required, as two fluorescence measurements on the same film but for different laser intensities

yielded cross sections that differed by a factor of 3. The fluorescence yield should be measured for

significantly higher intensities to construct a comprehensive model for the fluorescence dependence

on the intensity of the laser excitation. Measurements of the fluorescence yield at several places

on the surface of the substrate could also provide an additional measure of the angular distribution

out of the rubidium source. The combination of an improved understanding of the matrix-isolated

rubidiumfluorescence and of the atomic rubidium sourcewill be necessary to reduce the uncertainty

on the fluorescence cross section.

6.1.2 Rubidium ion beam

Fluorescence cross section measurements of 109–1010 ion-beam implanted rubidium atoms were

consistent to within a factor of 2, which is markedly better than the case of neutral rubidium

beam, mostly due to only a 10% uncertainty on the number of captured rubidium ions. However,

this uncertainty was not sufficient to account for the increased fluorescence cross section of the

film implanted with the smallest number of rubidium ions. An improved understanding of the

fluorescence at various laser intensities, as mentioned in the previous section, could resolve this

discrepancy. Improving a measure of the neutralization efficiency for an energetic rubidium ion

beam will require a more precise measurement of σ f for neutral rubidium.
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Discovery of the ion-beam induced fluorescence as well as the strong background resonance

of matrix-isolated molecular oxygen offers unanticipated tools to for the single-atom microscope

detection scheme. Both phenomena could be used as a measure of the concentration of oxygen

impurities in the film, should impurities become an important factor for rubidium single-atom

detection or for some species to be studied in the future. Ion-beam induced fluorescence of the

substrate has the potential to be used as a measure of the total power being deposited by the ion

beam, which can be used to infer the total beam current, an important parameter for calculation of

the nuclear cross section. It may be worthwhile to explore the dependence of the beam induced

fluorescence on the beam intensity in future beamline experiments.

6.2 Progress towards single-atom sensitivity

The ability to optically detect the atomic nuclear reaction products with sensitivities of the order

of 1–10 atoms is crucial for the usefulness of the single-atom microscope (SAM) detection method,

as well-developed methods already exist for nuclear cross section measurements with large product

atom yields. Although the number of atoms detected in this thesis via fluorescence imaging is

large (> 109), it is possible to estimate the feasibility of achieving single-atom sensitivity. The

confidence level at which we can declare a signal exists above the background is dependent on the

signal to background ratio. The number of background and signal counts measured over a certain

integration time is simply the rate multiplied by the integration time. The uncertainty associated

with the signal and background counts are determined according to counting statistics,

Ns ± σs = Rst ±
√

Rst,

Nb ± σb = Rbt ±
√

Rbt, (6.1)

where Ns is the number of counts measured during integration time t, due to an atom emitting at a

rate Rs, and Nb is the number of background counts measured during integration time t, due to a

background rate Rb.

For large count rates, the distribution of repeated signal measurements approximately follows a

normal distribution [73]. The expected fraction ( f ) ofmeasurements following a normal distribution
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that fall within k standard deviations σ of the mean is given by the Error Function:

f (µ ± kσ) = erf
(

k
√

2

)
, (6.2)

erf (x) =
1
√
π

∫ x

−x
e−u2

du. (6.3)

For a given measurement Ns ± σs, the probability p that the signal is significantly different from

zero, called the confidence level, is determined via

Ns − 0 = kσs → k =
Ns
σs

(6.4)

p = erf
(

k
√

2

)
. (6.5)

In reality, we have no means of distinguishing the atom signal from the background during an

individualmeasurement. Havingmade ameasurement of the total signal NT (atomand background),

wemust make a separatemeasurement of just the background rate with no source atoms and subtract

to get the single atom signal.

Ns =NT − Nb (6.6)

σs =
√
σ2

T + σ
2
b =

√
RT t + Rbt (6.7)

From Equation 6.4,

k =
(RT t − Rbt)√

RT t + Rbt
=

√
RT t ·

1 − 1
η+1√

1 + 1
η+1

=
√

RT t ·
η√

η2 + 3η + 2
, (6.8)

where η = Rs/Rb is the signal to background ratio. Using Equation 6.8 we can determine the

integration time t necessary to achieve a confidence level p as a function of signal to background

ratio η, which is plotted in Figure 6.1,

t =
1

RT
· 2

[
erf−1 (p)

]2
·
η2 + 3η + 2

η2 . (6.9)

For the largest measured fluorescence cross section (σ f = 1.4× 10−15 cm2), over the ion beam

ROIwith 3.1×104 pixels (circular area of radius 100 pixels), containing a total of 3.1×109 rubidium
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Figure 6.1: Required integration time t as a function of signal-to-background ratio η for different
confidence levels, assuming a total signal rate of 1 Hz.

atoms (giving an average of 105 atoms per pixel), andwith laser intensity I = 2.5mW/cm2, the CCD

measured an average signal rate per pixel of RT = 25 counts/s with a background rate of Rb = 17

counts/s. This gives an average pixel signal-to-background ratio of η = (RT − Rb)/Rb = 0.47,

and a signal-to-background ratio per atom of ηa = 4.7 × 10−6. Evaluating Equation 6.9 with ηa,

RT = 25 Hz, and a confidence level p = 0.95 gives an integration time of 1.4 × 1010s = 440 yr. It

is important to note that these spectra were acquired under conditions not specifically intended for

single-atom detection, and that achieving a more reasonable 60-second integration time, requiring

reduction by a factor of 2 × 108, can feasibly be accomplished by maximizing η and increasing the

total signal rate. In comparison, a recent publication demonstrating single barium atom detection

in solid xenon reported, under 3-s exposure to laser excitation with intensity I ≈ 105 mW/cm2, a

background rate of Rb = 1000 counts/(mW·s) and a per-atom signal rate of Rs = 380 counts/(mW·s),

for a signal-to-background ratio of ηa = 0.38 [57].

A relatively low laser intensity was employed in the rubidium fluorescence measurements in
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order to image the entire substrate. Focusing the laser excitation onto a circular area of radius 25

µm could drastically increase the signal rate by as much as a factor of 104, assuming both the signal

and background rate scale linearly with laser intensity. To make a more conservative estimate,

assume the signal rate increases linearly with intensity up to a factor of 102. A further factor of

ten increase in RT can be found in increasing the light collection efficiency of the imaging lens

by placing it closer to the substrate. The light collection efficiency for the imaging system used

during fluorescence imaging was estimated to be 0.0027, which can improve to as high as 0.023

with the current pSAM imaging chamber. Combining these improvements results in up to a factor

of 103–105 increase RT , and corresponding decrease in the required integration time.

The greatest reduction in t, which scales with 1/η2 for small η, can be accomplished through

maximizing η by minimizing the background rate Rb, which should be reduced by at least a

factor of 103. The main source of background measured by the CCD is most likely laser light

reflected by the substrate that is insufficiently attenuated by the optical filters. The two filters are

a dichroic beamsplitter (Semrock Di02-R830-25x36) used to reflect the laser excitation onto the

substrate, and a long-pass edge filter (Semrock BLP01-830R-25) placed immediately upstream

of the CCD sensor. From the manufacturers specifications, the upper limit for the transmission

at 750 nm for the dichroic beamsplitter is approximately 10−4 and 10−7 for the long-pass filter.

These transmissions were independently verified as is displayed in Figure 6.2. Placing the filters

in series should provide a transmission on the order of 10−11, however measurements of the series

transmission at 725 nm, using the setup in Figure 6.3, results in a combined transmission of only

10−7, as shown in Figure 6.4. The laser power from the SOLSTiS laser was measured before and

after the dichroic beamsplitter using calibrated power-meters (Thorlabs PM120VA), and the laser

power transmitted by the long-pass filter was measured by the Andor Clara CCD camera, which was

previously calibrated (detailed in Appendix A). The dichroic beamsplitter behaves as predicted,

with a transmission of 10−4, but the long-pass filter attenuates the laser light transmitted through

the beamsplitter by only a factor of 10−3 instead of 10−7 measured previously. The long-pass filter

is significantly less effective for light already attenuated by the beamsplitter.
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Figure 6.2: Transmission of Semrock filters utilized in fluorescence imaging. The transmission of
the dichoic beamsplitter, measured at an incident angle of 45◦ was strongly dependent on the
polarization of the incident light as shown by the shaded blue region. The transmission of the
individual elements met or exceeded the manufacturer’s specifications.
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Figure 6.3: Setup used to measure the transmission of the Semrock filters in series.
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Figure 6.4: Transmission of the Semrock filters measured at different laser powers. The combined
transmission of the filters is a factor of 104 larger than predicted, based on the individual
transmissions.

Using the measured transmission of the filters in series, we can estimate this background rate

with

Rb = I ·
λ

hc
· δ · εΩ · T · CCCD ·

1
M
· Apixel ≈ 9 counts/pixel/s (6.10)

where I = 2.5mW/cm2 is the laser intensity, λ/hc = 3.77 × 1015 photons/mJ, δ = 0.08 is

the reflectance of the substrate, εΩ = 0.1 is the light collection efficiency assuming 10% of the

reflected light is collected by the imaging lens, T = 10−7 is the estimated transmission of the optical

filters at 750 nm, CCCD = 0.74 counts/photon is the CCD efficiency, M = 0.25 is the magnification

of the imaging system, and Apixel = 4.16 × 10−7 cm2 is the area of a pixel. This rough estimate

is within a factor of 2 of the measured background rate. Unfortunately, the Andor Clara CCD

used for these measurements is biased toward the background light in this case, since the efficiency

at 750 nm is significantly higher than at 925 nm, which is the rubidium emission wavelength

(CCCD(750nm)/CCCD(925nm) ≈ 5). The background could also be due to fluorescence in the
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Figure 6.5: Proposed changes to the pSAM imaging system designed to drastically reduce the
background rate.

sapphire substrate induced by laser excitation, but there are no known absorption lines for sapphire

in this wavelength region.

Assuming the background rate is due to insufficient attenuation of the excitation light, some

simple changes to the imaging system would reduce the background by the desired amount. The

addition of a second filter upstream of the CCD, with the appropriate optical properties, could

alone provide the requisite attenuation by a factor of 103. A possibly more effective adjustment is

to change the geometry of the imaging system such that the excitation light is no longer aligned

along the imaging axis. Such a change would prevent reflected laser light from reaching the CCD

sensor. The current imaging system and a possible modification is presented in Figure 6.5. The

improvements in integration time for single-atom detection are summarized in Table 6.1.
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Table 6.1: List of techniques for reducing the required integration time t for single-atom detection.

Parameter Reduction in t Technique

RT 10 Imaging lens closer to substrate, increasing εΩ.
RT 102–104 Increase laser intensity I.
η 106 Additional optical filter, decreasing Rb.
η 106 Adjust laser excitation geometry, decreasing Rb.
η 25 Use CCD with favorable efficiency.

6.3 Future outlook

This dissertation outlines the first exciting steps undertaken in commissioning the single-

atom microscope as a novel detection method for measurement of nuclear cross sections with

astrophysical importance. Assembly and testing of pSAMhas demonstrated the ability to repeatably

deposit optically transparent solid noble gas films of requisite thickness to capture energetic heavy

ions, a key requirement for this technique. 84Kr(p, γ)85Rb has been selected as an ideal nuclear

reaction for commissioning pSAM. Further development of the atomic beam fluorescence method

for doping a solid krypton film with a known concentration of rubidium atoms is required to

arrive at a more precise measurement of the absorption and fluorescence cross section of matrix-

isolated rubidium. Beamline tests performed at the ReA3 facility did not identify any unexpected

problems, and showed promising results for the neutralization efficiency of highly-ionized energetic

rubidium. Before attempting a cross section nuclear cross section measurement, the sensitivity of

optical detection needs to improve by several orders of magnitude, thoughmost of that improvement

appears feasible.
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APPENDIX A

ANDOR CLARA CCD CALIBRATION

Calibration of the Andor Clara charge-coupled device (CCD) involves determining the photon-

to-count conversion ratio, which is a measure of the number of photons required to register a

single count on a pixel of the CCD sensor. The CCD sensor has dimensions of 8.98 x 6.71 mm,

subdivided into WxH = 1392 x 1040 (=1447680) pixels, each pixel having dimensions of 6.45 x

6.45 µm. The pixels are semiconductor capacitors which convert incoming photons to electrons

which are then read out, amplified, and digitized after a given exposure time. The Clara CCD

has pixel readout rates of 20 MHz (14-bit digitization) or 1 MHz (16-bit digitization), allowing

for pixels to take a value between 0–214 − 1 = 16383 or 0–216 − 1 = 65535 counts. All CCDs

exhibit a constant baseline signal which is independent of exposure time that should be subtracted

from a given image, hereafter referred to as dark counts. For the Clara CCD, the dark count is

approximately 500 counts per pixel. The dark counts are a smaller portion of the maximum pixel

value when using a 1 MHz pixel readout rate (16-bit), allowing for a more sensitive measurement.

The downside is that readout of the image takes significantly longer, roughly 1.5 seconds at 1 MHz

readout rate compared to 0.07 seconds at 20 MHz.

The Clara CCD possesses an ’Extended IR Mode’ which significantly increases the sensitivity

of the sensor to infrared light, though it is only useful for exposure times longer than 10 ms. The

efficiency of the Andor Clara CCD camera has been measured for both Normal and Extended IR

mode, in the wavelength rage from 700 - 1000 nm using the MSquared SOLSTiS laser. As the

output of the laser is fairly high power (4 watts), the power needs to be attenuated significantly to

avoid overexposing the sensitive CCD. The infrared output from the SOLSTiS was stepped down

in intensity through the use of a 10x beam-expander, whose output was spatially filtered with a

500 µm pinhole. For the Extended IR mode calibration, the power was further attenuated using a

glan-laser polarizer (Thorlabs GL10-B), before being steered into a 10x second beam-expander and

a 200 µm pinhole to further reduce the intensity and total power. The output of the second beam
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pinhole was elevated and steered onto the sensor of the Clara CCD,which is encased in a light-tight

box to eliminate background light. This setup is pictured in Figure A.1.

10x beam expander

10x beam expander

500 micron pinhole

200 micron pinhole

glan laser polarizer

GBE10-B

GBE10-B

GL10-B

Clara CCD

PM120VA Power meter

Figure A.1: Experimental setup for the Extended IR Andor Clara CCD calibration.

For this calibration, the SOLSTiS was tuned between 700 and 1000 nm mostly in 10 nm

increments (30 total). After tuning to a wavelength, the power immediately before the CCD was

measured with a calibrated power-meter (Thorlabs PM120VA), at the position marked T in the

diagram above. The power-meter is capable of correcting for its own wavelength dependence, and

so the current wavelength was entered into the power-meter before each power measurement. The

laser beam profile was well represented by an Airy Disk [74] (pattern resulting from diffraction

through the 200 micron pinhole), displayed in Figure A.2.

For each wavelength, the CCD took a kinetic acquisition of 20 frames of the incident beam

spot, with an exposure time of 300 milliseconds, and with the PreAmp gain set to 1× in Extended

IR mode, and 1 MHz readout rate. For the Normal mode calibration, 100 frames were taken with

a 10 ms exposure time and with the PreAmp gain set to 1.5×. Laser power measurements were
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Figure A.2: Sample image from the CCD calibration at 750 nm, with fit to an Airy disk.

recorded before and after each measurement.

The measured laser power was converted to a photon rate via:

Rγ = P
λ

hc
, (A.1)

where Rγ is the photon rate in Hz, P is the laser power in Watts, λ is the wavelength in m,

c = 2.9979×108 m/s is the speed of light in m/s, and h = 6.626×10−34 J · s is the Planck constant.

It is assumed that the entire laser beam-spot was captured by the power-meter. I assumed the

manufacturers uncertainty for the laser power measurement (3 % for 440–980 nm, 7 % for 981–

1100 nm). Uncertainty in wavelength was negligible. The kinetic series images were averaged

into a single average frame for the dark, background, and 30 calibration measurements. The

averaged dark count frame was subtracted from both the background frame and the 30 calibration

measurements. The 30 calibration measurement frames also had the averaged background frame

subtracted, though the background was negligible for these measurements. The counts from all

pixel were summed to get a total number of counts (NCCD).

The efficiency of the camera is therefore

ε =
NCCD
Rγ texp

, (A.2)

where texp is the CCD exposure time. The results of both calibrations are plotted in Figure A.3.

The measurements are also listed in Table A.1.
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Table A.1: CCD count per photon calibration.

Normal Mode, 14-bit, 1.5x Gain Extended IR Mode, 16-bit, 1x Gain

λ (nm) ε (counts per photon) δε λ (nm) ε (counts per photon) δε

700 0.90057 0.04271
710 0.18912 0.00750 710 0.85368 0.03765
720 0.18047 0.00713 720 0.81893 0.03415
730 0.17047 0.00106 730 0.82407 0.03383
740 0.16341 0.00668 740 0.78049 0.04651
750 0.15075 0.00601 750 0.74270 0.04215
760 0.13794 0.00545 760 0.75887 0.04522
770 0.13160 0.00520 770 0.66040 0.03588
780 0.12013 0.00472 780 0.63982 0.03226
790 0.11419 0.00465 790 0.62149 0.02990
800 0.10354 0.00409 800 0.56824 0.02624
810 0.09550 0.00380 810 0.51806 0.02261
820 0.08595 0.00340 820 0.46627 0.02015
830 0.07997 0.00319 830 0.46274 0.01930
839 0.07073 0.00278 839 0.40600 0.01382
850 0.06426 0.00254 850 0.36791 0.01405
860 0.05746 0.00226 860 0.33689 0.01259
870 0.05305 0.00209 870 0.31951 0.01176
880 0.04494 0.00179 878 0.27128 0.01184
890 0.03977 0.00157 890 0.24170 0.00837
900 0.03340 0.00133 900 0.20927 0.00704
910 0.03094 0.00124 910 0.19001 0.00631
920 0.02796 0.00111 920 0.17135 0.00565
930 0.02347 0.00094 930 0.14439 0.00515
940 0.01944 0.00078 940 0.12098 0.00418
950 0.01708 0.00068 950 0.10405 0.00334
960 0.01385 0.00055 960 0.08817 0.00291
970 0.01165 0.00046 970 0.07186 0.00241
980 0.00930 0.00037 980 0.06017 0.00208
990 0.00755 0.00056 990 0.04748 0.00336
999 0.00627 0.00047 996 0.04082 0.00290
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Figure A.3: Measured counts per photon as a function of wavelength for different Clara CCD
settings.
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APPENDIX B

PULSE TUBE CRYOCOOLERS

The working principle of most closed-cycle cryorefrigeration systems is similar to the Stirling

cycle. A working gas (typically helium) is compressed at room temperature, where the heat of

compression is removed, and subsequently expands and cools near a cold heat exchanger where

heat is extracted from whatever is being cooled. Figure B.1 graphically describes the ideal Stirling

cooling cycle, which can be divided into four basic steps:

1. Compression: The cold piston begins the cycle close to the low temperature heat exchanger.

The warm piston compresses the gas isothermally, and the heat of compression is expelled to

the external environment through the high temperature heat exchanger at ambient temperature.

2. Transfer: Both pistons move together to isochorically (with constant volume) transfer the

room temperature compressed gas through the regenerator, cooling the gas to the low tem-

perature by depositing heat in the regenerator.

XW XC
TW TC

1. Compression

regenerator

XW XC
TW TC

2. Transfer

regenerator

XW XC
TW TC

3. Expansion

regenerator

XW XC
TW TC

4. Return Transfer

regenerator

Figure B.1: Diagram of the Stirling Cycle. Arrows indicate piston motion and heat exchanger
energy flow.
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PH
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C RV

compressor system

VR

regenerator pulse tubeTC TW

O

XWXC
x

TC

TW

Figure B.2: Basic pulse tube cryorefrigerator with an external compressor system. The graph
illustrates the temperature behavior of gas passing through the heat exchangers at either end of the
pulse tube during one pressure cycle.

3. Expansion: The cold piston is retracted to expand the gas in the cold volume, cooling the

gas and absorbing heat from the low temperature heat exchanger. This step removes heat

from any sample mounted to the low temperature heat exchanger.

4. Return Transfer: Both pistons again move together to isochorically transfer the cold gas

through the regenerator, where it reabsorbs the heat deposited during step 2. After this step,

the system has returned to its original configuration.

The cryocooler in pSAM is of the Gifford-McMahon (GM) pulse tube variety [75], which

has an orifice and a reservoir volume instead of the cold piston as in the basic Stirling system.

A schematic of a single GM pulse tube cooling system is displayed in Figure B.2. An external

compressor (C) provides ambient temperature (TW) compressed helium at two pressures (PH, PL)

which a motorized rotating valve (RV) alternates between, creating an oscillating pressure in the

regenerator and pulse tube. As the pressure rises to PH, the working gas cools by depositing heat in

the regenerator before flowing through the cold heat exchanger (XC) and entering the pulse tube at

TC and PH. When the valve (RV) switches to low pressure (PL), the gas in the pulse tube expands,

cools, and flows back through XC at T<TC, extracting energy from the sample being cooled.
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The reverse process occurs at the warm heat exchanger (XW), which is connected to a reservoir

volume (VR) by an orifice (O). The orifice is a valve used to regulate flow into and out of VR. At

the high pressure part of the cycle, gas at the warm end of the pulse tube compresses, heats, and

flows into VR through the warm heat exchanger (XW) at TW, where it deposits the heat energy due

to compression. When pressure in the tube subsequently drops, gas at temperature TW flows from

the reservoir into the pulse tube until equilibrium is achieved. The flow of gas into and out of VR

is crucial to efficient cooling, as without flow, the cooling due to expansion in the tube would be

canceled by the subsequent compression.

The purpose of the pulse tube is to isolate the two processes occurring at the heat exchangers.

Gas in the middle of the pulse tube never leaves the tube since the flow is reversed before it can

traverse the entire length of the tube. The purpose of the regenerator is to pre-cool the gas entering

the pulse tube and reheat the gas exiting the pulse tube. The regenerator usually consists of a high

heat capacity material with large surface area to maximize heat exchange with the gas. The lack

of moving parts near the cold heat exchanger makes pulse tube cryocoolers highly reliable, have

long lifetimes, and results in greatly reduced vibration at the cold heat exchanger. Low vibration

Figure B.3: Standard configuration for modern two-stage pulse tube cryocoolers. Figure taken
from [3].

122



is especially important for optical applications, where sample stability is crucial. For the pSAM

cryocooler system, the compressor is connected to the motorized rotating valve by two 100 ft. long

flexible helium lines, which serve as the high and low pressure volumes in the compressor system.

The motorized valve is isolated from the cold head (regenerator and pulse tubes) by a 2 ft. flexible

helium line.

Contemporary single-stage pulse tube cryocoolers can achieve base temperatures near 30 K,

where they are limited by heat conduction along the regenerator. To reach the single-digit base tem-

peratures necessary to freeze Neon, pSAM uses a more advanced two-stage pulse tube cryocooler.

In this configuration the regenerators are in series and the pulse tubes are in parallel, as displayed

in Figure B.3 from [3]. The second stage heat exchanger for the pSAM cryocooler is capable of

achieving a base temperature of 2.8 K under no heat load. A drawing and picture of the pSAM

cold head are included in Figure B.4 and B.5. A more thorough description of modern cryocooler

design and development can be found in [76, 77, 3, 78].
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Figure B.4: Picture of the pSAM cryocooler cold head. External reservoir volumes not pictured.
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Figure B.5: Dimensioned drawing of the pSAM cryocooler (Cryomech model PT415), with remote motor.
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APPENDIX C

TEMPERATURE PROBE CALIBRATIONS

Table C.1: pSAM Temperature Sensor Calibration Data.

Lakeshore Sensor Model Lakeshore Sensor Model
CX-1050-AA-1.4L CX-1050-CU-HT-1.4L

Serial Number X103297 Serial Number X134596

index Temperature (K) Resistance (Ω) Temperature (K) Resistance (Ω)

1 1.20012 39214.8 1.19951 38225.6
2 1.30145 31724.5 1.29965 30841.4
3 1.39992 26474.8 1.39971 25538.2
4 1.60176 19376.0 1.59972 18609.2
5 1.80418 15067.7 1.80009 14413.5
6 2.00010 12310.3 1.99643 11712.5
7 2.20037 10330.4 2.20165 9746.46
8 2.40088 8876.43 2.40150 8352.72
9 2.59947 7783.34 2.59873 7312.47
10 2.80034 6919.27 2.79697 6493.96
11 3.00021 6233.21 2.99541 5841.74
12 3.20060 5674.01 3.19814 5300.68
13 3.40246 5207.05 3.39656 4863.22
14 3.60085 4821.02 3.59962 4487.47
15 3.80121 4488.85 3.79974 4172.93
16 3.99340 4213.27 3.99612 3907.02
17 4.18279 3975.40 4.20270 3663.44
18 4.53376 3608.25 4.58971 3288.94
19 4.94429 3261.71 4.99923 2973.78
20 5.45870 2921.39 5.51191 2663.31
21 6.18086 2562.03 6.23500 2334.03
22 7.00112 2261.00 7.05740 2058.36
23 8.03154 1984.02 8.08655 1804.01
24 9.06155 1777.80 9.12550 1613.42
25 10.0914 1617.55 10.1586 1466.64
26 11.1203 1488.99 11.1913 1348.73
27 12.1410 1383.92 12.2129 1252.61
28 13.1516 1296.28 13.2269 1172.19
29 14.1546 1221.57 14.2252 1104.24
30 15.1524 1156.88 15.2154 1045.55
31 16.1370 1100.58 16.1977 994.256
32 17.1190 1050.55 17.1724 948.751
33 18.0978 1005.68 18.1427 908.072
34 19.0774 964.979 19.1070 871.505
35 20.0548 928.012 20.0794 837.787
36 21.1348 890.724 21.1446 804.163
37 22.7142 841.941 22.7274 759.469
38 24.3140 798.211 24.3316 719.454
39 25.9307 758.833 25.9412 683.751
40 27.5459 723.521 27.5634 651.468
41 29.1683 691.450 29.1927 622.167
42 30.9802 659.093 31.0123 592.643
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Table C.2: pSAM Temperature Sensor Calibration Data.

Lakeshore Sensor Model Lakeshore Sensor Model
CX-1050-AA-1.4L CX-1050-CU-HT-1.4L

Serial Number X103297 Serial Number X134596

Index Temperature (K) Resistance (Ω) Temperature (K) Resistance (Ω)

43 33.0928 625.198 33.1275 561.912
44 36.0913 582.963 36.1363 523.563
45 39.0904 546.380 39.1473 490.353
46 42.0924 514.284 42.1561 461.428
47 45.0860 485.984 45.1528 435.888
48 48.0842 460.756 48.1527 413.159
49 50.0821 445.368 50.1462 399.419
50 55.0777 411.227 55.1320 368.824
51 60.0722 382.106 60.1248 342.742
52 65.0623 356.965 65.1148 320.212
53 70.0568 334.978 70.1060 300.580
54 75.0535 315.549 75.0924 283.259
55 80.0447 298.320 80.0806 267.876
56 85.0496 282.826 85.0833 254.075
57 90.0475 268.881 90.0775 241.622
58 95.0448 256.231 95.0758 230.358
59 100.044 244.702 100.072 220.100
60 110.039 224.459 110.059 202.063
61 120.035 207.222 120.057 186.701
62 130.038 192.360 130.062 173.486
63 140.039 179.429 140.061 161.979
64 150.036 168.074 150.056 151.893
65 160.030 158.021 160.052 142.949
66 170.023 149.085 170.048 134.984
67 180.016 141.076 180.038 127.854
68 190.023 133.852 190.043 121.422
69 200.026 127.329 200.048 115.603
70 210.027 121.415 210.047 110.319
71 220.020 116.019 220.036 105.507
72 230.024 111.086 230.044 101.105
73 240.031 106.568 240.042 97.0637
74 250.022 102.415 250.032 93.3474
75 260.034 98.5810 260.045 89.9072
76 270.032 95.0404 270.039 86.7346
77 280.043 91.7438 280.046 83.7939
78 290.035 88.6792 290.040 81.0603
79 300.052 85.8434 300.040 78.5092
80 310.038 83.2023 310.015 76.1460
81 315.049 81.9444 315.024 75.0136
82 320.057 80.7260 320.024 73.9221
83 326.058 79.3161 326.012 72.6612
84 330.073 78.4051 330.021 71.8414
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APPENDIX D

LINEAR SHIFT MECHANISM (LSM) COMMANDS

Table D.1: Commonly used LSM commands. Refer to McLennan PM1000 Motion Controller
manual for more information. The ’1’ beginning each command refers to the axis of motion, of
which there is only one in the case of pSAM, but could be higher if multiple linear motion
mechanisms are ever implemented.

Command Description

1qa Query all. Returns all of the current settings and modes of the controller along with the current positions
in a single page format.

1qs Query speeds. Query the current settings for the speeds and accelerations.

1qp Query position. Query the current position information. Returns values for Command Position (CP,
steps), Actual Position (AP, µm), Input Position (IP), Auxiliary Position (TP), and Datum Position (OD,
steps). CP is the stepper motor position, and AP is the position read by the linear encoder. IP, TP, are
reserved for additional linear encoders and are not used. OD is a reference position and is not used.

1ma<position> Move absolute. Move the motor to the position given inthe argument. The position is relative to the
Command Position of zero.

1mr<position> Move relative. Move the motor to the position given in the argument relative to the current Command
Position.

1sv<speed> Set velocity. Sets the Slew (maximum) velocity for all following moves (steps/second, range from 1 to
1,200,000. 15,000 typical.)

1ab Command abort. Sending will abort the current motion. Motion control will be disabled after command
abort until reset with the RS command.

1rs Command Reset. Resets an abort condition, enabling motion control.
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