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The investigation of isomeric states in neutron-rich nuclei provides useful insights into the

underlying nuclear configurations, and understanding their occurrence along an isotopic chain can

inform about shell evolution. Recent studies on neutron-rich Si isotopes near the magic number

𝑁 = 20 and approaching 𝑁 = 28 have revealed the presence of low-lying states with intruder

configurations, resulting from multiple-particle, multiple-hole excitations across closed shell gaps.

The characterization of these states involves measuring their half-lives and transition probabilities.

In this study, a new low-energy (7/2−1 ) isomer at 68 keV in 37Si was accessed via 𝛽 decay

and characterized. To achieve this, radioactive 37Al and 38Al ions were produced through the

projectile fragmentation reaction of a 48Ca beam and implanted into a CeBr3 detector, leading to

the population of states in 37Si. The 68-keV isomer was directly populated in the 𝛽-delayed one

neutron emission decay of implanted 38Al ions. Ancillary detector arrays comprising HPGe and

LaBr3(Ce) detectors were employed for the detection of 𝛽-delayed 𝛾 rays. The choice of detectors

was driven by their excellent energy and timing resolutions, respectively.



The 𝛽-𝛾 timing method was utilized to measure the half-life of the new isomeric state in 37Si.

This dissertation also discusses other timing techniques employed to search for and characterize

isomeric states following 𝛽 decay of implanted ions. Notably, the half-life of the newly observed

(7/2−1 ) isomeric state in 37Si was measured to be 9.1(7) ns. The half-life of the previously observed

closely-lying (3/2−1 ) state at 156 keV was determined to be 3.20(4) ns, consistent with previously

reported values. Reduced ground-state transition probabilities associated with the 𝛾-ray decay

from these excited states were in agreement with results obtained from shell model calculations.

In addition to the investigation of isomeric states in 37Si, isomeric 0+ states in 34Si and

32Mg nuclei belonging to the N = 20 “island of inversion” were characterized and searched for,

respectively. The isomeric 0+ state in 34Si was populated following the 𝛽 decay of implanted

34Mg ions and its 34Al daughter nucleus. Similarly, the 0+ state in 32Mg was searched for via the

𝛽-delayed one neutron emission decay of implanted 33Na ions.
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CHAPTER I

INTRODUCTION

1.1 The Nucleus and Magic Numbers

The nucleus, which exists within every atom, is characterized by the number of protons,

𝑍 , and the number of neutrons, 𝑁 . 𝑍 defines individual elements and their chemical properties,

as well as the number of electrons in a neutral atom. The mass number, 𝐴, represents the total

number of nucleons (protons and neutrons) in a nucleus. The nucleons are held together in the

nucleus by the strong, short-ranged nuclear force, which determines what combination of protons

and neutrons can form a bound nucleus. While the strong force has not yet been fully described by

current microscopic models of nuclei due to their complexity, reproducing experimentally measured

properties of the nucleus can improve the predictive power of such models. This endeavor begins

with one of the earliest observations that contributed to the notion of the nuclear shell structure —

the appearance of “magic numbers”.

One-neutron separation energies, 𝑆𝑛, can be used as a tool to demonstrate the existence of

the so-called magic numbers in nuclei. The distribution of one-neutron separation energies for

even-even nuclei over varying neutron number, 𝑁 , is shown in Figure 1.1(a). 𝑆𝑛 is the energy

required to remove a single neutron from a nucleus and is given by

𝑆𝑛 (𝐴, 𝑍) = 𝐵𝐸 (𝐴, 𝑍) − 𝐵𝐸 (𝐴 − 1, 𝑍) (1.1)
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Figure 1.1: (a) One-neutron separation energies as a function of 𝑁 for even-even nuclei. (b)
Differential one-neutron separation energies as a function of 𝑁 for even-even nuclei. The vertical
lines represent magic numbers 8, 20, 28, 50, 82 and 126, associated with spikes in Δ𝑆𝑛 followed by
a drastic drop, corresponding to enhanced stability at shell closures. This figure is adapted from
Ref. [7].

2



where 𝐵𝐸 represents the binding energy of a nucleus with 𝐴 nucleons, and 𝑍 is the atomic number.

The discontinuities in 𝑆𝑛 values after magic neutron numbers, 2, 8, 20, 28, 50, 82 and 126 is

comparable to the sudden drops in ionization energy observed for atoms as a function of the proton

number, 𝑍 , after the filling of electronic shells. The 𝑍 values corresponding to the ionization

energy values just before the discontinuities represent magic 𝑍 numbers. Atoms with such magic

𝑍 numbers are referred to as noble gases which are known to exhibit enhanced stability because

of their closed electronic configurations. Such analogy remains true for the nuclear shell where

discontinuities in 𝑆𝑛 (𝑆𝑝, the one-proton separation energy) are similarly observed after magic

neutron (proton) numbers. In this case, however, the discontinuities are better highlighted when

considering the differential one-neutron separation energy as a function of neutron number, 𝑁 , as

shown in Figure 1.1(b) for even-even nuclei. The differential one-neutron separation energy, Δ𝑆𝑛

is the difference between the one-neutron separation energy, 𝑆𝑛 of neighbouring nuclei along an

isotopic chain, expressed as

Δ𝑆𝑛 = 𝐵𝐸 (𝐴, 𝑍) − 𝐵𝐸 (𝐴 − 1, 𝑍) − [𝐵𝐸 (𝐴 + 1, 𝑍) − 𝐵𝐸 (𝐴, 𝑍)] (1.2)

where 𝐵𝐸 is the binding energy of a nucleus with 𝐴 nucleons and 𝑍 protons, where the atomic

number is the same along isotopic chains of interest.

1.2 The Nuclear Shell Model

The development of the nuclear shell model can be traced back to the need to predict ex-

perimentally observed magic proton and neutron numbers characteristic of stable nuclei. In the

mean-field approximation of the shell model, the behavior of an independent or single nucleon is

considered with the assumption that it is affected by a mean central potential due to other nucleons

in the nucleus.
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Single-particle eigenstates or orbitals are characterized by their energies and quantum numbers.

The single-particle eigenstates and energies are obtained by solving the Schrödinger equation that

describes the behaviour of a nucleon within the given mean potential. The energies of the single-

particle eigenstates represent the allowed energy levels that the particle can occupy. These energy

levels determine the stability and behavior of the particle within the system. Three mean potentials

from which single-particle states have been obtained when solving the Schrödinger equation are

presented in Figure 1.2.

As shown in Figure 1.2, the nuclear potential is not well described by the Harmonic Oscillator

(HO) and Woods-Saxon (WS) potentials, as they are unable to reproduce experimentally observed

magic nucleon numbers beyond 𝑁, 𝑍 = 20. This limitation was circumvented when Mayer [38],

and Haxel, Jensen and Suess [23] independently suggested the addition of a spin-orbit coupling

term to the WS potential, consequently expressed as

𝑉𝐿𝑆 (𝑟) = −𝑉𝐿𝑆
𝑑

𝑑𝑟

(
1

1 + 𝑒(𝑟−𝑅0)/𝑎

) (
®𝑙 · ®𝑠

)
, (1.3)

accounting for the tendency of relativistic particles to align their orbital angular momenta, ®𝑙 and

spins or intrinsic angular momenta, ®𝑠, and resulting in the removal of degeneracy of single-particle

states according to the total angular momentum, 𝑗 = 𝑙 ± 𝑠, where 𝑠 = 1/2 for protons and neutrons,

being fermions. With the addition of the spin-orbit coupling term, experimentally observed magic

nucleon numbers are accurately reproduced, represented by the large gaps separated by the magic

𝑁 numbers in Figure 1.2. Each single-particle state is represented by the notation 𝑛𝑙 (2 𝑗) where

the radial quantum number 𝑛 = 0, 1, 2, 3, ... corresponds to the number of radial nodes in the

wavefunction; and the orbital angular momentum quantum number, 𝑙 = 0, 1, 2, 3..., using the

corresponding spectroscopic symbols 𝑠, 𝑝, 𝑑, 𝑓 ... , respectively. Each single-particle state has
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Figure 1.2: Neutron single-particle states in 208Pb calculated using the Harmonic Oscillator poten-
tial (left), Wood-Saxon potential (middle), and Wood-Saxon potential with the spin-orbit coupling
term (right) adapted from Ref. [7]. Individual levels are characterized by their occupancy in square
brackets to the left, a cumulative occupancy in the middle and quantum numbers, 𝑁 = 2𝑛 + 𝑙; 𝑛, 𝑙;
and 𝑛, 𝑙, 2 𝑗 on the right for each potential.
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2 𝑗 + 1 substates or projections of the angular momentum from 𝑚 𝑗 = − 𝑗 , ..., 0, ..., + 𝑗 ; such that

each 𝑗 state can contain a maximum of 2 𝑗 + 1 nucleons. The addition of the spin-orbit coupling

term causes states with parallel coupling of 𝑙 and 𝑠 (larger 𝑗 values) to be lower in energy than

states with an antiparallel configuration. Moreover, the spin-orbit force induces a splitting of the 𝑗

states, leading to significant energy differences and the formation of large energy gaps.

The independent particle model is particularly sufficient for predictions about the ground states

of a broad range of nuclei but begins to fail when nuclei with extreme isospins or large 𝑁 to 𝑍

ratios are considered.

1.3 The Interacting Shell Model

Over the years, nuclear shell models that allow for the inclusion of interactions between multiple

valence particles have been established, resulting in the enhancement of the predictive capabilities

of theoretical models of the nucleus. Limitations due to computational capabilities arise in solving

the Schrödinger equations for nucleons in large nuclei, requiring the construction of a truncated or

simplified model space. A typical model space is made up of a closed or inert core consisting of

completely filled proton and neutron shells and a valence space, within which valence nucleons

interact via the nucleon-nucleon (𝑁𝑁) or residual interaction, which is not considered in the

independent particle model.

The single-particle energy (SPE) of every orbital with angular momentum 𝑗 in the valence

space and the two-body matrix elements (TBMEs) that model the residual interaction between

nucleons in the valence space generally make up the input parameters for the shell model space.

Specifically, the SPE is given by the kinetic energy and the effects of the closed core on each orbit

with angular momentum 𝑗 in the valence space [51], and taken from experimental data. On the
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other hand, the TBMEs are derived from comparing and adjusting nuclear properties like binding

energies, excitation energies and transition probabilities to experimental data in a certain region of

the nuclear chart, and can be written as

< 𝑗1 𝑗2 | 𝑉𝑟𝑒𝑠 | 𝑗3 𝑗4 >𝐽𝑇 (1.4)

where 𝑗1, 𝑗2, 𝑗3 and 𝑗4 represent the angular momenta of the orbits occupied by the nucleons and

𝑉𝑟𝑒𝑠 is an effective interaction between the nucleons. The individual angular momenta couple to

a total angular momentum, 𝐽 and isospin, 𝑇 . It should be noted that all possible combinations of

𝑗’s must be accounted for, such that the wavefunction of a state will be a linear combination of all

possible configurations of nucleons in a model space.

1.4 The diminishing shell gap at 𝑁 = 28

A diminished shell gap at 𝑁 = 28 allows for energetically favored cross-shell excitations in

exotic nuclei in the region where 𝑍 and 𝑁 are very different. Such excitations result in the creation

of states with intruder configuration which compete with, and exhibit structural differences from

states characterized by normal, closed-shell configurations. Notably, these states with intruder

configuration manifest at low excitation energies, and in some cases, become the ground state, as

observed in neutron-rich isotopes near the 𝑁 = 20 “island of inversion” [25]. The observation and

characterization of these states that appear at low energies can provide more information on the

microscopic structure of the nuclei in which they appear and additional insight into shell evolution

along isotopic chains as nuclei become more exotic.

The first indication of the disappearance of the𝑁 = 28 shell gap was observed in 44S, where a low

excitation energy of 1297(18) keV was measured for the 2+1 state, characterized by a large quadrupole
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Figure 1.3: Experimental excitation energies of the first 2+ states in Ca, Ar, S, and Si isotopes from
𝑁 = 20 to 𝑁 = 28. Data taken from Ref. [55].

transition strength, 𝐵(𝐸2; 0+𝑔.𝑠. → 2+1) ↑1 of 314(88) 𝑒2fm2 [22], different from experimental

signatures of high 2+1 energies and low 𝐵(𝐸2) ↑ values for good shell closures. A similar evidence

in the downward trend of 2+1 excitation energies has been established along the 𝑁 = 20 up to

𝑁 = 28 chains of even-even isotones below 48Ca as visually represented in Figure 1.3. The sharp

increase in the 𝐸 (2+1) for Ca isotopes with magic neutron numbers 𝑁 = 20 and 𝑁 = 28 observed

relative to their neighbouring even-even isotopes in Figure 1.3 becomes inconsistent for the Si and

S isotopes as they become more exotic. It can be inferred that both S and Si exhibit properties of

good shell closures at 𝑁 = 20, but the magicity at 𝑁 = 28 disappears. This is primarily due to the

monopole term of the tensor force component of 𝑁𝑁 interactions which drives the collapse and

subsequent disappearance of the magic nature of classical shell gaps and the appearance of new

1In contrast to Coulomb excitation measurements, the notation, 𝐵(𝐸2; 𝐽𝑖 → 𝐽 𝑓 ) ↓ is used for electromagnetic
transitions and relevant to the work presented in this dissertation. Here, 𝐽𝑖 and 𝐽 𝑓 represent the higher- and lower-lying
states, respectively. 𝐵(𝐸2) ↓ values can be obtained from 𝐵(𝐸2) ↑ strengths from Coulomb excitation measurements
using the relation: 𝐵(𝐸2; 𝐽𝑖 → 𝐽 𝑓 ) ↓= 2𝐽𝑖+1

2𝐽 𝑓 +1𝐵(𝐸2; 𝐽 𝑓 → 𝐽𝑖) ↑.
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Figure 1.4: Experimental 𝐵(𝐸2; 0+𝑔.𝑠. → 2+1) strengths for the same set of isotopes shown in
Figure 1.3. Data taken from Ref. [55].

ones[49, 51, 48]. In terms of relevance to this dissertation, the neutron 0 𝑓7/2 orbit gets filled as a

progression is made from 𝑁 = 20 to 𝑁 = 28. As discussed in Ref. [51], the tensor force, simply

taken as the exchange of 𝜋 + 𝜌 mesons, will induce a repulsion between the neutron 0 𝑓7/2 orbit ( 𝑗 ′>)

2 and the proton 0𝑑5/2 orbit ( 𝑗>), and an attraction between the neutron 0 𝑓7/2 orbit ( 𝑗 ′>) and the

proton 0𝑑3/2 orbit ( 𝑗<). The interplay between the repulsion and attraction caused by the tensor

force leads to the reduction of the energy gap between the neutron 0 𝑓7/2 ( 𝑗 ′>) and proton 0𝑑5/2 ( 𝑗>)

orbits and enhances the energy gap between the neutron 0 𝑓7/2 ( 𝑗 ′>) and proton 0𝑑3/2 ( 𝑗<) orbits, as

depicted in Figure 1.5. This results in the reduction of the 𝑍 = 14 sub-shell gap relative to 34Si.

In the same vein, the removal of protons will weaken the attractive force between the proton

0𝑑3/2 orbit ( 𝑗<) and neutron 0 𝑓7/2 orbit ( 𝑗 ′>) relative to 48Ca. This weakening occurs because the

presence of protons in the 0𝑑3/2 ( 𝑗<) orbit enhances the attractive interaction with the neutron 0 𝑓7/2

2For a neutron orbit, 𝑗 ′, neutrons are either in 𝑗 ′> = 𝑙 + 1/2 or 𝑗 ′< = 𝑙 − 1/2, while protons are either in orbit
𝑗> = 𝑙 + 1/2 or 𝑗< = 𝑙 − 1/2.
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0d3/2 (j<)

0d5/2 (j>)

0f7/2 (j’>)

Proton Neutron

Figure 1.5: Schematic figure illustrating the effects of the tensor force on the neutron and proton
orbits, adapted from Ref. [51].

( 𝑗 ′>) orbit. Moreover, the attractive force between the proton 0𝑑3/2 ( 𝑗<) orbit and neutron 1𝑝3/2 ( 𝑗 ′>)

orbit is also weakened as protons are removed from the 0𝑑3/2 ( 𝑗<) orbit. However, the repulsive

force between the proton 0𝑑3/2 orbit ( 𝑗<) and neutron 1𝑝3/2 orbit ( 𝑗<) results in an enhancement

of the energy of the neutron 0 𝑓7/2 orbit such that the 𝑁 = 28 gap (between the neutron 0 𝑓7/2 and

1𝑝3/2 orbits) is reduced.

The narrowing of the 𝑍 = 14 and 𝑁 = 28 gaps result in enhanced excitations across the

gaps such that the development of collectivity and deformation is favored in such nuclei. This

is manifested in the observation of 2+1 states with low excitation energies and large quadrupole

transition probabilities, and in some cases, coexisting spherical and deformed 0+ states [18, 26, 52,

61]. As shown in Figure 1.4, the 𝐵(𝐸2) strength increases along the S and Si isotopic chains as

𝑁 = 28 is approached, compared to the Ca and Ar isotopic chains.
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1.5 Investigation: Low-lying isomers in exotic Odd-𝐴 Si isotopes

Low-lying excited states are observed in odd-𝐴 Si isotopes approaching 𝑁 = 28. The (3/2+1)

state at 973.8(30) keV in 35Si, with a half-life of 5.9(6) ns [46] decays to the excited (3/2−1 ) state

at 909.95(23) keV (𝑇1/2 = 55(14) ps) [67] and (7/2)− ground state. In contrast, the (3/2+1) states

in 37Si and 39Si decay by a fast 𝐸1 to the (5/2−) ground states and excited (3/2−1 ) states which

progressively become lower in energy. These (3/2−1 ) states, along with the (7/2−1 ) states in 37Si and

39Si, are predicted to be nanosecond isomers [67, 66] as illustrated in Figure 1.6.

The (3/2−1 ) and (7/2−1 ) states were established in the level scheme of 37Si in a 𝛽− [65, 4] and 𝛽−n

[65] decay experiment of 37Al and 38Al, respectively. The structure of 37Si was also investigated

in a 9Be(38Si, 37Si𝛾) reaction which led to the identification of the 156-keV (3/2−1 ) state as a

nanosecond isomer with a reported half-life of 3.0(7) ns [67]. Although the (7/2−1 ) state was not

experimentally observed in Ref. [67], shell model calculation results in the same work predicted it

to be a low-lying nanosecond isomer in 37Si, alongside the (3/2−1 ) state.

In this study, the isomeric states in 37Si were investigated using 𝛽-decay and 𝛾-ray spectroscopy.

The half-lives of these states were determined using both 𝛽-𝛾 and 𝛽-𝛾-𝛾 measurement techniques.

Additionally, their reduced ground-state transition probabilities were extracted and compared to

theoretical predictions. The comparison between the experimental and theoretical results allow

for inferences on the shell structure of the exotic 37Si nucleus, as discussed in Chapter IV of this

dissertation. Furthermore, the 0+2 states in 34Si and 32Mg were investigated using double-pulse and

𝛽-𝛾-𝛾 half-life measurement techniques, discussed in Chapter V of this dissertation.
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Figure 1.6: Experimental and theoretical level schemes for low-lying states in 35Si, 37Si, and 39Si,
including predicted nanosecond isomers in 37Si and 39Si. Experimental half-life data for isomers
in 37Si and 39Si are from Ref. [67], while data for the (3/2+1) and (3/2−1 ) states in 35Si are from Ref.
[46] and Ref. [67], respectively. Theoretical half-life values are also included in red.
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CHAPTER II

THEORETICAL BACKGROUND

2.1 Radioactivity

Of the approximately 3000 naturally occurring or artificially produced nuclei that we have some

measurable information about, only about 300 are stable. The remaining majority, on the other

hand are radioactive and undergo various decay processes. After undergoing radioactive decay, a

parent nucleus transforms into a daughter nucleus with higher binding energy. The difference in

binding energy determines the types of decays that can occur based on energy considerations, and

any excess energy is converted into the kinetic energy of the resulting decay products. Common

radioactive decay types include 𝛼, 𝛽 and 𝛾 decay. Single and multiple proton or neutron emission

is also possible in nuclei that lie close to the proton (neutron) drip line while heavy neutron-rich

nuclei split roughly into half via spontaneous fission (SF).

A decay process can be characterized by an associated decay rate, 𝑑𝑁/𝑑𝑡, expressed as

𝑑𝑁

𝑑𝑡
= −𝜆𝑁 (2.1)

where 𝜆 is the decay constant. The solution to Eq. 2.1 is given by

𝑁

𝑁0
= 𝑒−𝜆𝑡 (2.2)
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where 𝑁 is the number of nuclei remaining in a sample at time 𝑡, and 𝑁0 is the number of nuclei in

the sample at 𝑡 = 0. The time 𝑡 when 𝑁/𝑁0 = 1/2 is known as the half-life, 𝑇1/2. It can be related

to the decay rate, 𝜆 as

𝑇1/2 =
ln 2
𝜆
. (2.3)

Isomeric states characterized in this dissertation were populated in the 𝛽 decay of radioactive parent

nuclei. Subsequent sections will delve into concepts associated with 𝛽 decay.

2.2 𝛽 Decay

The majority of the known radioactive nuclei lie in regions where 𝛽 decay is the dominant

decay mode for such nuclei to become more stable [33]. 𝛽-decay spectroscopy is important for

investigating and understanding the nuclear structure of exotic nuclei with large neutron number to

proton number imbalance. Experimental measurements of observables such as 𝛽-decay half-lives,

branching ratios, as well as characteristics of states populated via 𝛽 decay offer insights into the

structure of these nuclei. 𝛽 decay involves the conversion of a proton (neutron) into a neutron

(proton), such that a nucleus with mass number 𝐴 is converted to another nucleus with the same 𝐴

but differing 𝑁 (𝑍). The value of 𝐴 being kept constant indicates that successive 𝛽 decays occur

along an isobaric chain.

2.2.1 𝛽-Decay Modes

Three different decay modes, 𝛽−, 𝛽+ and electron capture (EC) are all classified as 𝛽 decays

and are expressed as follows:

𝛽− : 𝐴𝑍𝑋𝑁 → 𝐴
𝑍+1𝑌

+
𝑁−1 + 𝛽

− + 𝜈𝑒 +𝑄𝛽− (2.4)

𝛽+ : 𝐴𝑍𝑋𝑁 → 𝐴
𝑍−1𝑌

−
𝑁+1 + 𝛽

+ + 𝜈𝑒 +𝑄𝛽+ (2.5)
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𝐸𝐶 : 𝐴𝑍𝑋𝑁 + 𝑒− → 𝐴
𝑍−1𝑌𝑁+1 + 𝜈𝑒 +𝑄𝐸𝐶 , (2.6)

where the beta particle 𝛽± is an electron (𝛽−) or a positron (𝛽+), 𝜈𝑒 is an electron anti-neutrino, 𝜈𝑒

is an electron neutrino and 𝑒− is an atomic electron. 𝛽-decay Q-values are represented by𝑄𝛽− ,𝑄𝛽+

and 𝑄𝐸𝐶 indicating the amount of energy released in each respective decay mode. Specifically,

the Q-value is the mass-energy difference between the initial state in a parent nucleus and the final

state in a daughter nucleus, which could be an excited state or the ground state. A 𝛽-decay mode

is energetically feasible if the associated Q-value is positive.

𝛽− Decay

𝛽− decay mode is dominant in neutron-rich nuclei. The Q-value of a 𝛽− decay can be calculated

using the expression

𝑄𝛽− = [𝑀 (𝐴, 𝑍) − 𝑀 (𝐴, 𝑍 + 1)]𝑐2 (2.7)

where 𝑀 (𝐴, 𝑍) and 𝑀 (𝐴, 𝑍 + 1) are the neutral atomic masses of the parent and daughter nucleus

respectively and 𝑐 is the speed of light. The decay energy, 𝑄𝛽− is shared among the recoiling

daughter nucleus, the emitted 𝛽− particle and electron antineutrino such that the energy of the of

the emitted 𝛽− particle can range from 0 to an endpoint value of 𝑄𝛽− . The emitted 𝛽− particle can

be detected due to it electromagnetically interacting with detector material, and depositing energy

until it is fully stopped.

𝛽+ and EC Decay

𝛽+ and EC decay modes compete with each other in proton-rich nuclei. In 𝛽+ decay, the decay

energy is shared among the recoiling daughter nucleus, the emitted 𝛽+ particle and the electron

neutrino. The 𝛽+ decay process requires that the mass-energy difference between the parent and

daughter nuclei must be greater than the rest mass-energy of the emitted positron and an extra
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electron (2𝑚𝑒𝑐2 or 1022 keV), accounting for the neutral atomic masses of the parent and daughter

nuclei. Similar to 𝛽− decay, it is difficult to directly detect the recoiling daughter nucleus and

electron neutrino due to their small mass-energy. However, the emitted positron can be detected

using information from the energy it deposits within a detector medium as it interacts with the

medium, gradually losing energy and slowing down. Commonly, two 511-keV 𝛾 rays emitted

in opposite directions following the eventual annihilation of the positron with an electron after

reaching thermal energies can also be detected in this decay mode.

EC decay becomes the dominant 𝛽-decay mode of a proton-rich nucleus when the decay energy

is less than 2𝑚𝑒𝑐2 or 1022 keV. In EC decay, a proton in a nucleus captures an orbital electron

(typically situated in the inner-most electronic shell or K shell), reducing the number of protons.

This process is particularly relevant for heavier nuclei [33] and is accompanied with the emission

of only one particle - a mono-energetic neutrino - whose energy depends on the binding energy of

the captured electron and the initial and final states of the parent and daughter nucleus respectively.

As described above, the electron neutrino has a negligible mass and does not interact with detector

media due to its low weak interaction cross section. However, X-rays and Auger electrons emitted

as a result of the reconfiguration of other electrons in outer shells filling the vacancy left behind by

the captured electron can be tracked and used to identify EC decays.

2.2.2 𝛽-Decay Selectivity

𝛽-decay is a process that follows specific selection rules based on the conservation of angular

momentum, denoted as 𝑙, during the transition from an initial state in the parent nucleus to a final

state in the daughter nucleus. The parities of the states involved also play a role in determining the

transition strengths.
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Table 2.1: 𝛽-decay selection rules for allowed transitions (𝑙 = 0).

Transition Type Δ𝐽 Δ𝜋 = (-1)𝑙
Fermi 0 (𝐽𝑖 = 0 and 𝐽 𝑓 = 0) No

Gamow-Teller 0, 1 No

Allowed transitions

If a 𝛽 particle and neutrino are emitted with no angular momentum relative to the nucleus,

such that 𝑙 = 0, the decay is referred to as allowed and the selectivity of the decay will become

dependent on the spin-alignment or coupling of the 𝛽 particle and neutrino (both of which have

intrinsic spins, 𝑠 = 1/2). If the spins of the 𝛽 particle and neutrino are anti-parallel in an allowed 𝛽

decay such that their coupled spin is given by 𝑆 = 0, the decay mode is referred to as a Fermi decay.

For Fermi decay, the total change in spin, Δ𝐽 between the initial and final states is 0, with no change

in parity between the states as described in Table 2.1. If the spins of the 𝛽 particle and neutrino in

an allowed decay are parallel so that 𝑆 = 1, the decay mode is referred to as a Gamow-Teller (GT)

transition. In this mode, the possible values of Δ𝐽 become 0 and 1. Since Δ𝐽 = 0 is possible for

both Fermi and GT decays, most decays will have a mixed Fermi and GT character, except when

the initial and final states involved in the decay have spins of 0. These decay types are referred to

as superallowed and have a high probability of occurrence.

Forbidden transitions

Forbidden transitions involve the emission of a 𝛽 particle and neutrino with 𝑙 values greater

than 0, resulting in a higher degree of hinderance relative to allowed transitions. Each unit increase

in the 𝑙 value leads to an increase in the degree of forbiddeness of a transition by a factor of ∼3 ×
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10−4 [33]. Table 2.2 contains the selection rules for allowed and forbidden transitions for 𝑙 values

up to 3.

Branching ratios and log 𝑓 𝑡 values

𝛽 decay involves transitions that occur between an initial state in a parent nucleus to several

final states in its daughter, such that all these transitions individually contribute to the total decay.

It is therefore imperative to measure 𝛽-decay branching ratios (BR)1 for transitions to the different

final states in a daughter nucleus.

The decay rate, 𝜆, in Eq. 2.3 may be rewritten for a decay into one daughter state, 𝑖 such that

𝜆𝑖 = 𝜆 × 𝐵𝑅𝑖 (2.8)

where 𝐵𝑅𝑖 is the branching ratio to state 𝑖. 𝜆 represents the total decay rate which can be written

as the sum of decay rates to all possible final daughter states, such that

𝜆 =
∑︁
𝑖

𝜆𝑖 . (2.9)

In the same vein, Eq. 2.3 can be rewritten for the partial half-life, 𝑇 𝑝𝑎𝑟𝑡𝑖𝑎𝑙,𝑖1/2 for the decay to state 𝑖

as

𝑇
𝑝𝑎𝑟𝑡𝑖𝑎𝑙,𝑖

1/2 =
ln 2
𝜆𝑖
. (2.10)

A comparative half-life, 𝑓 𝑡 can be used to compare different 𝛽-decay transitions and measure

their degree of forbiddenness. The Fermi function, 𝑓 , is related to the Coulomb interaction between

the daughter nucleus and emitted 𝛽 particle and implicitly dependent on the atomic number 𝑍 of

the daughter nucleus and the maximum (or endpoint) energy of the 𝛽 decay; while 𝑡 is the partial

half-life in seconds. Since 𝛽-decay half-lives and their corresponding 𝑓 𝑡 values span about 21

1The branching ratio is the fraction of decays that will occur through a specific decay channel.
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Table 2.2: 𝛽-decay selection rules for allowed and forbidden transitions and associated log 𝑓 𝑡 values
adapted from Ref. [33].

Transition Type 𝑙 Δ𝐽 Δ𝜋 = (-1)𝑙 log 𝑓 𝑡
Superallowed 0 0 No 2.9 - 3.7

Allowed 0 0, 1 No 4.4 - 6.0
First forbidden 1 0, 1, 2 Yes 6 - 10

Second forbidden 2 1, 2, 3 No 10 - 13
Third forbidden 3 2, 3, 4 Yes ≥ 15

orders of magnitude [64], the logarithmic 𝑓 𝑡 value is widely used to conveniently characterize 𝛽

decays.

The log 𝑓 𝑡 values are also quite useful in roughly assigning spins and parities to nuclear states

involved in 𝛽 decay. Table 2.2 shows the correlation between log 𝑓 𝑡 values and spin and parity

change between an initial state in a parent nucleus and a final state in a daughter nucleus involved

in 𝛽 decay. Approximations for log 𝑓 𝑡 values for specific types of 𝛽 decay can be obtained using the

graphs and nomographs developed by S. A. Moszkowski in 1951 [42]. A comprehensive review of

log 𝑓 𝑡 values for approximately 3,900 transitions is available in Ref. [64] and log 𝑓 𝑡 values can be

calculated using parent and daughter information from the log 𝑓 𝑡 webpage provided by the National

Nuclear Data Center (NNDC) [3].

2.2.3 𝛽-delayed neutron emission

𝛽 decay in neutron-rich nuclei allows for a wide-ranging number of states including excited

and ground states of a daughter nucleus to be populated. The access to such a wide range of states

can be attributed to a very large Q-value window of the decaying neutron-rich nuclei. The large Q-

value window coupled with relatively low neutron-separation energies, 𝑆𝑛, in these nuclei account
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Figure 2.1: Schematics and energetics for 𝛽-delayed neutron emission channels
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for large neutron-emission probabilities, 𝑃𝑛, and the possibility of 𝛽-delayed neutron emission.

𝛽-delayed neutron emission can be written as

𝐴
𝑍𝑋𝑁 → 𝐴−1

𝑍 𝑋𝑁−1 + 𝑛 + 𝛽− + 𝜈𝑒 +𝑄𝑛 (2.11)

where 𝑄𝑛 is the difference in the total energy between the initial and final states involved in the

decay. With this logic, the neutron separation energy, 𝑆𝑛, is positive for all bound nuclei such that

delayed neutron emission is impossible from the ground state.

A 𝛽-decay schematic showing decay channels up to two-neutron emission is shown in Figure 2.1.

In the figure, a parent nucleus with mass number 𝐴 and proton number 𝑍 decays via 𝛽− and populates

states in its daughter with the same 𝐴 and an additional proton. Neutron-unbound states above

the one-neutron and two-neutron separation energies, S𝑛 and S2𝑛 respectively, in the daughter

are represented by the green and yellow bands. These states de-excite by competing 𝛾-ray and

neutron emissions, with neutron emission being the dominant mode of de-excitation. The Q-value

for delayed emission of neutrons is explicitly dependent on the neutron-separation energies for the

respective number of neutrons such that the maximum energy available for a 𝛽-delayed one-neutron

or two-neutron emission decay becomes the difference between 𝑄𝛽 and S𝑛 or S2𝑛, respectively.

Due to the emission of a neutron, states that may not be directly accessible by 𝛽 decay alone can

be populated.

2.3 𝛾-ray Decay

𝛾-ray decay is the emission of excess energy in the form of electromagnetic radiation or photons

associated with the de-excitation of higher-energy to lower-energy, and/or ground states states in

nuclei. In this process, a nucleus releases excess energy while maintaining its atomic number, 𝑍

and neutron number, 𝑁 . In this dissertation, 𝛾 rays of interest are observed following the population
21



of excited states in daughter nuclei in 𝛽− and 𝛽-delayed one-neutron emission decays. They are

referred to as 𝛽-delayed 𝛾 rays in subsequent chapters.

In 𝛾-ray decay, a single nucleus undergoes a transition between two states. The energy of the

emitted 𝛾 ray, denoted as 𝐸𝛾, is equal to the energy difference (ΔE) between the initial and final

states. While the nucleus also acquires recoil kinetic energy (𝑇𝑟), this contribution is typically very

small compared to ΔE and can be neglected. As a result, 𝐸𝛾 is approximately equal to ΔE.

A 𝛾-ray transition connecting two nuclear states is characterized by its conserved parity 𝜋 and

angular momentum (or multipolarity) 𝜆, such that it carries away an integer number of angular

momentum in units of ℏ (or ℎ/2𝜋). The conservation of angular momentum implies that the

allowed values of 𝜆 will be given by

| 𝐽𝑖 − 𝐽 𝑓 |≤ 𝜆 ≤ 𝐽𝑖 + 𝐽 𝑓 (2.12)

where 𝐽𝑖 and 𝐽 𝑓 are the spins of the initial and final states respectively. The minimum intrinsic

spin that an emitted photon must carry is 1ℏ, therefore, angular momentum 𝜆 = 0 is forbidden for

single-photon emission. The effect of the conservation of parity implies that a 𝛾-ray transition is

restricted by

𝜋𝑖𝜋 𝑓 = 𝜋𝜎 (−1)𝜆 (2.13)

where 𝜋𝑖 and 𝜋 𝑓 are the parities of the initial and final states respectively and 𝜎 is the type of

transition (electric or magnetic), with 𝜋𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐 = 1 and 𝜋𝑀𝑎𝑔𝑛𝑒𝑡𝑖𝑐 = −1. Information from Eqs.

2.12 and 2.13 provide us with a set of allowed transitions for given 𝛾-ray decay types, with 𝜆

increasing by 2 for the next allowed multipolarites for electric and magnetic transitions.

The characteristics of common transition types relevant to the work in this dissertation are

provided in Table 2.3.
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Table 2.3: 𝛾-ray transition types and their associated multipolarities and parities. The transitions
are referred to as 2𝜆 poles.

Transition Type (𝜎𝜆) Name Δ𝜋

E1 Electric dipole Yes
M1 Magnetic dipole No
E2 Electric quadrupole No
M2 Magnetic quadrupole Yes
E3 Electric octupole Yes
M3 Magnetic octupole No

2.3.1 𝛾-ray transition rates and reduced transition probabilities

The rate of the electromagnetic transition between two states is given by

𝑊𝑀𝑖 ,𝑀 𝑓 ,𝜇 =

(
8𝜋(𝜆 + 1)

𝜆[(2𝜆 + 1)!!]2

) (
1
ℏ

) (
𝐸𝛾

ℏ𝑐

)2𝜆+1
|< 𝐽 𝑓𝑀 𝑓 | O(𝜆)𝜇 | 𝐽𝑖𝑀𝑖 > |2 (2.14)

where 𝜆 is the multipolarity, 𝑐 is the speed of light, 𝐸𝛾 is the energy of the transition, 𝜇 is z-

projection of 𝜆, < 𝐽 𝑓𝑀 𝑓 | O(𝜆)𝜇 | 𝐽𝑖𝑀𝑖 > is the nuclear matrix element of the electromagnetic

transition between the initial state | 𝐽𝑖𝑀𝑖 > and final state < 𝐽 𝑓𝑀 𝑓 |. 𝑀𝑖 and 𝑀 𝑓 are the initial

and final magnetic substates which are averaged over. The sum over allowed electric and magnetic

transition operators is given by O(𝜆)𝜇.

Experimental measurements are not sensitive to magnetic substates 𝑀𝑖 and 𝑀 𝑓 , so < 𝐽 𝑓𝑀 𝑓 |

O(𝜆)𝜇 | 𝐽𝑖𝑀𝑖 > can be replaced with the reduced transition probability, 𝐵(𝜎𝜆; 𝐽𝑖 → 𝐽 𝑓 ), expressed

as

𝐵(𝜎𝜆; 𝐽𝑖 → 𝐽 𝑓 ) =
|< 𝐽 𝑓 | | O(𝜎𝜆) | | 𝐽𝑖 > |2

2𝐽𝑖 + 1
(2.15)

where |< 𝐽 𝑓 | | O(𝜎𝜆) | | 𝐽𝑖 > | is the reduced transition matrix element.

For the scope of this study, 𝐵(𝜎𝜆; 𝐽𝑖 → 𝐽 𝑓 ) is interchangeable with 𝐵(𝜎𝜆; 𝐽𝑖 → 𝐽 𝑓 ) ↓. The ↓

symbol signifies the direction of the electromagnetic decay from a higher-lying state with spin 𝐽𝑖
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to a lower-lying state with spin 𝐽 𝑓 , as discussed in Section 1.4. The double bar in the expression of

the reduced transition matrix element, |< 𝐽 𝑓 | | O(𝜎𝜆) | | 𝐽𝑖 >, signifies that the dependence of the

transition matrix element on maagnetic substates and z-projection of 𝜆 has been removed, making

the complex quantum mechanical calculations more manageable. The removal of this dependency

is made possible by applying the Wigner-Eckart theorem to separate out the radial and angular

parts of the matrix element and using the Clebsch-Gordan coefficients to handle the angular part.

2.3.1.1 Weisskopf single-particle estimates

The expression of the reduced transition probability in Eq. 2.15 is strongly dependent on

nuclear models and quite complicated. It is therefore easier to extract estimates for 𝐵(𝜎𝜆) within

the single-particle limit by assuming that a 𝛾-ray transition results from the change of a single

nucleon inside a nucleus with uniform density and radius 𝑅 = 𝑅0𝐴
1/3, with 𝑅0 = 1.27 𝑓 𝑚 [41].

The Weisskopf single particle estimates for the reduced transition probabilities are given by

𝐵𝑊 (𝐸𝜆) = 1
4𝜋

(
3

𝜆 + 3

)2
(1.2)2𝜆𝐴2𝜆/3 e2fm2𝜆 and (2.16)

𝐵𝑊 (𝑀𝜆) = 10
𝜋

(
3

𝜆 + 3

)2
(1.2)2𝜆−2𝐴(2𝜆−2)/3 𝜇2

𝑁
fm2𝜆−2 (2.17)

for electric and magnetic transitions, respectively. The nuclear magneton, 𝜇𝑁 , is denoted by

𝜇𝑁 =
𝑒ℏ

2𝑚𝑝𝑐
= 0.105𝑒 𝑓 𝑚. (2.18)

The relationship between transition rates and 𝜆 is inverse, resulting in lower-multipolarity 𝛾-ray

decays being favored for a given E𝛾. For instance, when 𝐸𝛾 is 1000 keV, the rate of the subsequent

allowed electric (magnetic) transitions with 𝜆+2 is approximately seven orders of magnitude lower

than the rate of the lowest allowed electric (magnetic) multipole with 𝜆 [7].
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For the scope of this dissertation, the inverse relationship between the reduced transition

probabilities of 𝑀1 and 𝐸2 transitions (in Weisskopf single-particle strength estimates) and the

measured half-life, 𝑇1/2 is given by

𝐵(𝑀1) (𝑊.𝑢.) = 2.202 × 10−5𝐵𝑅

(𝐸𝛾)3𝑇1/2(1 + 𝛼)
and (2.19)

𝐵(𝐸2) (𝑊.𝑢.) = 9.527 × 106𝐵𝑅

(𝐸𝛾)5𝑇1/2(1 + 𝛼)
(2.20)

respectively, where 𝐵𝑅 is the branching ratio for the transition of interest, 𝐸𝛾 is the energy of

the transition in keV, 𝑇1/2 is the half-life of the decaying state, and 𝛼 is the internal conversion

coefficient which can be estimated from Ref. [1]. It should be noted that the equations provided

above consider only pure 𝑀1 and 𝐸2 transitions.

2.3.2 Mixed transitions and contributions to lifetimes

The electromagnetic decay of excited states can occur by a mixture of electric and magnetic

multipole transitions such that Eq. 2.14 can be simplified to represent the total transition rate, 𝑊 ,

as

𝑊𝑖, 𝑓 =
∑︁

[𝑊𝑖, 𝑓 (𝐸𝜆) +𝑊𝑖, 𝑓 (𝑀𝜆)] . (2.21)

As indicated in Section 2.3.1.1, in most cases, the lowest allowed multipole for a given transition

is dominant. Therefore, when more than one transition type is allowed, the decay rate associated

with the lowest allowed multipolarity normally becomes dominant over the next by several orders

of magnitude. However, an exception exists for 𝑀1 and 𝐸2 transitions which can be strongly

mixed. Mixed transitions must also be considered when extracting transition rates, 𝑊 , for the
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lowest allowed multipoles of electric and magnetic transitions, as both transition types may be

equally important. A mixing ratio, 𝛿, is necessary to to quantify this, with

𝛿2(𝐸2/𝑀1) = 𝑊𝐸2
𝑊𝑀1

(2.22)

for the scope of this dissertation, considering a mixed 𝑀1 + 𝐸2 𝛾-ray transition.

A branching factor, 𝑏, can also be extracted for the individual transition types, with

𝑏(𝑀1) = 𝑊𝑀1
𝑊𝑀1 +𝑊𝐸2

=
1

1 + 𝛿2 and (2.23)

𝑏(𝐸2) = 𝑊𝐸2
𝑊𝑀1 +𝑊𝐸2

=
𝛿2

1 + 𝛿2 (2.24)

such that partial lifetimes can be attributed to the transition types and their contributions to the

decay lifetime can be quantified.

2.4 Internal conversion

Excited nuclear states may decay via internal conversion, which competes with 𝛾-ray decay.

An internal conversion decay is an electromagnetic interaction between a nucleus in an excited

state and an atomic electron, resulting in the emission of the electron. The emitted electron is

monoenergetic such that its energy, 𝐸𝐼𝐶 is represented by

𝐸𝐼𝐶 = 𝐸𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 − 𝑒𝐵𝐸 (2.25)

where 𝐸𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 is the energy difference between the initial and final states involved in the decay,

and 𝑒𝐵𝐸 is the binding energy of the ejected atomic electron.

The probability of internal conversion for a particular decay is called the internal conversion

coefficient, 𝛼, and is given by

𝛼 =
number of internal conversion decays

number of 𝛾-ray decays
=
𝜆𝐼𝐶

𝜆𝛾
(2.26)
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where 𝜆𝐼𝐶 and 𝜆𝛾 are the partial decay constants for internal conversion and 𝛾-ray decay, respec-

tively. 𝛼 can be estimated from Ref. [1].

The multipolarity, 𝜆 can be determined for a given internal conversion transition using the

relative probabilities of emitting conversion electrons from different possible atomic shells, with

the K-shell being the most dominant because of its proximity to the nucleus relative to other shells.

Therefore, the total internal conversion coefficient, 𝛼𝑡𝑜𝑡𝑎𝑙 , is the sum of the conversion coefficients

of all available electronic shells such that

𝛼𝑡𝑜𝑡𝑎𝑙 = 𝛼𝐾 + 𝛼𝐿 + 𝛼𝑀 + ... (2.27)

The probability of internal conversion is directly proportional to the atomic number, 𝑍 of the

excited nucleus and the multipolarity, 𝜆 of the transition; and inversely proportional to the decay

energy. Consequently, internal conversion may be significant for low-energy transitions as well as

transitions involving a large 𝜆 or 𝑍 . These relationships are established for approximate internal

conversion coefficients for electric and magnetic transitions, with the formulas (adapted from Ref.

[33])

𝛼(𝐸𝜆) =
𝑍3𝛼4

𝐸𝑀

𝑛3

(
𝜆

𝜆 + 1

) (
2𝑚𝑒𝑐2

𝐸

)𝜆+5/2

and (2.28)

𝛼(𝑀𝜆) =
𝑍3𝛼4

𝐸𝑀

𝑛3

(
2𝑚𝑒𝑐2

𝐸

)𝜆+3/2

(2.29)

where 𝑛 is the principal quantum number of the ejected electron, 𝑚𝑒 is the mass of the electron,

𝛼𝐸𝑀 is the fine structure constant represented by
(
𝑒2

4𝜋𝜖0

) (
1
ℏ𝑐

)
or 1

137 , and 𝐸 is the energy of the

transition.
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2.5 Internal pair production

Internal pair production is another electromagnetic decay process alternative to 𝛾-ray or

internal-conversion electron emission. An electron-positron pair is created in internal pair pro-

duction which is reserved for transitions with energies greater than 1022 keV. Excess energy is

shared between the electron and positron as kinetic energy. The emitted positron will annihilate

after slowing down in the detection materials and two 511-keV photons are emitted as secondary

products of the interaction, in opposite directions. Internal pair production and internal conversion

are less likely to occur compared to 𝛾-ray decay, except in cases when the angular momentum

available for a 𝛾 ray is 0, such that 𝛾-ray emission is forbidden.

2.6 𝐸0 transitions

As mentioned in Section 2.5, the competition between 𝛾-ray decay and internal conversion or

internal pair production becomes favorable for the latter two processes when 𝜆 = 0. A typical case

is for transitions between two 0+ states which can only proceed via internal conversion or internal

pair production. These are known as electric monopole (𝐸0) transitions [13]. It should be noted

that 𝛾-ray decay typically remains the dominant decay mode for transitions with the same spins

that are greater than 0, as there are other possible higher-order 𝜆 values. The probability for an 𝐸0

transition to occur, 𝜆(𝐸0), is given by

𝜆(𝐸0) = 𝜆𝐼𝐶 (𝐸0) + 𝜆𝜋 (𝐸0) = ln 2
𝑇1/2(𝐸0) = 𝜌2(𝐸0) × [Ω𝐼𝐶 (𝐸0) +Ω𝜋 (𝐸0)] (2.30)

where 𝜆𝐼𝐶 (𝐸0) and 𝜆𝜋 (𝐸0) are the partial transition probabilities for internal conversion and

internal pair production, respectively, 𝑇1/2(𝐸0) is the partial half-life for the 𝐸0 decay, 𝜌2(𝐸0)
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is the electric monopole transition strength, and Ω𝐼𝐶 (𝐸0) and Ω𝐼𝜋 (𝐸0) are electronic factors for

internal conversion and internal pair production, respectively.

𝜌2(𝐸0) is a dimensionless quantity that carries vital information about the nuclear structure.

The experimental determination of 𝜌2(𝐸0) is dependent on the measurement of absolute transition

rates and calculation of electronic factors. Ω𝐼𝐶 (𝐸0) and Ω𝐼𝜋 (𝐸0) cannot be measured directly

and are therefore calculated theoretically, independent of nuclear properties. They are dependent

on the atomic number, 𝑍 and the transition energy, and are expressed in units of 𝑠−1. Electronic

factors can be obtained using the BrIcc conversion coefficient calculator [1].

29



CHAPTER III

EXPERIMENTAL SETUP

Experiments involving exotic isotopes far from 𝛽 stability are almost exclusively produced in

nuclear reactions between stable nuclei or their ions [53]. The experiment E16032 described in

this thesis was conducted at the National Superconducting Cyclotron Laboratory (NSCL) [21]

at Michigan State University with a primary goal to study isomeric states in neutron-rich nuclei

located near the 𝑁 = 20 “island of inversion” up to the 𝑁 = 28 shell closure. These isomeric states

were populated following the 𝛽 decay of radioactive neutron-rich isotopes artificially produced in

a projectile fragmentation reaction [70] between a stable 140-MeV/nucleon 48Ca primary beam

and a 642 mg/cm2 -thick 9Be target [40] at the Coupled Cyclotron Facility (CCF)[39, 41] of the

NSCL. The reaction fragments were then delivered to the experimental end station as a secondary

cocktail beam. Particularly for this dissertation, isomeric states in 32Mg, 34Si and 37Si were

populated following the 𝛽 decay of their respective parent nuclei, and their isomeric decays were

studied using fast-timing analysis. An overview of the experimental setup at NSCL is presented in

subsequent sections of this chapter.
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Figure 3.1: Schematic layout of the Coupled Cyclotron Facility at NSCL. The figure is adapted
from Ref. [63] and modified to reflect settings for E16032.

3.1 Cocktail beam production and separation

A schematic layout of the CCF at NSCL is shown in Figure 3.1 with the K500 and K1200

cyclotrons highlighted as well as the A1900 fragment separator, all necessary for beam production

and separation.

3.1.1 Production

A block of metallic 48Ca was heated to produce vapor, then slightly ionized to a charge state

of 8+ using the electron cyclotron resonance (ECR) technique [80]. The 48Ca8+ ions were then

selected using a magnetic dipole and extracted by an electric field to be sent to the K500 cyclotron.

In the K500, the 48Ca8+ ions were accelerated to energies of 12 MeV/nucleon and then transported

and injected into the K1200 where they were fully stripped of their electrons to a higher charge

state of 20+ and accelerated to a final energy of 140 MeV/nucleon. After acceleration, the 48Ca
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primary beam was impinged on a stationary 642 mg/cm2-thick 9Be target producing a wide variety

of reaction products including stable and radioactive nuclei.

3.1.2 Separation

The A1900 — a large ion optical fragment separator — was used to select and guide nuclei

of interest to the experimental end station using magnetic and electric separation techniques,

eliminating unwanted nuclei. It consists of 4 dipole magnets which act on the nuclei like prisms

act on different colors of light, by bending and spreading the beam particles according to their

momentum to charge ratio. The magnets are arranged in a 45° reverse-bend geometry so that

incoming and outgoing beams remain coaxial, and only some particles make it around each 45°

turn. The A1900 also includes 24 quadrupole magnets arranged in eight groups of three to focus

the beam, preventing further loss of nuclei. During E16032, the A1900 was tuned to optimize the

production and implantation of 33Na ions which the secondary cocktail beam was centered around,

accounting for ∼5% of the total transmitted ions.

Following the fragmentation reaction between the primary beam and the target, reaction prod-

ucts have nearly equal velocities, slightly lower than the velocity of primary beam [53]. In the

first half of the A1900, before the I2 dispersive image as shown in Figure 3.1, nuclei are separated

by means of momentum analysis such that the magnetic fields of the first two dipoles are tuned

based on the magnetic rigidity, 𝐵𝜌 of the nuclei. In accordance with Lorentz’s law, the product

of the magnetic field strength 𝐵 and the radius of curvature 𝜌 is directly related to the momentum

𝑝 of a charged particle with charge 𝑞 as it moves along a circular trajectory within the field.

Mathematically, this relationship can be expressed as

𝐵𝜌 =
𝑝

𝑞
=
𝛾𝑚𝑣

𝑞
(3.1)
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where𝑚 and 𝑣 are the mass and velocity of the particle, respectively, and 𝛾 is Lorentz or relativistic

factor expressed as
(√︃

1 − 𝑣2

𝑐2

)−1
where 𝑐 is the speed of light. In this half of the A1900, separation

is dependent on the momentum to charge ratio, 𝑚𝑣/𝑞, given that the fragments have nearly equal

velocities, 𝑣. The magnetic rigidity 𝐵𝜌 was set to 4.8216 Tm in the first half of the A1900 for

E16032.

Maximum dispersion of the beam occurred at the center of the A1900 where a 150 mg/cm2

achromatic aluminum wedge-shaped degrader was located. At this stage, nuclei are dispersed

according to the stopping power or rate of energy loss of the ions along the path length in the

degrader as a function of 𝑍2. After the wedge, isotopes with different atomic number, 𝑍 will

have different rigidities. This results in further separation using the last two dipole magnets in

the second half of the A1900, optimized for centering 33Na ions within the slits at the focal plane

of the A1900. In this region, 𝐵𝜌 was set to 4.78763 Tm. The slits at the focal plane allow for

removal of additional unwanted fragments by controlling the momentum acceptance, Δ𝜌/𝜌. For

this experiment, a value of Δ𝜌/𝜌 = 5.07% was selected. This choice aligns with the typical 5%

range often employed in 𝛽-decay experiments, as it enables the maximum transmission of isotopes

to the experimental end station.

3.2 The experimental end station

Figure 3.2 shows the configuration of detectors employed in the experimental end station,

particularly highlighting their placement. Figure 3.3 presents a schematic representation of the

detectors and materials the secondary cocktail beam would interact with, leading up to the point of

implantation. Descriptions of each detector utilized in the experimental end station are provided in
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(a)

(b)

(c) (d)

Figure 3.2: (a) Arrays of LaBr3(Ce) and SeGA detectors positioned to surround the CeBr3 implan-
tation detector; (b) upstream portion of experimental end station; (c) a silicon PIN detector; and
(d) the CeBr3 implantation detector coupled to the PSPMT.
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Figure 3.3: Schematic layout of E16032 experimental setup.

subsequent subsections, as outlined in Table 3.1. All events were read out using the NSCL Digital

Data Acquisition System (DDAS) [57, 58].

3.2.1 Silicon PIN detectors

The secondary beam was delivered to the experimental end station as a cocktail beam centered

around 33Na. The first set of detectors that the secondary beam interacted with at the end station

were 3 silicon PIN1 detectors with respective thicknesses of 996 𝜇m, 1041 𝜇m and 503 𝜇m. The

detectors were placed approximately 1 m upstream of the CeBr3 implantation detector within which

ions were implanted.

3.2.1.1 Particle identification

Any of the PIN detectors can be used to identify fragments in the secondary beam on an event-

by-event basis, but the first of the three was used in analysis discussed in this dissertation. Particle

1The Silicon PIN photodiode consists of an undoped intrinsic semiconductor region sandwiched between a p-type
and an n-type semiconductor region.
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Table 3.1: Experiment E16032 detector list.

Detector Function Notes
Si PIN (× 3) Particle identification Δ𝐸 - TOF
CeBr3 Ion implantation, 𝛽-decay electron detection, Optically coupled with electrically-

decay - ion correlation, low-energy 𝛾 ray segmented PSPMT
detection, fast-timing measurements

HPGe (x16) 𝛽-delayed 𝛾-ray detection Arranged in beta-SeGA configuration
LaBr3 (× 15) 𝛽-delayed 𝛾-ray detection,

fast-timing measurements

identification was carried out by taking the energy loss (Δ𝐸) information through the first PIN

detector and the time-of-flight (TOF) between the position-sensitive scintillator at the dispersive

image of the A1900 fragment separator (I2) and the PIN detector. Figure 3.4 shows the raw particle

identification (PID), i.e. Δ𝐸 versus TOF plot accumulated for the entirety the experiment, which

ran for approximately 83 hours. In the plot, the horizontal rows of oval spots correspond to isotopic

chains while the vertical rows correspond to the mass to charge ratio, 𝐴/𝑞.

A closer examination of the PID plot reveals smaller structures beneath each isotopic chain,

which raises questions of isotopes of interest potentially mixing with beam contaminants during

the experimental run. Efforts were undertaken to address this concern, improve the PID plot and

enhance the reliability of radioactive ion identification as described in the subsequent section.

3.2.1.2 Improving the particle identification spectrum

The observation of additional bands in a raw PID is usually traced back to the opening of

the I2 slits due to the large momentum acceptance used in 𝛽-decay experiments, resulting in the

broadening of the TOF distribution. This is due to the ions taking different trajectories in the

A1900 fragment separator, which will require characterizing the dependence of the TOF and Δ𝐸
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Figure 3.4: Raw particle identification (PID) plot for ions delivered to the experimental end station
during experiment E16032. The plot displays the energy loss (Δ𝐸) in the first PIN detector on
the vertical axis, while the horizontal axis represents the time-of-flight (TOF) between the I2
scintillator in the A1900 and the first PIN detector. Each row of oval spots corresponds to a specific
isotopic chain. Under each isotopic chain, smaller distributions can be observed.
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of the ions based on their position in the I2 scintillator. The I2 position is obtained by calculating

the time differences between the signals generated from photomultipliers connected to the north

and south ends of the I2 scintillator.

Figure 3.5(a) shows a 2D plot depicting the correlation between the time-of-flight (TOF) and

the position of the ions within the I2 scintillator. Discussions of a similar investigation in Ref.

[29] showed multiple distributions in a similar 2D plot. In Figure 3.5(a), only one prominent

distribution is evident, and there is no significant smearing or separation along isotopic bands.

Consequently, it was determined that making a correction to the TOF would have little impact on

improving the PID plot for E16032.

The dependence of Δ𝐸 on the I2 position is shown in Figure 3.5 (b). Three distinct distributions

numbered “1”, “2” and “3” were observed in the spectrum of Δ𝐸 plotted against the position of

the ions in the I2 scintillator. A closer look at distribution “1” shows a smearing of the distribution

about a constant I2 position for individual isotopic chains - informing the tightness of the graphical

cut in red subsequently created to represent the distribution. A similar structure of smearing can be

observed for the low-mass isotopes in distribution “2”, while distribution “3” seems to be produced

due to the re-triggering of the I2 scintillator.

Graphical cuts were created around the three distributions in Figure 3.5(b) such that PID spectra

gated on each cut were plotted and compared to the raw PID. Figure 3.6 shows a comparison between

the raw PID spectrum without any gates compared to the spectrum gated on distribution “1”. In

the gated spectrum, a more distinct separation is noticeable along isotopic chains. Moreover, the

smaller structures observed beneath the isotopic chains in the raw PID spectrum are not evident

when applying a tight gate specifically around distribution “1”.
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(a)

(b)
1

2

3

Figure 3.5: Plots of (a) the time-of-flight (TOF) between the first PIN detector and the I2 scintillator
in the A1900, and (b) the energy loss in the first PIN detector, as a function of the I2 position
for experiment E16032. In plot (b), three distinct distributions labeled as “1” (main distribution),
“2” (low mass isotopes), and “3” (retriggering of the I2 scintillator) are visually captured by
two-dimensional graphical cuts in red.
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(a)

(b)

Figure 3.6: (a) Raw PID spectrum. (b) Corrected PID spectrum gated on distribution “1” in
Figure 3.5(b). The entries in (b) appear devoid of the shadow structures that appear beneath each
isotopic chain in the raw PID.
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Table 3.2: Total number of ions delivered to the experimental end station in experiment E16032.

Isotope Number of ions Clean/Raw entries (%)
Raw PID Clean PID

40Si 477536 407374 85
39Al 204135 171261 84
38Al 982363 842491 86
37Al 2020615 1741959 86
36Mg 315608 266040 84
35Mg 514523 438819 85
34Mg 1599406 1368737 86
33Na 818637 692387 85
32Na 2202920 1894646 86
31Na 3061458 2623059 86
30Ne 877764 742227 85
29Ne 1274388 1094753 86
28Ne 1517473 1293707 85

Average 85

Another set of tight 2D graphical cuts were created around each isotope such that their borders

were defined using the cleaner PID spectrum gated on distribution “1”. The total number of ions

was extracted for each isotopic blob in the raw PID by calculating the integral of the graphical cuts

described in the previous sentence. These values are shown in Table 3.2 and compared to the total

number of ions from the cleaner PID generated using the gate around distribution “1”, accounting

for approximately 85% of entries in the raw PID spectrum.

Similar figures created for distributions “2” and “3” are shown in Appendix A and the total

number of ions for each isotope was calculated using the same method described above. The PID

spectra gated on these distributions accounted for an average of ≪ 1% and ∼ 1% of the entries in

the raw PID spectrum, respectively. The contributions of the remaining ∼ 14% of the data that fall
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Figure 3.7: Corrected E16032 PID spectrum. The isotopes discussed in this dissertation are
highlighted with red graphical cuts while others are shown in green.
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outside of the primary three distributions bordered by the red graphical cuts in Figure 3.5(b), as

well as distributions “2” and “3” were excluded from the analyses presented in this dissertation.

Although the main cause of the unclean PID spectrum in experiment E16032 is not fully known,

efforts made to clean out the spectrum resulted in clearer particle identification for subsequent data

analysis. The final PID used in analysis discussed in this dissertation is shown in Figure 3.7.

It showcases various radioactive isotopes, including 32Na, 33Na, 34Mg, 37Al, and 38Al, which

populate the states characterized and emphasized in this dissertation. The ions were also verified

using known 𝛾 rays in daughter isotopes as discussed in Chapter IV.

3.2.2 Cerium bromide (CeBr3) implantation detector

Upstream of the implantation detector, a stack of aluminum degraders was positioned after the

last Si PIN detector. These degraders, with an effective thickness of 8.3 mm, served to facilitate

additional energy loss of the secondary beam, enough to optimize for 100% implantation of the

beam centered around 33Na, within the active volume of a thin 51 mm × 51 mm × 3 mm CeBr3

implantation detector, as illustrated in Figure 3.3. The CeBr3 implantation detector was located at

the center of the experimental end station, with a 0.5 mm-thick aluminum entrance window.

The range distribution of ions stopped within the volume of the CeBr3 detector is presented

in Figure 3.8, calculated using the LISE++ Monte Carlo simulation toolkit [69] for fragment

transmission and ion optics calculation and optimization. The range distribution was obtained by

integrating the energy loss, Δ𝐸 along the path of each ion. It is important to mention that the

LISE++ simulation takes into account the interaction of the secondary beam with all detector and

degrader materials before implantation within the CeBr3 detector.
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Figure 3.8: Depth distribution profile of ions implanted within the 3mm-thick CeBr3 crystal
calculated using LISE++ and optimized for 100% implantation of 33Na (dashed line). The numbers
in bracket represent the percentage of implanted ions that are incident on the CeBr3 crystal. (See
text for additional information.)
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As shown in Figure 3.2(d), the CeBr3 detector was optically coupled to a 52 mm × 52 mm

Hamamatsu H13700 series Position Sensitive Photo-Multiplier Tube (PSPMT) [79]. The PSPMT

was electronically segmented over a 16 × 16 grid allowing for pixelation of the signals read out

after charged particles are registered within the CeBr3 crystal. Energy information from each 3 mm

× 3 mm pixel was read out by individual anodes, amounting for 256 of the 320 digitizer channels

used for instrumenting the experimental setup. The development of the readout cables was carried

out in collaboration with CD International Technology.

A single PSPMT dynode readout was also used in the instrumentation of the CeBr3, representing

the summed energy output of all anode readouts. In addition to providing energy information, the

output from the PSPMT dynode served as a fast timing reference for all recorded events. To ensure

optimal timing performance of the setup, the PSPMT was instrumented using 1 of 16 digitizer

channels on a 500 MHz XIA Pixie-16 digitizer module [78]. This same digitizer module was also

employed for instrumenting the 15 fast timing LaBr3 detectors employed in the experimental setup.

In contrast to the dynode, the PSPMT anodes were instrumented with 250 MHz digitizers, as their

primary function was for position determination rather than timing information.

Successful analysis of data including efficient correlation of 𝛽-decay and 𝐸0 electrons to the

relevant ions, as well as the attribution of 𝛽-delayed 𝛾 rays to the decay of radioactive parents

hinges on the valid identification and discrimination of these radiation types registered within the

CeBr3 crystal. Event-type identification and classification techniques relevant to the analysis of

E16032 data are discussed in the following subsections.
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3.2.2.1 Pulse shape analysis

Following the implantation of radioactive ions, radiation including electrons emitted during 𝛽

decay, 𝐸0 decay or pair production, as well as 𝛾 rays are detected by the CeBr3. These radiation

signals exhibit characteristic timing delays.

Event identification and discrimination was achieved by analyzing the PSPMT dynode traces,

where the number of pulses recorded in a trace served as an experimental identifier for the event

type. In this analysis, the presence of a single pulse indicated the recording of a 𝛽-decay event

(referred to as a single-pulse event) following ion implantation. On the other hand, the presence

of two pulses, separated in time, indicated the detection of another transition that occurred after 𝛽

decay within the CeBr3 crystal (referred to as a double-pulse event). In rare instances, an additional

pulse may be observed in a trace. However, the discussions in this subsection are focused solely

on events with two pulses.

The energy and time difference between the two pulses in a double-pulse trace are the primary

characteristics that define such events and enhance the selectivity of identifying isomeric transi-

tions using the CeBr3 implantation detector. Trace fitting algorithms were optimized to properly

characterize such events and discriminate the single-pulse from double-pulse events. It is also

worth noting that not all events with multiple pulses are distinctly separated in time, as they may

fall below the timing resolution of the CeBr3 detector.

Two distinct fit functions comprising of the rise time of a logistic function convoluted with an

exponential decay were employed to characterize the response of the CeBr3 detector, represented

by the PSPMT dynode trace. This approach, based on prior work in Ref. [68], was validated for

the CeBr3 detector in Refs. [10, 11]. A single-pulse fit function expressed as
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Figure 3.9: (a) An example of a single-pulse trace indicating the detection of a 𝛽-decay electron.
(b) An example of a double-pulse trace indicating the detection of an 𝐸0 electron, 𝛾 ray or pair
production electron following 𝛽 decay. The detector response was modeled using the fits (in red)
superimposed on the traces.
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𝐹 (𝑡) = 𝐴1 exp−𝑘1 (𝑡−𝑡1)

1 + exp−𝑘2 (𝑡−𝑡1)
+ 𝐶, (3.2)

was used to model a typical 𝛽-decay event while the observation of another radiation type following

𝛽 decay was modeled using a double-pulse fit function expressed as

𝐹 (𝑡) = 𝐴1 exp−𝑘1 (𝑡−𝑡1)

1 + exp−𝑘2 (𝑡−𝑡1)
+ 𝐴2 exp−𝑘3 (𝑡−𝑡2)

1 + exp−𝑘4 (𝑡−𝑡2)
+ 𝐶. (3.3)

In Eqs. 3.2 and 3.3, 𝐴1 and 𝐴2 represent the pulse heights or amplitudes, 𝑘1 and 𝑘3 are the

exponential decay constants, 𝑘2 and 𝑘4 are the risetime constants, 𝑡1 and 𝑡2 are the event time

parameters and 𝐶 is a constant background term.

Each PSPMT dynode trace recorded by DDAS was fit with both single- and double-pulse

fit functions as shown in Figure 3.9(a) and (b), and their qualities were gauged using 𝜒2 values

extracted by comparing the experimental traces and the fits. The adequacy of both fit functions in

modeling the detector response was evaluated by comparing the ratio of the 𝜒2 value obtained from

the single-pulse fit to the 𝜒2 value obtained from the double-pulse fit, as shown in the distribution

presented in Figure 3.10. This ratio served as a metric to determine whether the fit functions

adequately described the data.

As shown in Figure 3.10, a 𝜒2
𝑠𝑖𝑛𝑔𝑙𝑒

/𝜒2
𝑑𝑜𝑢𝑏𝑙𝑒

ratio of 10 was chosen to separate “good” single-pulse

fits from “good” double-pulse fits such that

𝜒2
𝑠𝑖𝑛𝑔𝑙𝑒

𝜒2
𝑑𝑜𝑢𝑏𝑙𝑒

< 10 for “good” single-pulse fits, and (3.4)

𝜒2
𝑠𝑖𝑛𝑔𝑙𝑒

𝜒2
𝑑𝑜𝑢𝑏𝑙𝑒

> 10 for “good” double-pulse fits. (3.5)
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Figure 3.10: Distribution of 𝜒2
𝑠𝑖𝑛𝑔𝑙𝑒

/𝜒2
𝑑𝑜𝑢𝑏𝑙𝑒

ratios based on fitting of the PSPMT dynode traces.
The dashed line represents the 𝜒2

𝑠𝑖𝑛𝑔𝑙𝑒
/𝜒2
𝑑𝑜𝑢𝑏𝑙𝑒

ratio of 10 chosen to separate “good” single-pulse
fits from “good” double-pulse fits.

Parameters associated with the “good” fits, including amplitudes and timestamps were recorded

and subsequently used for further analysis. For example, I discuss techniques associated with

correlating 𝛽-decay electrons to implanted radioactive ions in the following subsection. This is

relevant for events involving the detection of electrons due to 𝛽 decay only — single-pulse events.

I therefore use the “good” single-pulse fit condition to identify relevant PSPMT dynode traces to

access pulse information recorded as fit parameters. Further discrimination required for analyzing

data associated with double-pulse events are discussed in Chapter V.

3.2.2.2 Decay-Ion Correlation

Radioactive ions delivered to the experimental end station as a cocktail beam lose some energy

in the Si PIN detectors as well as Al degraders before getting implanted within the CeBr3 detector.
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Figure 3.11: Illustration of a 3 × 3 correlation grid. Assuming, in the simplest of terms, a decay
electron (represented by a white circle) is detected in the darkest grid, the search for implanted
ions (red and blue circles) for correlation is limited to the 3 × 3 correlation grid while ions with
interaction positions outside of the grid are not considered. It is worth noting that a 1× 1 correlation
grid is preferred for substantial background reduction. This is however not considered in the scope
of this dissertation to maximize statistics.

Following ion implantation, 𝛽 decay occurs after a characteristic amount of time, such that 𝛽-decay

electrons interact with the CeBr3 and deposit their energy within its volume until they are fully

stopped. The 𝛽-decay electrons must then be correlated to respective implanted ions using spatial

and temporal information recorded by the PSPMT anodes and dynode, respectively.

In order to establish correlation between decay electrons and implanted ions in this dataset,

certain conditions were applied. First, an implanted ion had to be detected within the same pixel as

a decay electron, or within a 3 × 3 correlation grid as shown in Figure 3.11. This ensured that the

ion and electron were in close proximity and likely originated from the same event. Once the first

condition was satisfied, the timing information obtained from the implanted ions was utilized for

further analysis. The goal was to identify the ion that was implanted closest in time to the decay

electron, thus establishing a correlation between the two.
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To achieve efficient correlation results, it was essential to accurately determine the interaction

positions of all events, and therefore necessary to keep the ion implantation rate low during

the experiment. This ensured that each decay electron could be uniquely associated with an

implanted ion, minimizing ambiguities and false correlations. I explain concepts pertinent to

position extraction and event identification below.

Spatial information: Determining interaction positions

The pixelization of the anode readouts was instrumental towards accurately localizing interac-

tions registered within the CeBr3 detector on an event-by-event basis. Figure 3.12 and Figure 3.13

show the 2D energy distribution profiles of sample ion implantation and decay events readout

by the PSPMT anodes, respectively. Interaction positions were determined by fitting the energy

distribution profile with a 2D Lorentzian function defined as

𝐿 (𝑥, 𝑦) = 𝐴 ×
(

Γ2
𝑥Γ

2
𝑦

[(𝑥 − 𝑥0)2 + Γ2
𝑥 ] [(𝑦 − 𝑦0)2 + Γ2

𝑦 ]

)
(3.6)

where 𝐴 is the amplitude, Γ𝑥 and Γ𝑦 are the widths, and 𝑥0 and 𝑦0 are the positions along the x-

and y-axes, respectively. An alternative to extracting interaction positions using the 2D Lorentzian

fit, developed to combat the slow, iterative procedure was carried out by A. Chester and briefly

discussed in Appendix B.

Event identification

Several event-type identifiers were created to distinguish between interactions registered in the

CeBr3 implantation detector for efficient correlation purposes during single-pulse events described

in Section 3.2.2.1. The observation of signals in the silicon PIN detectors and CeBr3 implantation

detector were primarily used as discriminators for event identification. Furthermore, every event
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Figure 3.12: Bottom right: Energy distribution of the PSPMT anodes for an ion implantation
event observed across the 16 × 16 grid. The x,y position information for this event was determined
by fitting a 2D Lorentzian function (red overlay) to the energy distribution. Bottom left: Projection
of the 2D energy distribution map onto the y axis, with the y-component of the 2D Lorentzian
fit overlaid. Top right: Projection of the 2D energy distribution map onto the x axis, with the
x-component of the 2D Lorentzian fit superimposed. Each pixel contains recorded anode energies.
(See text for more details.)
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Figure 3.13: Bottom right: Energy distribution of the PSPMT anodes for a decay event observed
across the 16 × 16 grid. The x,y position information for this event was determined by fitting a
2D Lorentzian function (red overlay) to the energy distribution. Bottom left: Projection of the 2D
energy distribution map onto the y axis, with the y-component of the 2D Lorentzian fit overlaid.
Top right: Projection of the 2D energy distribution map onto the x axis, with the x-component
of the 2D Lorentzian fit superimposed. Each pixel contains recorded anode energies (See text for
more details.)
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Table 3.3: Event-type discrimination for decay-ion purposes in E16032.

Event type Detector(s) required Additional conditions
Implants PIN 1 only PIN 01 energy > 5000 arb. units; x,y position within

16 ×16 PSPMT grid
Decays CeBr3 (PSPMT) only Dynode energy < 6200 arb units; x,y position

within 16 ×16 PSPMT grid
Light ions CeBr3 (PSPMT) only PIN 01 energy < 5000 arb. units; Dynode

energy < 6200 arb. units; x,y position within
16 ×16 PSPMT grid

type considered for correlation was required to have corresponding interaction positions within

the experimentally feasible 16 × 16 PSPMT grid 2. This was done to weed out the few instances

when the fitting procedure used to localize interaction positions failed — a feature common to

interactions near the edge of the PSPMT. I describe the main event types taken into consideration

for correlation purposes below, and summarized in Table 3.3.

I Implants: An ion implantation event differs from the decay events described in the next

point as it involves the secondary beam interacting with both the Si PIN detectors and the

CeBr3 implantation detector. For this reason, a condition requiring signals to be observed

in both the Si PIN detectors and the PSPMT dynode during single-pulse events was imple-

mented to flag implant events. This is emphasized by comparing Figure 3.14(a) and (b).

In Figure 3.14(a), the PSPMT dynode energy distribution for all single-pulse events, which

includes implant and decay events, is displayed. When the condition to flag implant events

is applied before populating the spectrum, the distribution shown in Figure 3.14(b) reveals a

2In the case of E16032, the outermost two-pixel frame on the PSPMT grid, represented by the anode readout cables,
was excluded from the PIXIE-16 digitizers due to the high data rate exceeding the readout capabilities. Consequently,
an experimentally feasible 14 × 14 grid was taken into account.
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Figure 3.14: (a): PSPMT dynode energy distribution for single-pulse events. (b): Conditional
PSPMT dynode energy spectrum for single-pulse events identified as implants (region I) informing
the demarcation of energy regions with dashed lines. (See text for additional information.)
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Table 3.4: Percentage of ions implanted in the CeBr3 detector.

Isotope Number of ions Transmission (%)
Detected in PIN 1 Implanted in the CeBr3

40Si 407374 207612 51
39Al 171261 35693 21
38Al 842491 765427 91
37Al 1741959 1626917 93
36Mg 266040 243401 91
35Mg 438819 409922 93
34Mg 1368737 1297789 95
33Na 692387 648075 94
32Na 1894646 1794761 95
31Na 2623059 2501548 95
30Ne 742227 700780 94
29Ne 1094753 1040574 95
28Ne 1293707 1235495 96

noticeable enhancement of region I relative to region II. This enhancement clearly indicates

that dynode energies recorded within region I correspond to ion implantation.

Implant events considered for correlation also had corresponding x,y positions that fell

within the 16 × 16 PSPMT grid. These events were flagged as “good” implant events.

Table 3.4 shows the percentage of ions of interest implanted within the CeBr3 detector.

These percentages were calculated by comparing the counts of each isotope in the PID

spectrum shown in Figure 3.7 to the counts in the PID spectrum created using the conditions

for flagging “good” implant events.

II Decays: Following ion implantation, 𝛽 decay occurs after a characteristic amount of time

such that 𝛽-decay electrons are detected within the CeBr3 crystal. “Good” decay events were

flagged when signals were only recorded by the PSPMT; and the event position fell within the
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16 × 16 PSPMT grid. Decays are easily distinguishable from implants based on the amount

of energy the decay electrons deposit within the CeBr3 compared to implants in the higher-

energy range. It is shown in Figure 3.14(b) that decays fall will within region II of the PSPMT

dynode energy distribution. However, complications arise due to the presence of light ions

that fall within a similar energy range as decays. Therefore, additional considerations were

required to further discriminate decays from light ions as described below.

III Light ions: Light ions were delivered to the experimental end station alongside heavy ions

that decay and populate states in daughter nuclei. In reality, light ions lose energy as they

pass through the PIN detectors for E16032, but their Δ𝐸 values were lower than the PIN

detection thresholds, such that no corresponding PIN signals were recorded. Although light

ions are not stopped within the CeBr3 crystal, they still interact with the detector volume and

have corresponding PSPMT signals recorded, leading to the possibilities of flagging them as

“good” decay events. Complications arise because they fall under a similar energy range as

decays. Light ions must therefore be properly flagged for accurate discrimination from decay

events. In E16032, light ions were distinguished from decays by applying an energy cut to

Δ𝐸 values obtained from the PIN detector and used for particle identification. It is worth

noting that an alternative method for tagging light ions could involve employing a thick veto

detector instrumented with a high-gain preamplifier in the experimental setup.

Figure 3.15(b) shows the PSPMT dynode energy distribution filled with the condition for

flagging light ions (energy cut on Δ𝐸 with PSPMT signals). Region II was subdivided into

II A and II B, primarily due to the heightened presence of region II B in comparison to II

A when the condition for detecting light ions was employed. Although it is expected that
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Figure 3.15: (a): PSPMT dynode energy distribution for single-pulse events. (b): Conditional
PSPMT dynode energy spectrum for single-pulse events identified as light ions, informing the
division of energy region II into two distinct regions demarcated by the dashed line.
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certain decays may fall within region II B, a distinct boundary for region II A was set to

ensure reliable ion - decay correlations , even though statistics were substantially reduced.

Temporal information: Correlation time windows

After accurately determining the interaction positions and identifying ions within a correlation

grid, a decay electron can be correlated with the ion that was detected closest in time to it. However,

the presence of “back-to-back” ion implantation events, where multiple ions are implanted in the

same pixel in a correlation grid within a short time window, complicates this procedure. To

address this, it is crucial to conduct the experiment with a low per-pixel implantation rate and

establish reasonable decay-ion correlation windows to accurately attribute the decay electron to the

corresponding ion.

The correlation window is representative of the half-life of the nucleus undergoing 𝛽-decay

and must be set so that the probability of correlating a decay electron to an earlier ion implan-

tation event is low (with the convention being a probability of less than 12.5%.) For the current

analysis, the correlation window was carefully defined to ensure that the time difference between

ion implantation events was at least 3 times longer than the 𝛽-decay half-life of the nucleus of

interest. This choice of correlation window provides a sufficient temporal separation between the

implantation events.

It is important to note that alternative, shorter correlation time windows could potentially be

used in different scenarios or analyses. However, for the specific purpose analysis discussed in this

dissertation, the chosen correlation window configuration was deemed appropriate for a balance

between number of random correlations, good peak to background ratios and amount of statistics

in 𝛽-delayed 𝛾-ray spectra discussed in Section 4.1.1 of Chapter IV.
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3.2.3 𝛽-delayed 𝛾-ray detectors

Ground states as well as excited states in daughter nuclei are populated following 𝛽 decay of

implanted parent nuclei. A nucleus in an excited state will often de-excite by emitting energy in

the form of high-energy light or photons - in this case referred to as 𝛽-delayed 𝛾 rays. These 𝛾

rays were detected using two ancillary arrays surrounding the CeBr3 implantation detector [62].

The first array — a Segmented Germanium Array (SeGA) — consisted of 16 segmented high-

purity germanium (Ge) detectors and the second comprised of 15 LaBr3(Ce) detectors. I provide

additional information on the detector sets relevant to analysis presented in this dissertation below.

3.2.3.1 Segmented Germanium Array (SeGA)

The Segmented Germanium Array (SeGA) consists of multiple 32-fold segmented high-purity

germanium (HPGe) detectors [43] that can be arranged in different configurations depending on the

kind of experiment carried out. SeGA, although typically reserved for in-beam 𝛾-ray spectroscopy

of intermediate energies, was used in this experiment with the HPGe detectors arranged in the

“beta-SeGA” configuration [45] in two concentric rings of around the CeBr3 implantation detector

as shown in Figure 3.2(a). Specifically, 8 of the detectors were placed upstream of the CeBr3

detector and the other 8 detectors placed downstream, all equidistant to the center of the CeBr3

implantation detector at a radial distance of 8.6 cm. Energy and detection efficiency calibration

efforts relevant to the SeGA detectors are detailed in subsequent subsections.

SeGA efficiency calibrations

Accurate detection efficiency calibration is crucial in 𝛾-ray spectroscopy, especially when it

comes to measuring 𝛾-ray intensities. In E16032, like most ion implantation studies, 𝛾 rays were

emitted from within the volume of the CeBr3 implantation detector, following decay of implanted
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ions. Monte Carlo simulations were therefore required to model the emission of 𝛾 rays based

on the distribution of sources — in this case the implanted ions — and accurately measure the

detection efficiency of the ancillary HPGe detectors that make up SeGA, while accounting for all

attenuating materials between the implanted ions and the active volume of the 𝛾-ray detectors.

GEANT4 radiation transport toolkit [5] was used for modeling the E16032 setup as described in

subsequent subsections.
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Figure 3.16: E16032 experimental setup modeled in GEANT4. (a): Orientation of SeGA relative
to the CeBr3 and PSPMT. (b): Aluminum pipe housing the CeBr3 and PSPMT included in the
model. Bottom: Orthographic view of full setup in surface (c) and wireframe (d).
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Benchmarking efficiency calibrations

The validity of the GEANT4 simulation was confirmed by benchmarking simulated SeGA 𝛾-ray

detection efficiencies against experimentally measured efficiencies of 𝛾 rays emitted by a National

Institute of Standards and Technology (NIST)-calibrated mixed radionuclide source or standard

reference material (SRM). The SRM, which was a point-source on a polyester tape containing

125Sb, 154Eu, and 155Eu, was positioned at a precisely defined location on the surface of the CeBr3

implantation detector. Data collection took place for approximately 23 hours.

The experimental setup was modeled in GEANT4 as shown in Figure 3.16. The SRM was

replicated using point mono-energetic 𝛾-ray sources that isotropically emitted one million 𝛾 rays

with energies ranging from 42.8 keV to 1596.4 keV. It is worth noting that the 𝛾 rays considered

for benchmarking purposes were primarily emitted from the 154Eu and 155Eu components of the

SRM. This emphasis is due to the fact that the 125Sb component of the SRM, with a half-life of

2.76 years, had decayed away by the time of the measurement3. Components of the experimental

setup including detectors like the CeBr3 coupled with the PSPMT; attenuating materials like the

aluminum beam pipe; as well as layers of the HPGe detectors that made up SeGA were meticulously

constructed in GEANT4 to ensure accuracy in the modeling process. Particular attention was geared

towards modeling the germanium dead layer in the HPGe detectors known to increase in thickness

over time [12]; and contribute to a reduction in the detection efficiency for 𝛾-ray energies between

10 and 60 keV which lie close to the Ge K-absorption edge [16]. Additional considerations were

also taken into account while extracting the experimentally measured detection efficiencies. These

are outlined below.

Consideration: Coincidence summing

3The SRM source was produced on 9/1/1988 while the source measurement for E16032 took place on 7/5/2018.
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𝛽 decay populates the ground state as well as several excited states in radioactive nuclei. The

majority of these excited states have half-lives (on the order of ns to ps) and decay to lower-lying

states involved in a 𝛾-ray cascade. The poor timing resolution of HPGe detectors used in high-

resolution 𝛾-ray spectroscopy varies from the very short half-lives of these excited states and is

a typical limitation of these detectors. This limitation becomes significant when two or more 𝛾

rays in coincidence are incident on the same detector, a process known as coincidence summing.

Coincidence summing can have two effects on 𝛾-ray spectra: it can either reduce the number

of entries in photopeaks associated with 𝛾 rays in a cascade (referred to as “summing out”), or

increase the number of entries in photopeaks corresponding to any 𝛾 ray with an energy equal to the

combined energy of coincident 𝛾 rays in a cascade (referred to as “summing in”) [77]. Therefore,

when performing 𝛾-ray efficiency measurements, particularly with sources that emit multiple 𝛾

rays in coincidence compared to simulated mono-energetic 𝛾-ray sources, it is crucial to consider

and correct for coincidence summing effects [27].

Summing corrections recommended by NIST in the accompanying source data sheet and

subsequently applied to the detection efficiencies of the eleven 𝛾 rays used for efficiency calibration

are shown in Table 3.5. The summing corrections were applied by dividing the efficiencies of

the 𝛾 rays with energy 𝐸 by the evaluated summing correction. In the table, {𝐸} represents the

full-energy peak (photopeak) efficiency at 𝛾-ray energy, 𝐸 or the fraction of all emitted 𝛾 rays

recorded in a full-energy peak. [𝐸] is the total efficiency at 𝛾-ray energy, 𝐸 or the fraction of

radiation emitted at a given energy that generates pulses of any size.
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Table 3.5: Summing corrections applied to detection efficiencies of 𝛾 rays emitted by the SRM,
recommended by NIST. (See text for details.)

𝐸 (keV) Summing correction
42.8 1.0
105.3 1.0
123.1 1.0 − 0.072[248.0] − 0.055[591.7] − 0.019[692.4] − 0.120[723.3] − 0.049[756.9]

−0.130[873.2] − 0.201[1004.8] − 0.010[1246.2] − 0.401[1274.4] − 0.021[1596.5]
248.0 1.0 − 0.287[42.8] − 0.455[123.1] − 0.072[444.4] − 0.022[582.0] − 0.134[591.7]

−0.015[612.2] − 0.043[625.2] − 0.022[676.6] − 0.039[723.3] − 0.613[756.9]
−0.059[892.7] − 0.022[904.1] − 0.130[1246.2]

591.7 1.0 − 0.297[42.8] − 0.455[123.1] − 0.178[248.0] − 0.196[756.9] − 0.800[1004.8]
723.3 1.0 − 0.154[42.8] − 0.243[123.1] − 0.013[248.0] − 0.014[625.2]

−0.518[873.2] − 0.465[996.4]
873.2 (1.0 + 0.024{248.0}{625.2}/{873.2}) × (1.0 − 0.282[42.8] − 0.455[123.1]

−0.894[723.3])
996.4 (1.0 + 0.507{123.1}{873.2}/{996.4} × (1.0 − 0.894[723.3])
1004.8 (1.0 + 0.221{248.0}{756.9}/{1004.8}) × (1.0 − 0.282[42.8] − 0.455[123.1]

−0.217[591.7])
1274.4 (1.0 + 0.014{692.4]}{582.0}/{1274.4}) × (1.0 − 0.281[42.8] − 0.455[123.1])
1596.5 (1.0 + 5.568{873.2}{723.3}/{1596.5} + 2.094{1004.8}{591.7}/{1596.5}

+0.052{1118.5}{478.3}/{1596.5} + 0.275{692.4}{904.1}/{1596.5})
×(1.0 − 0.281[42.8] − 0.455[123.1])

Consideration: Dead time

The random nature of radioactive decay implies that some true events that occur too quickly

following a prior event may be lost, due to the associated dead time of the counting or detection

systems. The dead time is the amount of time that separates two events for them to be recorded as

separate pulses. Unlike high-count rate experiments where “dead time losses” can become severe

[27], the losses were negligible for E16032 due to the low count rates, although they were still

applied. The ratio of accepted to total triggers for each digitizer that read out signals from the

HPGe detectors that made up SeGA was used to calculate the dead-time correction.

With all these factors taken into consideration, the simulated detection efficiencies could then

be compared to the experimental values as shown in Figure 3.17.

Simulating ion implantation
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Figure 3.17: Benchmarking: Simulated SeGA detection efficiencies (red boxes) compared to
experimental detection efficiencies (blue triangles) for 𝛾 rays emitted by NIST-calibrated SRM
source. Statistical error bars are unidentifiable as they are small relative to the squares and
triangles representing the data points.

The excellent agreement between the simulation and experiment as described in Section 3.2.3.1

indicated that the model of the experimental setup was successfully benchmarked in GEANT4,

and 𝛾-ray emission following the decay of ions implanted within the CeBr3 could be simulated for

efficiency calibrations — the motivation of the simulation exercise. A mono-energetic, isotropically

emitting point 𝛾-ray source was placed within the volume of the CeBr3 detector. The placement of

the source was determined based on the implantation and depth profiles of 33Na, which served as a

reference for the secondary cocktail beam delivered to the experimental end station. Specifically,

the x and y positions of the implanted point source were extracted from the 2D Lorentzian fit of

the ion implantation profile of 33Na, as described in Figure 3.12. The z position was defined as the

midpoint of the implantation depth of 33Na within the volume of the CeBr3 implantation detector

as calculated in LISE++, and shown in Figure 3.8.
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Figure 3.18: Implantation: Simulated efficiency curve for 𝛾 rays with energies between 100 and
4000 keV emitted by a point source implanted in the CeBr3 detector. Ease of fit was achieved by
plotting the curve in log-log scale. The statistical errors are significantly smaller than the squares
representing the data points (See text for details.)

The procedure described above was employed to determine the detection efficiency of the SeGA

array for fifteen specific 𝛾 rays spanning energy values from 100 keV4 to 4000 keV, as illustrated

in Figure 3.18. 𝛾-ray detection efficiencies for E16032 were then obtained by evaluating the sixth-

order polynomial fit function represented by the red curve in Figure 3.18, and the mathematical

expression superimposed on the plot, such that

𝐸 𝑓 𝑓 [𝐸𝛾] (%) = 100 × 10[𝑎(𝑥)6+𝑏(𝑥)5+𝑐(𝑥)4+𝑑 (𝑥)3+𝑒(𝑥)2+ 𝑓 (𝑥)+𝑔] (3.7)

where 𝐸𝛾 is the 𝛾-ray energy in keV, 𝑥 = log10 [𝐸𝛾], and coefficients 𝑎 − 𝑔 are the fit parameters

associated with the corresponding fit function shown in Figure 3.18. A uniform 5% uncertainty was

applied to the detection efficiencies for 𝛾 rays with energies exceeding 100 keV5. This uncertainty

4The transmission of 𝛾 rays with energy less than 100 keV from within the volume of the CeBr3 detector was
approximately less than 1%.

5It is worth noting that the 𝛾-ray detection efficiency below 100 keV is uncertain for E16032.
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assignment was based on information obtained during the benchmarking stage, during which the

most substantial statistical uncertainties observed were below 5%, and found to be independent of

the 𝛾-ray energy.

Consideration: Implanted point versus volume 𝛾-ray sources

The “beta-SeGA” configuration, as depicted in Figure 3.16(a), results in an averaging-out of the

detection efficiencies between the upstream and downstream components of SeGA, positioned at

uniform radial distances on opposite sides of the CeBr3 implantation detector. Consequently, there

is a negligible variance in the detection efficiencies for 𝛾 rays emitted from sources placed within

the volume of the CeBr3 implantation detector, whether it is a point or volume source as evident

in Figure 3.19. To check this, an isotropically emitting volume 𝛾-ray source was modeled after

the implantation and depth distribution profiles of the secondary cocktail beam centered around

33Na ions as shown in Figure 3.12 and Figure 3.8, respectively. This was achieved by creating

a cylindrical 𝛾-ray source in GEANT4, with its dimensions defined using the General Particle

Source (GPS) functionality as

/gps/pos/type Volume

/gps/pos/shape Cylinder

/gps/pos/centre x y z cm

/gps/pos/radius r cm

/gps/pos/halfz z cm.

Specifically, the x and y values were obtained by subtracting the center of the pixelized PSPMT grid

(8,8) from the position parameters of the 2D Lorentzian function used to fit the ion implantation

profile, before converting to cm. The z position was taken as the magnitude of the distance from the

face of the CeBr3 detector to the center of the ion depth profile, added to the distance from center

of the world to the face of the CeBr3 implantation detector. “/gps/pos/halfz” represented half

68



0 500 1000 1500 2000 2500 3000 3500 4000

 (keV)
γ

E

1

2

3

4

5

6

E
ff
ic

ie
n
c
y
 (

%
)

Volume source

Point source

Figure 3.19: Simulated SeGA detection efficiencies for 𝛾 rays with energies between 100 and 4000
keV emitted by a point source (red circles) compared to a volume source (blue boxes) implanted
within the CeBr3 detector.

the height of the cylinder, taken from the implantation depth divided by 2. The radius, 𝑟 of the

cylinder was defined as

𝑟 =

√︃
Γ2
𝑥 + Γ2

𝑦 (3.8)

where Γ2
𝑥 and Γ2

𝑦 are the widths of the 2D Lorentzian fit function along the x and y axes, respectively.

It is important to note that each detector was treated independently in the analysis. In fact, the

utilization of specific characteristics of individual detectors, such as their positions, proved to be

crucial for achieving accurate efficiencies. Moreover, energy calibrations for source measurements

were conducted utilizing the same photopeaks as those mentioned for efficiency calibrations. It

should be noted that these photopeaks are distinct from the ones used during data runs.

SeGA energy calibrations
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Figure 3.20: Energy calibration residuals for individual HPGe detectors in the SeGA array for a
representative E16032 data run. The uncertainty in the centroid position from Gaussian fits to each
uncalibrated photopeak is shown by the error bars.

A characteristic of the HPGe detectors is their excellent energy resolution which is necessary

for 𝛾-ray spectroscopy and allows for reliably separating closely lying peaks in a 𝛾-ray spectrum.

An additional appeal of HPGe detectors is the capability to extend their application over a wide

range of energies from a few keV to several MeV [15].

A linear energy calibration was performed on the HPGe detectors that make up SeGA given

their small degree of non-linearity [27]. This was achieved for every data run in E16032 using

photopeaks corresponding to four well-known 𝛾-ray energies including 511.00 keV from electron-

positron annihilation, 788.74 keV and 1434.80 keV from 138La intrinsic activity, and 1460.82 keV

from 40K decay. Specifically, calibrations were performed by extracting the centroid location from

the Gaussian fits to the four photopeaks in the uncalibrated 𝛾-ray energy spectrum, then plotting
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Figure 3.21: Energy calibration residuals of the summed spectrum of all detectors that make up
SeGA for a typical experiment E16032 data run.

the centroids against their known 𝛾-ray energies. The slope, 𝑚 and intercept, 𝑐 of the linear fit for

each detector in the SeGA array was extracted and applied for calibration such that

𝐸𝛾 (𝑘𝑒𝑉) = 𝑚𝑥 + 𝑐 (3.9)

where 𝑥 is the channel number or uncalibrated photopeak centroid in arbitrary units.

Residuals for each HPGe detector that makes up the SeGA array are shown for a typical E16032

data run in Figure 3.20, while those for the sum spectrum of all SeGA detectors for the same run

are shown in Figure 3.21. The residuals ensure confidence in the calibration applied for experiment

E16032 given that the distributions are not energy dependent. Notably, the residuals consistently

measured below 0.1 keV, as illustrated for a typical run in Figure 3.21, informing the application

of an energy calibration uncertainty of ± 0.2 keV for all measured 𝛾-ray energies in experiment

E16032.

3.2.3.2 Cerium-doped lanthanum bromide (LaBr3(Ce)) scintillators

The second array of 𝛾-ray detectors consisted of 15 LaBr3(Ce) detectors placed in rings at

90° with respect to the beam axis. Each detector was made up of a 1.5 × 1.5-inch right-cylindrical
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LaBr3(Ce) crystal, each placed around the CeBr3 implantation detector in a ring perpendicular to

the beam direction. The LaBr3(Ce) detectors have reasonable timing and energy resolution optimal

for fast-timing measurements [32]. Energy calibrations were carried out using a similar technique

and well-known photopeaks as discussed in Section3.2.3.1.

LaBr3(Ce) - PSPMT dynode time alignment

The time difference distributions presented in Chapter IV of this dissertation represent the

cumulative time differences between each LaBr3(Ce) detector and the PSPMT dynode. These

time differences were calculated for events where a 𝛽-decay electron correlated to an implant of

interest was detected in the CeBr3 implantation detector (start time), and a 𝛾-ray transition from

an isomeric state of interest was detected in one of the surrounding LaBr3(Ce) detectors (stop

time). The intrinsic timing properties of each LaBr3(Ce) detector used in the E16032 setup must

therefore be taken into account. By determining the time difference for each LaBr3(Ce) detector

with respect to the PSPMT dynode time, all detectors can be aligned to a common time reference,

such as setting them to zero as shown in Figure 3.22(a) and (b)6.

A 60Co source run was used for the alignment, allowing for a majority of events to be prompt

true coincidences. The main structure appearing as prompt in the time difference distribution in

Figure 3.22(a) and (b) reflects this characteristic. Additional information on the reasoning behind

its use is presented in Section 4.3 of Chapter IV. The structures observed to the left and right of

the prompt distribution in Figure 3.22(a), (b), and (c) are a result of the energy-dependent time

walk effects originating from the PSPMT dynode and individual LaBr3(Ce) detectors, respec-

tively. Addressing the treatment of these timewalk effects is beyond the scope of this dissertation.

Consequently, only the prompt timing responses were incorporated into the alignment process.

6It should be noted that an arbitrary offset of 1000 ns was added to the time differences for data runs.
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LaBr3(Ce) - PSMPT dynode time difference (a) before and (b) after alignment using a 60Co
source. (c) 1D projection of LaBr3(Ce) #2 - PSPMT Dynode pair defined by the red graphical cut
in (b). (See text for additional information.) 73



CHAPTER IV

RESULTS AND DISCUSSION: HALF-LIFE MEASUREMENT OF ISOMERIC STATES IN

37SI ACCESSED VIA BETA DECAY

Low-lying excited (7/2−1 ) and (3/2−1 ) states at 68 and 156 keV were first established in the level

scheme of 37Si through previous studies involving the 𝛽− [65, 4] and 𝛽−n [65] decays of 37Al

and 38Al, respectively. The (3/2−1 ) state was subsequently characterized as a nanosecond isomer

in a further investigation of the structure of 37Si in a 9Be(38Si, 37Si𝛾) reaction, with its half-life

measured as 3.0(7) ns [67]. One of the objectives of this experiment was to investigate the (7/2−1 )

state in 37Si and determine its half-life, which has not been measured previously. The (7/2−1 ) state,

along with the (3/2−1 ) state in 37Si, was predicted to be an isomeric state according to Ref. [67].

These isomeric states were accessed via the 𝛽− and 𝛽−𝑛 decay of implanted 37Al and 38Al ions,

respectively. In this chapter, analysis that led to the determination of the half-life of the (3/2−1 )

state is first discussed. This preliminary analysis served as a validation of the novel fast-timing

measurement method employed in this study. Alternative methods for performing the half-life

measurement of the (3/2−1 ) state are also presented. Subsequently, the half-life measurement of the

(7/2−1 ) state is presented, providing crucial information about its decay properties. Additionally,

these excited states were further characterized by extracting the reduced transition probabilities for

the aforementioned isomeric transitions to the (5/2−1 ) ground state of 37Si, as reported in Ref. [47].
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Lastly, a comparison of experimental measurements with theoretical predictions obtained from

shell model calculations using the SDPF-MU [72], SDPF-U-SI [44], and FSU [34] interactions are

presented, and inferences on the shell structure implications of the findings are provided.

4.1 37Al decay

Figure 4.1 shows the level scheme of 37Si adapted from experimental results of previous 𝛽-

decay studies of 37Al in Refs. [65, 4]. The level scheme, constructed using 𝛽-delayed 𝛾-ray

spectroscopy shows that the low-lying negative-parity states in 37Si are not fed directly in 37Al 𝛽−

decay. Instead, they are populated following 𝛾-ray decay from higher-lying positive-parity states

which are preferentially fed in 37Al 𝛽− decay. This is consistent with expectations outlined in

Section 2.2.2 of Chapter II such that 𝛽-decay selection rules dictate what states are populated in

37Si following the 𝛽 decay of the positive-parity (5/2+) ground state of 37Al. These rules limit the

population of states in 37Si such that those with the same parity as the ground state of the 37Al

parent nucleus are preferentially populated as depicted in Figure 4.1.

4.1.1 𝛽-delayed 𝛾-ray spectrum following 37Al decay

Constructing nuclear level schemes and inferring nuclear structure properties of radioactive

nuclei heavily relies on 𝛾-ray spectroscopy. This technique involves the study of 𝛽-delayed 𝛾 rays

and plays a vital role in the analysis presented in this chapter. Additionally, the fast-timing method

utilized in this dissertation to extract the half-lives of interest requires the application of 𝛾-ray

spectroscopy. In order to generate a 𝛽-delayed 𝛾-ray spectrum correlated to 37Al implants and

optimize the observation of 𝛾 rays originating from de-excitations in 37Si, the following conditions

were satisfied:
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Figure 4.1: Experimental level scheme of 37Si following the decay of 37Al. 𝛽 decay preferentially
populates the higher-lying positive-parity states which de-excite to lower-lying negative-parity
states via 𝛾-ray decay. 𝛾-ray transitions are represented by downward pointing arrows between
states defined by their tentative spins and parities (left) and energies (right) on the horizontal lines.
The figure is adapted from Refs. [65, 4]
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I Graphical cut corresponding to “good” 37Al implants on particle identification plot. The

PID is shown in Figure 3.7 of Chapter III.

II “Good” correlations where “good” decays were correlated to “good” 37Al implants.

III Reasonable 𝛽 decay - 37Al ion correlation window of 33.9 ms which corresponds to three

37Al 𝛽-decay half-lives (T1/2 = 11.3 ms). The “good” implant and decay conditions are

described in Subsection 3.2.2.2 of Chapter III.

IV Random correlation identification and subtraction to isolate 𝛽-delayed 𝛾 rays arising from

37Al decay using methods described in Refs. [65, 28].

For this dataset, a 𝛽-delayed 𝛾-ray spectrum “reverse-correlated” to 37Al implants was

subtracted from a “forward-correlated” spectrum with the same conditions listed above

fulfilled. “Forward correlation” will limit the population of a 𝛽-delayed 𝛾 ray spectrum

to transitions that are observed in the SeGA array after the decay of 37Al implants (in

positive times only). Transitions that arise from 37Al decay as well as background 𝛾 rays are

observed in such spectra. In a “reverse-correlated” spectrum however, transitions that arise

following 37Al decay will be absent (negative times only), while random 𝛾 rays from before

the correlation will remain present. Therefore, a photopeak like the 1460-keV background

𝛾 ray that arises from 40K decay, observed in the superimposed forward- and reverse-

correlated spectra in Figure 4.2(b) will be dramatically reduced in a random correlation

subtracted spectrum as shown in Figure 4.3. Other examples include background transitions

due to 𝑒−𝑒+ annihilation (511 keV), and LaBr3 internal activity (788 and 1435 keV). These

photopeaks can be compared to the 1409-keV photopeak, for example, which corresponds to

a transition in the 36Si 𝛽−𝑛 daughter of 37Al, is absent in the spectrum “reverse-correlated”
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to 37Al, and retains its intensity in the random correlation subtracted histogram as shown in

Figure 4.2(b) and Figure 4.3, respectively.

The random correlation subtracted 𝛽-delayed 𝛾-ray spectrum following 37Al decay is shown

in Figure 4.3. The transitions attributed to 37Si in this work are in agreement with measurements

from previous 𝛽-decay experiments in Refs. [65, 4]. These include 𝛾-𝛾 coincidences between the

562- and 1115-keV transitions and the 156-keV transition, as shown in Figure 4.4, confirming the

presence of the 717- and 1270-keV positive-parity states preferentially populated in the 𝛽 decay of

37Al. These positive-parity states de-excite by 𝛾 rays that feed the negative-parity, low-lying states

at 156 and 68 keV. They also correspond to crossover 𝛾-ray transitions with energies, 717 and 1270

keV, respectively.

Consideration: Non-observation of the 68-keV transition in 37Si following decay of 37Al.

The observation of 𝛾 rays that de-excite isomeric states of interest is necessary for the application

of the fast-timing method discussed in this chapter. The very intense 156-keV 𝛾 ray observed in

Figure 4.3 is attributed to the de-excitation of the (3/2−1 ) state at 156 keV. A 68-keV 𝛾 ray which

would correspond to a ground-state transition from the (7/2−1 ) state is, however, not observed in

the 𝛾-ray spectrum correlated to 37Al, similar to findings in Refs. [65, 4] and may be due to a

confluence of reasons explained below:

I (7/2−1 ) state population mechanism: Primarily, the direct population of the (7/2−1 ) state at

68 keV may be hindered in the 𝛽− decay of 37Al. The state is expected to be weakly fed by

the 1202-keV 𝛾-ray transition that de-excites the 1270-keV state as discussed in Ref. [65].

This consequently impedes the observation of the 68-keV 𝛾 ray in the spectrum correlated
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(a)

(b)

Figure 4.2: (a,b) Superimposition of forward-correlated (black) and reverse-correlated (red) 𝛽-
delayed 𝛾-ray spectra following 37Al decay. (See text and Figure 4.3 for additional information.)
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Figure 4.3: 𝛽-delayed 𝛾-ray spectrum for 𝛾 rays detected in the SeGA detectors within a correlation
window of 33.9 ms, which corresponds to three 37Al 𝛽-decay half-lives (T1/2 = 11.3 ms.) Previ-
ously observed 𝛾-ray transitions in the 37Si daughter [67, 65, 4] are labeled with their respective
energies, as well as transitions in the 𝛽-delayed one-neutron emission 36Si daughter and 36,37P
granddaughters. Other identified 𝛾-ray transitions include the 1300 keV in 37P (black diamond),
the 1442 keV in 36Si (black circle) and the 511 keV due to 𝑒−𝑒+ annihilation. Inset: Region around
newly observed 2465-keV 𝛾-ray transition.

80



562-keV gate 1115-keV gate

(a) (b)

1
5
6

1
5
6

Figure 4.4: 𝛾-ray spectra in coincidence with the 562-keV (a) and 1115-keV transitions in 37Si.

to 37Al, unlike the 156-keV 𝛾-ray transition whose corresponding state is strongly populated

via both intense 562- and 1115-keV transitions.

II Attenuation in the high-𝑍 CeBr3 implantation detector: The high sensitivity of the CeBr3

implantation detector to low-energy 𝛾 rays will most probably impede the detection of such

a weakly fed transition like the 68-keV in ancillary 𝛾-ray detectors. This is confirmed by

GEANT4 Monte Carlo simulation [5] results which show that the detection efficiency of the

CeBr3 implantation detector exceeds 95% for 𝛾 rays less than 100 keV. While it is expected

that nearly all of the 68-keV 𝛾 rays will be stopped within the CeBr3 implantation detector, 𝛽-

decay electrons also depositing an appreciable amount of energy in the detector will prevent

the observation of a distinct 68-keV 𝛾-ray peak in a corresponding CeBr3 energy spectrum,

as the two energy depositions will sum together.

Consideration: Unplaced 2465-keV transition

None of the other transitions observed in the one-neutron knockout reaction in Ref. [67] were

identified in the 𝛾-ray spectrum correlated to 37Al implants in this work. However, a 2465-keV 𝛾

ray was observed as shown in the inset of Figure 4.3. The 2465-keV 𝛾-ray transition is attributed to
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37Si, primarily due to the fact that shell model calculations using the FSU interaction [34] predict

candidate excited states close in excitation energy that can be populated by allowed transitions in

the 𝛽 decay of 37Al. Moreover, no coincident 𝛾 ray was observed for the 2465-keV transition, as

illustrated in Figure 4.5. However, it is important to note that the low intensity of this transition

introduces statistical limitations to the analysis, and therefore, definitive conclusions cannot be

drawn.

Another detail worth considering is the 2.21(13)-MeV one-neutron separation energy, 𝑆𝑛 of

37Si [74], compared to a probable 2465-keV candidate excited state that may decay to the (5/2−1 )

ground state. Excited states above the 𝑆𝑛 will decay via 𝛾 or neutron emission, the latter likely

winning the competition and resulting in the population of states in a 𝛽−𝑛 daughter with energy

values of 𝐸𝑥 − 𝑆𝑛, where 𝐸𝑥 is the excitation energy of the state decaying via neutron emission.

However, neutron emission is expected to be less favored in a spin-parity mismatch, especially

considering that the 0+ ground state in 36Si is the only energetically accessible state in this scenario.

This is because there are no excited states with energies within the vicinity of ∼200 keV available

for population in 36Si, indicating that the 2465-keV 𝛾-ray transition is most-likely attributable to

37Si. Further investigations can be conducted in future experiments with sufficiently high statistics

and the utilization of arrays specifically designed for 𝛽-delayed neutron emission measurements.
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2465-keV gate

Figure 4.5: 𝛾-ray spectrum in coincidence with the 2465-keV transition in 37Si.

Consideration: Relative intensities of 𝛾-ray transitions in 37Si; validation of 𝛾-ray spec-

troscopy measurements.

The consistency of 𝛾-ray spectroscopy measurements in this work was assessed by comparing

the intensities of the observed 𝛾 rays with those reported in a previous study in Ref. [65]. This is

shown in Table 4.1 for 𝛾 rays attributed to 36Si and 37Si following the decay of 37Al. The intensities

were corrected for the detection efficiencies of the SeGA array in this experiment as discussed in

Section 3.2.3.1 of Chapter III, and normalized relative to the intensity of the 156-keV transition in

37Si. The table demonstrates that the intensities obtained in this experiment are in agreement with

the measurements reported in previous studies.

4.2 38Al decay

The 68-keV state in 37Si is strongly populated in the 𝛽−n decay of 38Al. As depicted in the

level scheme in Figure 4.6 adapted from Ref. [65], the 𝛽-decaying states in 38Al responsible for

populating the low-lying states in 37Si have not been disentangled. However, 𝛾 rays at 68 and 156
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Table 4.1: Relative intensities of 𝛾 rays attributed to 36,37Si observed in the SeGA detectors
following the 𝛽 decay of implanted 37Al ions. The intensities are normalized to the intensity of the
156-keV transition in 37Si and have been corrected for the SeGA detection efficiency simulated in
GEANT4[5]. 𝛾-ray transitions in the 36Si 𝛽−n daughter have been identified with an asterisk. The
intensities are compared with results presented in Ref. [65].

𝐸𝛾 (keV) 𝐼𝛾,𝑒𝑥𝑝. 𝐼𝛾,𝑙𝑖𝑡. [65]
155.8(2) 100(6) 100(4)
562.8(2) 88(5) 95(6)
716.6(2) 31(2) 40(4)

1115.0(3) 15(1) 14(4)
1201.5(3) 7(1) 11(4)
1269.6(2) 16(2) 16(4)
1409.2(2)∗ 59(4) 71(7)
1441.5(4)∗ 4(1) 9(3)
1503.8(3)∗ 4(1) 10(3)
2464.9(4) 2(1) -

keV are attributed to ground-state transitions from the (7/2−1 ) and (3/2−1 ) states in 37Si, respectively.

The attribution of these transitions to 37Si follow discussions proposed in Ref. [65].

4.2.1 𝛽-delayed 𝛾-ray spectrum following 38Al decay

Figure 4.7 shows the random correlation subtracted 𝛽-delayed 𝛾-ray spectrum following 38Al

decay. The spectrum was produced using the same technique discussed in Section 4.1.1, with a 𝛽

decay - 38Al ion correlation window of 27 ms, which corresponds to three 38Al 𝛽-decay half-lives

(T1/2 = 9 ms). As highlighted in Figure 4.7, a 68-keV photopeak is clearly observed in the 𝛾-ray

spectrum correlated to the 38Al ions. Arguments have been made in Section 4.1.1 and Refs. [65, 4]

concerning the placement of a corresponding 68-keV state in 37Si, as well as the non-observation

of a 68-keV photopeak in the 𝛽-delayed 𝛾-ray spectrum correlated to 37Al. The non-observation

of transitions assigned to the 38Si daughter in 𝛾-𝛾 coincidence measurements with the 68-keV
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Figure 4.6: Experimental level scheme of 37Si following 𝛽−𝑛 decay of 38Al, adapted from Ref.
[65].

transition following the 𝛽−n decay of 38Al in this work supports the attribution of this 𝛾 ray to the

ground-state transition from the (7/2−1 ) state in 37Si as its most probable origin. This is shown in

Figure 4.8(a). A similar argument can also be made for the placement of the (3/2−1 ) state at 156

keV following 38Al 𝛽−n decay (see Figure 4.8(b)).

Table 4.2 shows the relative intensities of the 𝛾 rays observed in the SeGA detectors and

attributed to the 38Si 𝛽− and 37Si 𝛽−n daughters, respectively. The intensities were efficiency-

corrected and normalized to that of the 1074-keV 𝛾 ray in 38Si. They also appear consistent with

measurements reported in Ref. [65].

4.3 Half-life measurement of the (3/2−1 ) state in 37Si and validation of the 𝛽-𝛾 fast-timing
method

The half-life of the (3/2−1 ) state was previously extracted by broadened line shape analysis of

the Doppler-reconstructed 𝛾-ray spectrum in coincidence with 37Si residues following a 9Be(38Si,

37Si𝛾) reaction [67]. The utilization of the fast CeBr3 implantation detector and ancillary LaBr3(Ce)
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Figure 4.7: 𝛽-delayed 𝛾 ray spectrum for 𝛾 rays detected in the SeGA detectors within a correlation
window of 27 ms, which corresponds to three 38Al 𝛽-decay half-lives (T1/2 = 9 ms). Previously
observed 𝛾-ray transitions in the 38Si daughter and the 37Si 𝛽-delayed one-neutron emission
daughter are labeled with their respective energies. Transitions attributed to 36Si and 37P are also
identified as well as the 511 keV due to 𝑒−𝑒+ annihilation and 596 keV due to (n,n’,𝛾) reactions
on 74Ge nuclei of the HPGe detectors. A currently unplaced 1053-keV 𝛾-ray transition is also
observed.
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68-keV gate 156-keV gate

(a) (b)

Figure 4.8: 𝛾-ray spectra in coincidence with the (a) 68-keV and (b) 156-keV transitions in 37Si,
respectively following the 𝛽 decay of 38Al.

detectors in this experimental setup allowed for the direct measurement of half-lives of isomeric

states populated following the 𝛽 decay of implanted ions, including the (3/2−1 ) state that decays

to the (5/2−1 ) ground state in 37Si via the emission of a corresponding 156-keV 𝛾 ray. The 𝛽-𝛾

fast-timing method established in Ref. [36] and further discussed in Refs. [56, 14] was applied to

carry out this measurement by calculating the time difference for events where a 𝛽-decay electron

correlated to a 37Al ion was detected in the CeBr3 implantation detector (start time) and a 156-keV

𝛾 ray was detected in one of the surrounding LaBr3(Ce) detectors (stop time).

Figure 4.9(a) shows the time difference distribution between the LaBr3(Ce) array and the

CeBr3 implantation detector — readout by the PSPMT dynode, and referred to as the dynode

going forward — as a function of energy in the LaBr3(Ce) detectors using the same conditions

outlined in Sec. 4.1.1. A time difference distribution to the right of the prompt distribution at 1000

ns is evident for the 156-keV 𝛾-ray transition1. Other 𝛾-ray transitions with measurable half-lives

are also observable at different intensities. These 𝛾 rays likely correspond to transitions associated

with isomeric states in daughter nuclei resulting from the decay of 37Al, or they may originate from

1It should be noted that the time difference axis was arbitrarily offset by 1000 ns.
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(a)

(b)

Figure 4.9: (a) 2D plot of energies of 𝛾 rays detected in the LaBr3(Ce) detectors within 33.9 ms of
37Al ion implantation versus time difference between the LaBr3(Ce) and PSPMT dynode. (b) 1D
projection of the 156-keV photopeak (red graphical cut in (a)) on the time difference axis.
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Table 4.2: Relative intensities of 𝛾 rays attributed to 37,38Si observed in the SeGA detectors
following the 𝛽 decay of implanted 38Al ions. The intensities are normalized to the intensity of the
1074-keV transition in 38Si and have been corrected for the SeGA detection efficiency simulated in
GEANT4. The 𝛾-ray transitions in 37Si are identified with an asterisk and intensities are compared
with results presented in Ref. [65]. It should be noted that 𝛾-ray detection efficiency below 100
keV is uncertain.

𝐸𝛾 (keV) 𝐼𝛾,𝑒𝑥𝑝. 𝐼𝛾,𝑙𝑖𝑡. [65]
67.9(2)∗ 500(200) >7

155.5(3)∗ 12(3) 15(7)
417.9(2) 33(4) 32(5)

1074.3(2) 100(7) 100(12)
1158.7(2) 74(7) 59(7)
1470.0(2) 46(5) 42(5)

randomly correlated long-lived daughters. Additionally, there may be contributions from other

internal sources based on the experimental data.

Half-life measurement technique

The exponentially decaying characteristic of the time difference distribution due to the 156-keV

transition can be better observed in one-dimension by placing a graphical cut on the 156-keV

energy region and making a projection along the time difference axis, as shown in Figure 4.9(b).

Although the half-life of the (3/2−1 ) state of interest is sufficiently long such that it appears as

(and may be defined solely by) the slope of the delayed portion of the time difference distribution,

a precise half-life measurement necessitates a model that considers contributions from both the

prompt and delayed portions of the distribution. This modeling approach becomes particularly

vital when applied to the (7/2−1 ) state in E16032, where the associated time difference distribution

exhibits low statistics. The half-life measurement technique outlined in Ref. [14] was adapted for

application in the context of E16032, starting with the (3/2−1 ) state for validation of the method,
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before employing it to measure the half-life of the (7/2−1 ) state. The time difference distribution

associated with the 156-keV transition in Figure 4.9(b) can be deconstructed into two distinct

components, as explained below:

• Prompt component: This component of the time difference distribution represents the

prompt Gaussian response of the fast-timing measurement setup. In this region, there are

also distributions involving half-lives much shorter than the timing resolution of the detectors

used in the experimental setup. The prompt component is characterized with the Gaussian

function

𝑓 (𝑡, 𝑡0, 𝐸𝛾, 𝐸𝐷) = exp

[
−1

2

(
(𝑡 − 𝑡0)

𝜎(𝐸𝛾, 𝐸𝐷)

)2
]

(4.1)

where 𝑡0 is the centroid and 𝜎(𝐸𝛾, 𝐸𝐷) is time response width, which is implicitly depen-

dent on the 𝛾-ray energy of interest, 𝐸𝛾, and the distribution of the dynode energy, 𝐸𝐷 ,

corresponding to the coincidentally detected 𝛽-decay electron.

• Delayed component: This is the component of the time difference distribution that represents

the exponential decay of the isomeric state of interest. It is characterized by the exponential

function

𝑔(𝑡, 𝑡0, 𝜏) = exp
[
− (𝑡 − 𝑡0)

𝜏

]
(4.2)

where 𝑡0 is the centroid, and 𝜏 is the lifetime of the isomeric state. 𝜏 is related to the half-life

𝑇1/2 with the expression

𝑇1/2 = 0.693𝜏. (4.3)

Therefore, the time difference distribution associated with the decay of the (3/2−1 ) state of interest

can be modeled with a response function defined by the convolution of a prompt Gaussian response

function and an exponential decay of the 156-keV state.
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(a)

(b)

Figure 4.10: (a) 3D spectrum of energy deposition in the LaBr3(Ce) and CeBr3 implantation
detectors plotted against the time difference between the LaBr3(Ce) and the dynode using a 60Co
source. (b) 2D projection of the 156-keV photopeak onto the dynode energy and time difference
axes.
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β-

0.9 ps

Figure 4.11: 60Ni level scheme following the 𝛽− decay of 60Co adapted from Ref. [2]

Consideration: Implicit dependence of the time response width, 𝜎, on 𝐸𝛾 and 𝐸𝐷

It must be emphasized that the goal to measure the half-lives of isomeric states in this work

using the 𝛽-𝛾 timing method involves calculating time differences for events where a 𝛽-decay

electron correlated to the specific ion of interest was detected in the CeBr3 implantation detector

and the 𝛾 ray of interest was detected in one of the LaBr3(Ce) detectors. Characterizing the prompt

component of the resulting convolution involves isolating events corresponding to the detection of

radiation in the CeBr3 implantation detector associated with the detection of the 156-keV 𝛾 ray in

one of the LaBr3(Ce) detectors.

The prompt time response characterization and the relationship between the time response

width, 𝜎, and 𝐸𝛾 and 𝐸𝐷 can be effectively demonstrated using a 3D histogram. This histogram

captures the time difference between the dynode and LaBr3(Ce) detectors, the energy deposition

in the LaBr3(Ce) detectors, and the energy deposition in the CeBr3 implantation detectors. An

example of such a histogram, obtained from a 60Co source, is shown in Figure 4.10(a). The use of

a 60Co source is relevant for characterizing the prompt time response because the 2+ state at 1332.5
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keV in 60Ni, which is populated following the 𝛽− decay of 60Co, undergoes de-excitation to the 0+

ground state by emitting a 1332.5-keV 𝛾 ray with a half-life of 0.9 ps, as depicted in Figure 4.11.

The 0.9-ps half-life is below the sensitivity of the fast-timing measurement setup used in

this experiment, resulting in prompt distributions for the time differences across the dynode and

LaBr3(Ce) energy distributions. The 60Co source measurement was utilized to characterize the

prompt distribution in the 156-keV energy region. A 2D projection of the LaBr3(Ce) energy region

associated with the 156-keV 𝛾 ray was created on the dynode energy and time difference axes,

employing the same graphical cut as shown in Figure 4.9(a).

The sensitivity of the prompt time response width to the dynode energy, 𝐸𝐷 distribution which

is implicitly dependent on the 𝛾-ray energy of interest, 𝐸𝛾, can be observed in Figure 4.10(b). It is

worth mentioning that the full 𝐸𝐷 distribution is not captured in Figure 4.10(b) due to the energy

range limitation of the intense 1173.2- and 1332.5-keV 𝛾 rays emitted following the decay of the

60Co source. Nonetheless, characterizing the prompt response using the photopeaks, Compton

distribution, and back-scatter peaks resulting from their interactions with detector materials is

sufficient for the analysis.

A comprehensive method to account for the sensitivity of 𝜎 on 𝐸𝐷 (and 𝐸𝛾) in reality involves

discretizing the 𝐸𝐷 distribution, allowing for the extraction of 𝜎 values from 1D projections of

each discrete bin on the time difference axis. These 𝜎 values were obtained from Gaussian fits

to the prompt time difference distributions. The truncated 𝐸𝐷 distribution due to the 60Co energy

range calls for an extrapolation of 𝜎 values for regions in the distribution not accounted for. The

distribution of 𝜎 values as a function of 𝐸𝐷 , shown in Figure 4.12, was fit using a power law

function, and used for extrapolation.
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Figure 4.12: 𝜎(𝐸𝛾, 𝐸𝐷) values over a discretized dynode energy, 𝐸𝐷 distribution using a 60Co
source. A power law fit (violet) was used to extrapolate 𝜎 values for higher-energy bins.

Accurately measuring the half-life therefore involves fitting the time difference distribution

shown in Figure 4.9 such that the prompt response is defined by 𝜎, fixed at individual values

extracted from the step described in the preceding paragraph. The full time difference distribution

due to the 156-keV 𝛾-ray transition was then modeled by a response function consisting of a linear

combination of the individual convolutions of prompt Gaussian functions with an exponential

decay, added to a nearby background distribution, 𝐵(𝑡), histogrammed and scaled by the number

of counts in the LaBr3(Ce) energy region associated with the 156-keV 𝛾-ray transition.

Mathematically, the response function can be written as

𝑅(𝑡, 𝑡0, 𝜎, 𝜏) = 𝐶𝐸𝐷𝐸𝛾

[
Σ
𝐸𝐹

𝐸𝐷=𝐸0

[
exp

[
−1

2

(
(𝑡 − 𝑡0)

𝜎(𝐸𝛾, 𝐸𝐷)

)2
]
⊗ exp

[
− (𝑡 − 𝑡0)

𝜏

] ]
+ 𝑠𝐵(𝑡)

]
(4.4)

where C𝐸𝐷𝐸𝛾
is the number of counts in LaBr3(Ce) energy region associated with the 156-keV

𝛾-ray transition, and Σ
𝐸𝐹

𝐸𝐷=𝐸0
represents the sum over the discretized dynode energy distribution,

𝐸𝐷 . The background time difference distribution, 𝐵(𝑡), is approximated by the distribution above
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Figure 4.13: 𝜒2 values for eleven time response functions defined in Eq. 4.4, generated with
fixed 𝑇1/2 values distributed about the minimum. The distribution of 𝑇1/2 values was fit with a
second-order polynomial function (violet) such that the 𝑇1/2 value corresponding to the best fit was
defined by the minimum of the distribution. The statistical uncertainty at 1𝜎 from the minimum
was found to be 0.04 ns.

the peak of interest, using a gate size that matches the one used for defining the peak region. It is

scaled by a factor, 𝑠, which is close to one. It should be noted that the energy dependence of the

centroid, 𝑡0 was also investigated and found to be inconsequential in modeling the prompt timing

response.

To create the most accurate response function that effectively characterizes the time difference

distribution associated with the 156-keV 𝛾-ray transition, eleven distinct functions were generated

as described above, each varying in terms of their fixed 𝜏 values, defined by the half-lives. These

response functions were then compared with the experimental data, and 𝜒2 values were calculated

for each response function as shown in Figure 4.13. The distribution of these 𝜒2 values was fitted

using a second-order polynomial function, and the half-life corresponding to the minimum 𝜒2

value (𝜒2𝑚𝑖𝑛) was determined. This value was used to generate the best time response function or
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total fit as shown in Figure 4.14. The statistical uncertainty associated with measuring the half-life

was extracted using the 𝜒2
𝑚𝑖𝑛

+ 1 graphical method of assigning confidence intervals [60].

The half-life of the (3/2−1 ) state at 156 keV in 37Si was determined to be 3.20(4) ns, with

a corresponding statistical uncertainty at 1𝜎. This value is in agreement with the previously

measured half-life of 3.0(7) ns [67], and it represents a significant reduction in the statistical

uncertainty by a factor of ∼18. The successful reproduction of the half-life of the 156-keV state

serves as a validation of the measurement technique employed for this dataset.

4.4 First half-life measurement of the (7/2−1 ) state in 37Si using the 𝛽-𝛾 fast-timing method

Building upon the successful validation of the technique discussed in Section 4.3, the same

methodology was applied to extract the half-life of the (7/2−1 ) state. This was made possible by the

observation of a corresponding 68-keV ground-state transition attributed to 37Si following the 𝛽−𝑛

decay of implanted 38Al ions, as discussed in Section 4.2. This case involved calculating the time

difference between the detection of a 𝛽-decay electron in the CeBr3 implantation detector (start

time) and the detection of the 68-keV 𝛾 ray in one of the surrounding LaBr3(Ce) detectors (stop

time), as illustrated in Figure 4.15(a) and (b).

In a similar fashion as in Section 4.3, the half-life of the (7/2−1 ) state in 37Si at 68 keV and its

associated statistical uncertainty at 1𝜎 was measured as 9.1(7) ns, corresponding to the minimum

of the second-order polynomial fit on the 𝜒2 distribution shown in Figure 4.16. The measured half-

life represents the most accurate response function used to describe the time difference distribution

due to the half-life of the (7/2−1 ) state as shown in Figure 4.17.
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Figure 4.14: Time difference distribution due to the half-life of the (3/2−1 ) state in 37Si (black),
following 37Al 𝛽 decay. The best fit corresponding to a half-life of 3.20(4) ns shown in green
is a linear combination of multiple convolutions (red) and a background region taken above the
156-keV transition (blue), scaled to the number of counts in the LaBr3(Ce) energy region associated
with the 156-keV 𝛾-ray transition.
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(a)

(b) (c)

Figure 4.15: (a) 2D plot of 𝛽-delayed 𝛾-rays detected in the LaBr3(Ce) detectors within 27 ms of
38Al ion implantation versus time difference between the LaBr3(Ce) detectors and PSPMT dynode.
Bottom panel: 1D projection of the 68-keV photopeak (graphical cut bordered by solid lines, (b))
and 156-keV photopeak (graphical cut bordered by dashed lines, (c)) on the time difference axis.
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Figure 4.16: 𝜒2 values for twelve time response functions defined in Eq. 4.4, generated with fixed
𝑇1/2 values to measure the half-life of the 68-keV state.

4.5 Half-life measurement of the (3/2−1 ) state following 38Al 𝛽−𝑛 decay using the 𝛽-𝛾 fast-
timing method

It is interesting to consider the measurement of the half-life of the (3/2−1 ) state in 37Si at 156

keV following the 𝛽−𝑛 decay of implanted 38Al ions. This is due to the observation of a 156-keV

photopeak in the 𝛾-ray spectrum correlated to 38Al, alongside the 68-keV transition attributed to

37Si as discussed in Section 4.2. This is also evident in the 2D LaBr3(Ce) energy versus time

difference spectrum and the 1D projection along the 156-keV photopeak on the time difference

axis shown in Figure 4.15(a) and (c), respectively. The measurement technique outlined in Section

4.3 can also be utilized to determine the half-life of the (3/2−1 ) state by fitting the time difference

distribution associated its decay, as shown by the best-fit in Figure 4.18.

The measured half-life of the 156-keV state, determined as 3.1(2) ns following the 𝛽−𝑛 decay

of 38Al ions, is in agreement with the measurement of 3.20(4) ns obtained from the 𝛽 decay of

37Al. Given the improved statistical data, it is not surprising to observe a five-fold reduction in
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Figure 4.17: Time difference distribution due to the half-life of the (7/2−) isomeric state in 37Si
(black, shown in Figure 4.15)(b)), following 38Al 𝛽−𝑛 decay. The best fit corresponding to a
half-life of 9.1(7) ns shown in green is a linear combination of multiple convolutions (red) and
a background region above the 68-keV transition (blue), scaled to the number of counts in the
LaBr3(Ce) energy region associated with the 68-keV 𝛾-ray transition.
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Figure 4.18: Time difference distribution due to the half-life of the (3/2−) state in 37Si (black),
following 38Al 𝛽−𝑛 decay. The best fit corresponding to a half-life of 3.1(2) ns shown in green is
a linear combination of multiple convolutions (red) and a background region above the 156-keV
transition (blue), scaled to the number of counts in the LaBr3(Ce) energy region associated with
the 156-keV 𝛾-ray transition.
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the statistical uncertainties associated with the half-life measurement following 37Al decay. The

limited statistics informed the fit range shown in Figure 4.18.

4.6 Half-life measurement of the (3/2−1 ) state following 37Al decay using 𝛽-𝛾-𝛾 timing method

The 𝛽-𝛾-𝛾 timing method offers an alternative approach to the standard 𝛽-𝛾 timing method,

particularly when studying long-lived states in a cascade of 𝛾 rays [36, 35]. This method involves

incorporating an additional set of 𝛾-ray detectors capable of identifying and gating on a specific

𝛾 ray that feeds into the isomeric state of interest. For E16032, the experimental setup at the

end station includes a separate 𝛾-ray detection array — the SeGA array — which allows for

the implementation of the 𝛽-𝛾-𝛾 timing method. This method enables the isolation of the time

difference distribution associated with the isomeric state of interest in the LaBr3(Ce) energy versus

LaBr3(Ce) − PSPMT dynode time difference spectrum after gating on a coincident transition in

SeGA.

The (3/2)− state at 156 keV is associated with two 𝛾-ray cascades in 37Si. It is fed by two

specific 𝛾 rays, namely 1115 keV and 562 keV. These 𝛾 rays originate from the de-excitation of the

(5/2)+ state at 1270 keV and the (3/2)+ state at 717 keV, respectively2. The half-life of the (3/2)−

state at 156 keV was determined using the 𝛽-𝛾-𝛾 timing method by calculating the time difference

between events where a 𝛽-decay electron correlated with a 37Al ion was detected in the CeBr3

implantation detector, a 562-keV 𝛾-ray transition was recorded in one of the SeGA detectors, and

a 156-keV 𝛾 ray was detected in one of the adjacent LaBr3(Ce) detectors.

Analogous to Figure 4.9(a) and Figure 4.15(a), the two-dimensional spectrum in Figure 4.19(a)

exclusively displays the time difference distribution associated with the 156-keV isomeric state

2The relatively more intense 562-keV 𝛾-ray transition was used as a gate for this measurement.
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of interest. The selectivity of 𝛾-𝛾 coincidence measurements involved in the application of the

𝛽-𝛾-𝛾 timing method ensures reliable half-life measurements through slope fitting alone, as time

difference distributions originating from background radiation or random correlations are largely

absent. This is shown in Figure 4.19(b) where the delayed time difference distribution attributed

to the 156-keV gate is characterized by an exponential function. By employing this method, the

half-life of the (3/2)− state at 156 keV was determined to be 3.22(1) ns. This measurement closely

reproduces the meticulously determined half-life of 3.20(4) ns previously reported in Section 4.3.

The application of the 𝛽-𝛾-𝛾 timing method for measuring half-lives of isomeric states is subject

to certain limitations arising from statistics, detection efficiencies, and the relevant population

modes. One significant limitation is the requirement for sufficiently intense transitions that can

serve as 𝛾-ray gates in the SeGA detectors, for example. These transitions must be intense enough

such that coincident 𝛾 rays of interest in the LaBr3(Ce) detectors can be observed after gating

on them. Additionally, the LaBr3(Ce) detectors themselves must possess reasonable detection

efficiency at the relevant energies of the 𝛾 rays under investigation.

When considering the limitations imposed by the mode of population, it is important to note

that isomeric states in a daughter nucleus may not participate in a 𝛾-ray cascade but can be

directly populated through the 𝛽 decay of the parent nucleus. This situation is demonstrated in the

measurement of the half-lives of the (7/2)− state at 68 keV and the (3/2)− state at 156 keV in 37Si

following the 𝛽−𝑛 decay of 38Al, as discussed in Sections 4.4 and 4.5.
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(a)

(b)

Figure 4.19: (a) 2D plot of 𝛽-delayed 𝛾-rays detected in the LaBr3(Ce) array within 33.9 ms of 37Al
implantation versus time difference between the LaBr3(Ce) and PSPMT dynode. The distribution
was gated on the 562-keV 𝛾 ray in SeGA. (b) 1D projection of the 156-keV photopeak (graphical
cut bordered by solid lines in (a)) on the time difference axis. The half-life is obtained from the
exponential fit in violet.
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4.7 Discussion: Theoretical comparisons and shell structure implications of half-life mea-
surements

An important aspect of nuclear structure studies is in the comparison between experimental

measurements and theoretical predictions of observables used to characterize nuclei in a bid to

improve theoretical models. Such comparisons are particularly important for exotic nuclei that

lie far away from stability, where changes in shell structure challenge theoretical shell model

predictions made. Prior to this work, the low-lying excited (7/2−1 ) and (3/2−1 ) states in 37Si have

been characterized using their excitation energies, as well as their tentative spins and parities. The

half-life and reduced transition probability of the (3/2−1 ) state was previously reported in Ref. [66].

The new half-life measurement of the (7/2−1 ) state provides additional context to its characterization,

and confirms its isomerism as predicted with theoretical calculations [67].

4.7.1 Selective calculation of states in 37Si

The experimental level scheme of 37Si is shown in Figure 4.20 using information from this

work as well as Refs. [4, 65]. It is compared to predictions from shell model calculations using

the SDPF-MU [72], SDPF-U-SI [44] and FSU [34] Hamiltonians up to the one-neutron separation

energy of 2.21(13) MeV [74]. The SDPF-MU and SDPF-U-SI calculations were performed using

NUSHELLX[8] while the FSU calculations were performed using CoSMo [73]. The measured

half-lives are included to the right of the experimental level scheme in italics while tentative

experimental spin-parity assignments taken from Refs.[4, 65] are included to the left of the level

scheme. The relative intensities for transitions observed following the 𝛽 decay of 37Al are included

above the transition energies.
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EXPERIMENT SDPF-MU SDPF-U-SI FSU

(5/2   ) 0
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Figure 4.20: Comparison of the 37Si experimental level scheme (black) to theoretical schemes
predicted by shell model calculations using the SDPF-MU (red), SDPF-U-SI (blue) and FSU
(maroon) interactions up to the S𝑛 of 37Si. (See text for additional information.)
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The SDPF-MU Hamiltonian [72] was constructed to explain shape transitions in neutron-rich

Si and S isotopes, such that its valence space includes the protons in the 𝑠𝑑 shell and the neutrons in

the 𝑝 𝑓 shell. Monopole interactions within the 𝑠𝑑 and 𝑝 𝑓 shells were based on SDPF-M, while all

other interactions within both shells were built on existing USD [8] interactions. The cross-shell

part of the Hamiltonian is beyond the scope of this dissertation as protons (neutrons) were restricted

to the 𝑠𝑑 (𝑝 𝑓 ) shells. The SDPF-U-SI is one of the versions of the SDPF-U[44] interaction tuned

for 𝑍 > 14 and 𝑁 = 20 − 40. The USD interaction is used for protons in the 𝑠𝑑 shell while a

variant of the KB3[54] interaction was used for neutrons in the 𝑝 𝑓 shell. The cross-shell part of the

Hamiltonian is also beyond the scope of this dissertation, similar to the SDPF-MU Hamiltonian.

The FSU Hamiltonian is a modification of the WBP [75] interaction with a model space that treats

protons and neutrons equivalently. The model space is made of the 𝑝 shell, the full 𝑠𝑑 shell, and

the lower mass region of the 𝑓 𝑝 shell for both proton and neutrons.

For the SDPF-MU and SDPF-U-SI calculations, protons were restricted to the 𝑠𝑑 shell, and

neutrons to the 𝑓 𝑝 shell, such that no particle-hole excitations were allowed across the 𝑁 = 20

shell gap. This resulted in the calculations of only negative-parity states in 37Si, as shown in

Figure 4.20. On the other hand, positive-parity states were calculated with the FSU Hamiltonian

by allowing 1𝑝1ℎ excitations from the 𝑠𝑑 to 𝑓 𝑝 shell. All three shell model calculations successfully

reproduced the energy levels, especially those of the low-lying excited states, in good agreement

with experimental measurements.

4.7.2 Reduced transition probabilities

Table 4.3 provides a comparison of the measured 𝐵(𝑀1) values to those obtained in the shell

model calculations. The measured half-lives of the (7/2−1 ) and (3/2−1 ) states are also provided in
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Table 4.3: Half-lives and reduced ground-state transition probabilities from the (7/2−1 ) and (3/2−1 )
states in 37Si.

𝐵(𝑀1)
Transition E𝛾 (keV) Exp. T1/2 (ns) Exp. (𝜇2

𝑁
) SDPF-MU (𝜇2

𝑁
) SDPF-U-SI (𝜇2

𝑁
)

(7/2−1 ) → (5/2−𝑔.𝑠.) 67.9(2) 9.1(7) 0.0137(11) 0.0369 0.0007
(3/2−1 ) → (5/2−𝑔.𝑠.) 155.8(2) 3.20(4) 0.00325(4) 0.0178 0.0005

its third column. The comparison reveals that the experimental and theoretical 𝐵(𝑀1) values for

both transitions are in agreement, with the experimental results falling between the predictions of

the SDPF-MU and SDPF-U-SI models.

Consideration: Mixing of the lowest allowed multipoles of electric and magnetic transitions

The lowest allowed multipoles of the electric and magnetic transitions associated with the

(7/2−1 ) → (5/2−𝑔.𝑠.) and (3/2−1 ) → (5/2−𝑔.𝑠.) decays in 37Si are 𝑀1 and 𝐸2. The theoretical 𝐵(𝑀1)

values presented in Table 4.3 are based on the assumption of pure 𝑀1 decay for these transitions, as

it is uncommon for low-energy transitions to exhibit significant 𝐸2/𝑀1 mixing [7]. This is further

suggested by the mixing ratios and branching factors calculated for both transitions, as extracted

from the theoretical results provided in Table 4.4.

From the SDPF-MU calculation, the branching factor of an 𝑀1 decay from the (7/2−1 ) state

to the (5/2−) ground state will result in a partial half-life of 1.367 ns, compared to the ∼ 1 𝜇s

half-life due to 𝐸2 decay. The half-life on the ns scale due to an 𝑀1 decay is consistent with the

experimental half-life of the (7/2−1 ) state shown in the third column of Table 4.3, suggesting that

a pure 𝑀1 assumption is reasonable. The same logic can be used to explain the 𝑀1 decay being

dominant for the (3/2−1 ) state to the (5/2−) ground state transition using the SDPF-MU shell model

calculation, as well as both transitions using the SDPF-U-SI calculation. Therefore, a pure 𝑀1
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Table 4.4: Mixing ratios (𝛿) and branching fractions (𝑏) associated with the (7/2−1 ) → (5/2−𝑔.𝑠.) and
(3/2−1 ) → (5/2−𝑔.𝑠.) transitions in 37Si using SDPF-MU and SDPF-U-SI shell model calculations.
𝐵(𝑀1) and 𝐵(𝐸2) values are shown in units of 𝜇2

𝑁
and 𝑒2 𝑓 𝑚4, respectively. Branching factors

were calculated using Eqs. 2.23 and 2.24.

Interaction Transition T1/2 (ns) 𝛿 𝐵(𝑀1) 𝑏(𝑀1) 𝐵(𝐸2) 𝑏(𝐸2)
SDPF-MU (7/2−1 ) → (5/2−𝑔.𝑠.) 1.367 -0.03 0.0369 0.9991 46.69 0.0008992

(3/2−1 ) → (5/2−𝑔.𝑠.) 0.141 -0.09 0.0178 0.9920 33.33 0.008035
SDPF-U-SI (7/2−1 ) → (5/2−𝑔.𝑠.) 9.450 -0.37 0.0007 0.8796 49.94 0.1204

(3/2−1 ) → (5/2−𝑔.𝑠.) 4.058 0.71 0.0005 0.6649 61.91 0.3352

decay was assumed for both transitions given theoretical expectations of small 𝐸2/𝑀1 mixing,

and as such, the experimental 𝐵(𝑀1) values are considered as upper limits.

Consideration: Experiment versus theory comparisons

A closer look at Table 4.3 reveals that the experimentally measured 𝐵(𝑀1; (7/2−1 ) → (5/2−𝑔.𝑠.))

is in better agreement with the SDPF-MU shell model calculation, which over-predicts the value

by a factor of ∼3. On the other hand, the SDPF-U-SI calculation under-predicts the 𝐵(𝑀1)

value by a factor of ∼20. In contrast, both the SDPF-MU and SDPF-U-SI calculations exhibit

similar deviations from experimental 𝐵(𝑀1; (3/2−1 ) → (5/2−𝑔.𝑠.)) values. Specifically, the SDPF-

MU calculation over-predicts the 𝐵(𝑀1; (3/2−1 ) → (5/2−𝑔.𝑠.)) value by a factor of ∼6, while the

SDPF-U-SI calculation under-predicts it by a similar factor of 6.

Further investigation of these results in light of a survey of similar experiment versus theory

comparisons for low-lying excited to ground-state 𝑀1 transitions is presented in Appendix C,

drawing from findings in Ref. [59]. Such comparisons were made for ground-state 𝑀1 transition

matrix elements evaluated for 𝑠𝑑-shell nuclei between 𝐴 = 16 and 𝐴 = 40. As discussed in

Appendix C, the experimental 𝐵(𝑀1) values were converted into 𝑀 (𝑀1) values and compared to
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theoretical predictions. The experimental and theoretical results were found to be in agreement,

taking into account the relatively small magnitudes of the values being compared as discussed in

Ref. [59].

4.7.3 Tentative spin assignments and half-life measurements

The spins and parities of interest in 37Si remain tentative as shown in Figure 4.20. Theoretical

expectations suggest that the ground and first-excited states of 37Si can have either a spin-parity of

7/2− or 5/2−. Particularly, the FSU shell model predicts a 7/2− ground state and 5/2− first-excited

state in 37Si, different from the SDPF-MU and SDPF-U-SI predictions. A flipped ordering of spins

and parities is worth considering, although this may well be as a result of the states lying very

closely within a theoretical energy uncertainty of 150 keV [59]. Assuming the ordering of states as

presented in the FSU level scheme, a (3/2−1 ) → (7/2−𝑔.𝑠.) decay would most likely be an 𝐸2 transition

with a calculated half-life on the order of 2 ms, which is not representative of the experimentally

measured half-life of 3.20(4) ns, and can be ruled out. Although a (5/2−1 ) → (7/2−𝑔.𝑠.) transition will

remain dominated by 𝑀1 decay, the previous argument in the preceding sentence on the (3/2−1 ) →

(7/2−𝑔.𝑠.) decay oppose a (7/2−) ground state spin-parity assignment in 37Si.

4.7.4 Structure of low-lying isomeric states in 37Si

The structure of the (7/2−1 ) and (3/2−1 ) isomeric states in 37Si can be compared to each other.

Table 4.5 contains the 𝑓 𝑝-shell neutron occupation numbers calculated for both isomeric states

and the ground state in 37Si using the SDPF-MU and SDPF-U-SI interactions. Both calculations

predict the (5/2−𝑔.𝑠.) and (7/2−1 ) states to be dominated by the (𝑣 𝑓7/2)3 configuration. The (3/2−1 )

state is predicted to have a mixing of the (𝑣 𝑓7/2)3 and (𝑣 𝑓7/2)2⊗(𝑣𝑝3/2)1 configurations which is a
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Table 4.5: Neutron occupation numbers calculated for the 5/2−𝑔.𝑠., 7/2−1 and 3/2−1 states in the
𝑓 𝑝-shell.

Interaction 𝐽𝜋 0 𝑓 7/2 0 𝑓 5/2 1𝑝3/2 1𝑝1/2
SDPF-MU 5/2−𝑔.𝑠 2.63 0.14 0.21 0.02

7/2−1 2.68 0.12 0.18 0.02
3/2−1 2.30 0.08 0.58 0.05

SDPF-U-SI 5/2−𝑔.𝑠 2.61 0.08 0.28 0.03
7/2−1 2.73 0.10 0.14 0.02
3/2−1 2.16 0.06 0.74 0.04

result of the state being formed by particle excitation across the 𝑁 = 28 shell gap from the 𝑣 𝑓7/2

into the 𝑣𝑝3/2 orbital.
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CHAPTER V

RESULTS: HALF-LIFE INVESTIGATIONS OF ISOMERIC 0+2 STATES IN 34SI AND 32MG

ACCESSED VIA BETA DECAY

5.1 The 0+2 state in 34Si

The presence of the 0+2 state in 34Si offers valuable insights into the interplay between normal and

intruder configurations, as well as the phenomenon of shape coexistence in nuclei neighboring the

N = 20 “island of inversion” [25]. This is particularly interesting as 34Si is known to lie at the edge

[6] of the “island of inversion” due to its ground state having a normal closed-shell configuration,

and its lowest-excited states, including the 0+2 and 2+1 states having deformed configurations. This

is different from neighbouring even-even nuclei in the region, like 32Mg, whose ground and

excited-state configurations are flipped.

The 0+2 state in 34Si was first predicted to lie above the 2+1 state [6]. This was later refuted

[24] and subsequently found to lie below the 2+1 state, such that it is located between the 2+1 and 0+1

states [26, 19, 50, 9]. An experimental investigation of the 0+2 state in 34Si was first reported in the

𝛽-decay spectroscopy of 34Al [46].

The 0+2 state in 34Si was established at 2719(3) keV following its investigation in the 𝛽 decay of

34Al using electron spectroscopy coupled to 𝛽-decay spectroscopy, due to the expected 𝐸0 decay

from the 0+2 state to the 0+1 state through internal pair formation, with the assumption that the 0+2

lies below the 2+1 state [61]. The half-life of the 0+2 state was measured as 19.4(7) ns, resulting
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in the extraction of the electric monopole strength 𝜌2(𝐸0 : 0+2 → 0+1) of 13.0(9) × 10−3, which

is important for probing shape coexistence in nuclei and dependent on the half-life measurement.

Furthermore, the existence of two 𝛽-decaying states in 34Al — the 4− ground state and an excited

1+ state — was proven [61], with the 0+2 state preferentially fed in the decay of the 1+ isomer.

The structure of 34Si was further investigated in Ref. [30] with states separately populated in the

decay of 34Al and 34Mg. This follows the identification of the 𝛽-decaying 4−𝑔.𝑠 and 1+1 states in 34Al

[31, 61, 30]. Comprehensive level schemes in 34Si following the different population mechanisms

were built, and the half-life of the 0+2 state was measured as 19.4(5) ns. A branching ratio 𝑅(2+1

→ 0+1 / 2+1 → 0+2) of 1779(182) was obtained; and reduced transition probability 𝐵(𝐸2; 2+1 →

0+2) = 47(19)𝑒2 𝑓 𝑚4 was measured. Specifically, the 2+1 → 0+1 transition was observed in the 𝛽

decay of the 4−𝑔.𝑠..

5.2 Double-pulse analysis and characterization of the 0+2 state in 34Si

A key objective of the E16032 experiment was to study the properties of the 0+2 state in

34Si, from measuring its half-life to identifying other transitions built on top of it. Although a

comprehensive investigation of the structure of 34Si is presented in Ref. [30], which was published

after this analysis began on the E16032 dataset, the half-life measurement technique employed for

this analysis remains interesting, particularly due to its enhanced selectivity as seen in coincident

spectra, making for reduced statistical uncertainties. Details peculiar to the analysis are discussed

below.
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5.2.1 Signature of the 0+2 → 0+1 𝐸0 transition

The 0+2 state in 34Si de-excites to the 0+1 state via 𝐸0 decay, accompanied by the emission of

mono-energetic electrons that relate to the energy difference of the two 0+ states. The mono-

energetic electrons due to 𝐸0 decay are detected within the volume of the CeBr3 detector some

characteristic amount of time after electrons due to the 𝛽 decay of the relevant implanted parent

nuclei are detected. Such events are referred to as double-pulse events, characterized by traces

with two pulses representing each decay type, separated in time. It should be noted that electrons

from other types of radiation are also detected by the CeBr3. Additionally, the CeBr3 implantation

detector exhibits significant sensitivity to low-energy 𝛾 rays which may de-excite isomeric states.

However, the discussions in this subsection are specifically limited to the detection of 𝐸0 electrons

following the corresponding transition in 34Si. Furthermore, it is worth noting that not all time

separations between decay types will lead to two distinct peaks that can be accurately characterized

in terms of their amplitudes and timestamps. This aspect is currently being investigated and it falls

outside the scope of this dissertation.

As discussed in Section 3.2.2.1 of Chapter III, relevant traces were modeled using “good”

double-pulse fit functions from which pulse characteristics including amplitudes (energies) and

time stamps were extracted. “Good” double-pulse fits were defined using the condition

𝜒2
𝑠𝑖𝑛𝑔𝑙𝑒

𝜒2
𝑑𝑜𝑢𝑏𝑙𝑒

> 10 (5.1)

where 𝜒2
𝑠𝑖𝑛𝑔𝑙𝑒

and 𝜒2
𝑑𝑜𝑢𝑏𝑙𝑒

represent the 𝜒2 values of the fit distributions using the single- and

double-pulse fit functions, respectively. These characteristics were used to further investigate the

traces and extract additional information for such 𝐸0 transitions, like the 0+2 → 0+1 decay in 34Si.
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Figure 5.1: Distribution of pulse amplitudes extracted from “good” double-pulse fits, with the first
due to 𝛽 decay (E𝛽 on the x-axis) plotted against the second pulse due to 𝐸0 transitions (E𝐸0 on the
y-axis.) The 2D graphical cut represents the 𝐸0 decay in 34Si. (See text for additional information.)

The distribution of the energy of the 𝐸0 electrons (E𝐸0) as a function of the energy of the

𝛽-decay electrons (E𝛽)1 is shown in Figure 5.1. These energies were obtained from parameters of

“good” double-pulse fits. The mono-energetic nature of electrons emitted via 𝐸0 decay contrasted

with the energies of electrons emitted via 𝛽 decay result in an 𝐸0 decay signature such that a

constant value of E𝐸0 can be observed over a range of E𝛽 values relevant to the decay of the

parent isotope. These 𝐸0 decay signatures are, however, not distinct enough in Figure 5.1, as

there appears to be smearing along the E𝐸0 entries in the spectrum. It should be noted that the

high-energy artifacts that persist for both pulses at the top-right portion of Figure 5.1 are atypical of

𝛽 and 𝐸0 decays or fitting algorithm limitations, and are instead due to beam production, showing

up at a frequency of ∼250 MHz, as seen in Figure 5.2(a).

1The amplitudes of the first and second pulses in a “good” double-pulse trace are referred to as E𝛽 and E𝐸0,
respectively, for the sake of analysis discussed in this section.
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(a)

(b)

Figure 5.2: (a): Dependence of 𝐸0 decay electron energies extracted from “good” double-pulse
fits on the time difference between the 𝛽-decay and 𝐸0 electron timestamps. The dashed red line
represents the time difference threshold applied for this analysis. (b): E𝐸0 versus E𝛽 distribution
gated on time difference cut. 0+2 → 0+1 decay in 34Si is isolated using the 2D graphical cut in red.
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The smearing of the 𝐸0 decay signatures, particularly the strongly populated 0+2 → 0+1 decay in

34Si bordered by the 2D graphical cut in Figure 5.1 is not necessarily surprising. This is primarily

due to limitations associated with the fitting procedure which sometimes fails to properly extract

𝐸0 electron amplitudes for double-pulse events not well-separated in time. To further explore this

effect, the analysis focused on examining the performance of the fits in extracting the amplitudes

of 𝐸0 decay electrons as a function of the time difference between the timestamps of the 𝐸0 and

𝛽-decay electron pulses. The results are illustrated in Figure 5.2(a). Well-pronounced smearing at

small time difference values can be seen for the 𝐸0 decay signatures across the energy continuum,

informing the application of a time difference threshold as an additional condition to populate the

E𝐸0 versus E𝛽 distribution shown in Figure 5.2(b). It should be noted that various time difference

thresholds were considered, but a balance between the clarity of the resulting spectrum shown in

Figure 5.2(b) and amount of statistics had to be struck. The high-energy artifacts referenced in the

previous paragraph can be identified in this spectrum as well, and are separated by ∼40 ns.

5.2.2 Half-life Measurement of the 0+2 state

Figure 5.3 shows the time difference distribution corresponding to the detection of an 𝐸0 decay

electron following the detection of a 𝛽-decay electron, with the 2D graphical cut in Figure 5.2(b)

applied as a gate. A half-life of 20.5(3) ns was extracted from the exponential fit, in agreement

with the 19.4(7) ns and 19.4(5) ns values reported in Ref. [61] and Ref. [30], respectively. The

successful reproduction of the half-life provides validation for the double-pulse analysis technique

established to measure the half-lives of excited isomeric states in this dataset.

117



Figure 5.3: Exponential decay peculiar to the 0+2 → 0+1 decay in 34Si (defined by the 2D graphical
cut in Figure 5.2(b).) The half-life was extracted using the exponential fit (violet curve.)

5.2.3 Search for transitions built on top of the 0+2 state

The observation of the 2+1 → 0+2 and 2+1 → 0+1 transitions in 34Si is necessary to extract the

branching ratios from the decay of the 2+1 state as well as information about the mixing between

the 0+ states. A weak 607-keV 𝛾-ray transition is expected to de-excite the 2+1 state at 3325 keV

and feed the 0+2 state at 2718 keV. This transition was previously reported in Refs. [61, 30] in the

decay of the 4−𝑔.𝑠. of 34Al, while the 3325-keV 2+1 → 0+1 crossover transition was strongly observed

in the decay of both 𝛽-decaying 1+ and 4− states in 34Al [30].

The 0+2 → 0+1 𝐸0 decay is strongly observed in the decay of the 1+ isomer in 34Al, which is

preferentially populated in the decay of the 0+𝑔.𝑠 of 34Mg [30]. These observations are consistent

in this analysis, given the implantation of 34Mg ions labelled in Figure 3.7. The hinderance of the

population of the 4−𝑔.𝑠. state in 34Al by the 0+𝑔.𝑠. state of 34Mg similarly informs the non-observation
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Figure 5.4: 𝛾-ray spectrum in coincidence with the 0+2 → 0+1 𝐸0 transition in 34Si following 𝛽
decay of the 1+ isomeric state of 34Al fed by 34Mg 𝛽 decay. Inset: Energy region around the
607-keV 𝛾-ray transition of interest.

of the 607-keV 2+1 → 0+2 𝛾-ray transition in coincidence with the 𝐸0 decay as shown in Figure 5.4.

Infact, no other transitions except the very-intense 511-keV 𝛾 rays produced in the annihilation

of electrons and positrons due to 𝐸0 decay via internal pair formation can be observed in the

coincidence spectrum, indicating that the 0+2 state is strongly fed in the decay of the 1+ isomer in

34Al.

The presence of 34Si was further investigated by generating a 𝛾-ray spectrum correlated to

34Mg implants as shown in Figure 5.5, using similar methods outlined in Section 4.1 of Chapter

IV. Only the intense 1193- and 3325-keV transitions reported in Ref. [30] can be identified in the

resulting spectrum, while the 607-keV 2+1 → 0+2 transition is unobserved.

5.3 Double-pulse analysis and opportunities for future work: Intense low-energy structures
and identifying isomeric transitions

The signature of an 𝐸0 isomeric transition observed following 𝛽 decay is discussed in Section

5.2 where the energy of the 𝐸0 electrons (second pulse) remains constant regardless of the energy
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Figure 5.5: 𝛽-delayed 𝛾 ray spectrum for 𝛾 rays detected in the SeGA detectors within a correlation
window of 45 ms which corresponds to one 34Mg 𝛽-decay half-life. The most intense 𝛾-ray
transitions in the 34Al daughter are labelled (black) as well as transitions in the 34Si granddaughter
(red). Top inset: Region around the 607-keV 𝛾 ray corresponding to the 2+1 → 0+2 transition.
Bottom inset: Region around the 3325-keV 𝛾 ray corresponding to the 2+1 → 0+2 transition.
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of the 𝛽-decay electrons (first pulse). By taking a closer look at the lower-energy distribution in

Figure 5.2(b), other transition types detected by the CeBr3 detector can be observed, most of which

allow for characterization and extraction of measurable observables.

The distributions highlighted in Figure 5.6(a) and Figure 5.7(a) are two of the most-intense

low-energy distributions in the double-pulse energy spectrum2. These distributions appear to cor-

respond to two transitions characterized by individual mono-energetic pulses, which may indicate

that both pulses recorded in the double-pulse trace originate from separate isomeric transitions.

Valuable information can be extracted using the existing analytical capabilities, similar to the

characterization of the distribution related to the isomeric transition involving the 0+2 → 0+1 𝐸0

transition in 34Si discussed, in Section 5.2.

Exponentially decaying time difference distributions between the two pulses in each distribution

are shown in Figure 5.6(b) and Figure 5.7(b). The distributions were fit with an exponential function

and the corresponding half-lives have been extracted. The 𝛾-ray spectra in coincidence with both

signatures are also included in Figure 5.6(c) and Figure 5.7(c).

Important information about half-lives, transition energies of isomeric states and coincident

transitions can be extracted using the double-pulse analysis method. Although challenges in data

analysis, including distinguishing between different types of radiation and the impact of statistical

limitations persist, ongoing efforts to improve the analysis technique, like machine learning prove

promising.

2It should be noted that the axes labels have been slightly modified as the radiation types discussed in this section
are unknown.
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(a)

(b) (c)

Figure 5.6: Example 1: Lower energy distribution of pulse amplitudes extracted from “good”
double-pulse fits. (a): 2D double-pulse distribution with graphical cut in red gated around structure
representing two decay modes with mono-energetic characteristics. E1 refers to the energy of the
first peak, while E2 represents the energy of the second peak in the corresponding double-pulse
spectrum. (b): Exponential decay curve peculiar to gated distribution, with a half-life extracted
using the exponential fit in violet. (c): 𝛾-ray spectrum in coincidence with the gated distribution.
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(a)

(b) (c)

Figure 5.7: Example 2: Lower energy distribution of pulse amplitudes extracted from “good”
double-pulse fits. (a): 2D double-pulse distribution with graphical cut in red gated around structure
representing two decay modes with mono-energetic characteristics. E1 refers to the energy of the
first peak, while E2 represents the energy of the second peak in the corresponding double-pulse
spectrum. (b): Exponential decay curve peculiar to gated distribution, with a half-life extracted
using the exponential fit in violet. (c): 𝛾-ray spectrum in coincidence with the gated distribution.
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5.4 The 0+2 state in 32Mg

32Mg is known to be situated at the center of the 𝑁 = 20 “island of inversion” [20] where

excited states with intruder configuration become ground states, and the ground states with normal

configuration become excited at low energies [25]3. Characterizing low-lying 0+ states as such

is therefore a sensitive probe to understanding shell evolution in exotic nuclei, and as previously

stated, can provide insights into the phenomena of shape coexistence and the mixing of intruder

and normal configurations in these nuclei [9].

The 0+2 state in 32Mg was first experimentally established at 1058(2) keV in a two neutron

transfer reaction in inverse kinematics at REX-ISOLDE [76] based on comparisons of the outgoing

proton angular distribution for the reaction populating the 0+2 state to optical model parameters for

DWBA calculations. A 172(6)-keV 𝛾-ray transition was observed in coincidence with the 885-keV

2+1 → 0+1 transition and attributed to the decay of the 0+2 state. A lower limit of 7 ns was placed on

the half-life of the 0+2 due to the low intensity of the corresponding 172-keV 0+2 → 2+1 transition.

The 0+2 state was not directly observed until 2019, when it was investigated in Ref. [17] by

identifying in-flight isomeric decays following its population in a 9Be(34Si, 32Mg𝛾) reaction. The

2+1 state was verified at 885 keV, while the 0+2 was established at 1050 keV. The half-life of the 0+2

state was constrained to 7 ns < T1/2 < 26 ns; as well as a reduced transition probability of 28 e2fm4

< 𝐵(𝐸2 : 2+1 → 0+2) < 122 e2fm4 [17] using information from Ref. [76].

Experimental investigations into the structure of the 0+2 state in 32Mg via 𝛽 decay have not been

previously reported. We sought to achieve this in experiment E16032, specifically in observing

a corresponding 0+2 → 2+1 𝛾-ray transition and measuring its half-life following the 𝛽−𝑛 decay

3It is worth noting that a recent investigation into the structure of the 0+2 state in 32Mg revealed that it is dominated
by intruder configuration, pointing to a conclusion that an excited 0+ state in 32Mg with normal configuration has not
been experimentally observed [17].
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Figure 5.8: (a): 𝛽-delayed 𝛾-ray spectrum for 𝛾 rays detected in the SeGA detectors within a
correlation window of 33.9 ms, corresponding to three 37Al 𝛽-decay half-lives (T1/2 = 11.3 ms).
(𝛾 rays at 156, 562 and 1115 keV associated with the (3/2)− state in 37Si are of interest). (b): 𝛾 ray
spectrum in (a) filled with additional 3 ns < t𝐿𝑎𝐵𝑟3 - t𝑃𝑆𝑃𝑀𝑇 ≤ 20 ns condition.
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of implanted 33Na ions. Although the ∼170-keV transition in 32Mg was not observed in this

experiment, the observation of the 885-keV 2+1 → 0+𝑔.𝑠 transition plays a key role in supporting the

suggestion for identifying the isomeric 0+2 state using this technique.

5.5 𝛽-𝛾-𝛾 timing method and opportunities for future work: A case study to search for the
isomeric 0+2 state in 32Mg and identify coincident 𝛾-ray transitions

The 𝛽-𝛾-𝛾 timing method described in Section 4.6 of Chapter IV can be adapted to identify

𝛾-ray transitions that directly feed an isomeric state, or are part of a 𝛾-ray cascade involving

the isomeric state. The technique can be validated by comparing the 𝛽-delayed 𝛾-ray spectrum

correlated to 37Al shown in Figure 5.8(a) to a condensed version of the same spectrum where an

additional condition of 3 ns < t𝐿𝑎𝐵𝑟3 - t𝑃𝑆𝑃𝑀𝑇 ≤ 20 ns was applied before filling the spectrum,

as shown in Figure 5.8(b). This condition was set to isolate the presence of an isomer, which

is expected to exhibit a delayed time difference distribution. The intense 562- and 115-keV 𝛾

rays, which are known to be in coincidence with the 156-keV 𝛾 ray that de-excites the isomeric

(3/2−1 ) state in 37Si persist in the spectrum obtained with the additional timing condition. This

observation provides further support for the presence of the isomeric state and its characteristic

𝛾-ray transitions.

The observation of a ∼170-keV 𝛾 ray in coincidence with the 885-keV 2+1 → 0+1 𝛾-ray transition

served as experimental evidence of the presence of the 0+2 state in 32Mg in Ref. [76]. Such 𝛾 ray was

however unobserved in the 𝛽-delayed 𝛾-ray spectrum correlated to implanted 33Na ions as shown

in Figure 5.9(a). The observation of the persisting 885-keV 2+1 → 0+1 transition in Figure 5.9(b)

suggests that the cascade in 32Mg, associated with the 885-keV 𝛾 ray, likely involved an isomer,

probably the 0+2 state.
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Figure 5.9: (a): 𝛽-delayed 𝛾-ray spectrum for 𝛾 rays detected in the SeGA detectors within a
correlation window of 24 ms, corresponding to three 33Na 𝛽-decay half-lives (T1/2 = 8 ms). (The
885-keV 𝛾 ray that is in coincidence with the ∼170-keV 0+2 → 2+1 transition is emphasized in red.)
(b): 𝛾 ray spectrum in (a) filled with additional 3 ns < t𝐿𝑎𝐵𝑟3 - t𝑃𝑆𝑃𝑀𝑇 ≤ 20 ns condition.
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The association of the 885-keV 𝛾-ray transition with the isomeric 0+2 state in 32Mg can be

further validated by investigating 𝛾-ray spectra correlated to implanted 32Na ions using a correlation

window of three 32Na 𝛽-decay half-lives (Figure 5.10(a)), and an additional 3 ns < t𝐿𝑎𝐵𝑟3 - t𝑃𝑆𝑃𝑀𝑇

≤ 20 ns condition (Figure 5.10(b)). The observation of the 885-keV 𝛾 ray in Figure 5.10(a) proves

consistent with the direct population of the 2+1 state in 32Mg following the 𝛽 decay of implanted

32Na ions. Moreover, the non-observation of an 885-keV 𝛾-ray in Figure 5.10(b) validates the

attribution of the 0+2 state in 32Mg following the 𝛽−𝑛 decay of 33Na, indicating that the 885-keV

transition will not be associated with an isomeric state following the decay of 32Na, as reported in

Refs. [71, 37].

The possibility of populating the 885-keV state in 32Mg through the 0+2 isomeric state has

been indirectly demonstrated. However, the absence of an observed ∼170-keV 𝛾-ray transition in

the 𝛽-delayed 𝛾-ray spectrum correlated to 33Na limits the ability to make definitive conclusions.

Despite this, the method described above opens up numerous possibilities for future investigations.

It provides a means to identify unknown 𝛾 rays that could be associated with isomeric states

populated in the 𝛽 decay of implanted ions. It is important to note that this method is subject to

statistical limitations, as discussed in Section 4.6 in Chapter IV.

The utilization of the CeBr3 implantation detector in the E16032 experimental setup and its

sensitivity to 𝛾 rays — particularly low-energy 𝛾 rays of interest associated with these isomeric

states — proves reliable in extracting half-lives of the isomeric states that emit such 𝛾 rays,

including the 68- and ∼170-keV transitions attributed to 37Si and 32Mg, respectively, discussed in

this chapter. The double-pulse method discussed in Section 5.2 is a useful method in achieving

such measurements. However, there are still ongoing efforts to improve the analysis process. For
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a correlation window of 39.6 ms, corresponding to three 32Na 𝛽-decay half-lives (T1/2 = 13.2
ms). (The 885-keV 𝛾-ray transition is emphasized in red.) (b): 𝛾 ray spectrum in (a) filled with
additional 3 ns < t𝐿𝑎𝐵𝑟3 - t𝑃𝑆𝑃𝑀𝑇 ≤ 20 ns condition.

129



one, distinguishing and identifying distinct peaks corresponding to individual 𝛾-ray transitions in

the CeBr3 energy spectrum is challenging due to the combined energy deposition from both 𝛾 rays

and 𝛽-decay electrons in the CeBr3 implantation detector.
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CHAPTER VI

SUMMARY AND OUTLOOK

A summary and opportunities for future work on the crux of this dissertation is discussed below.

Other points specific to results presented on the investigation of the 0+2 states in 34Si and 32Mg, are

discussed in Chapter V.

Low-lying (7/2−1 ) and (3/2−1 ) isomeric states at 68 and 156 keV in 37Si were studied at the NSCL

following their population in the 𝛽−n and 𝛽− decay of implanted 38Al and 37Al ions, respectively.

New structure information including the half-life of the 68-keV state was measured as 9.1(7) ns

as well as the ground-state transition strength, 𝐵(𝑀1) measured as 0.0137(11) 𝜇2
𝑁

, assuming

a pure 𝑀1 transition. Similar measurements for the 156-keV transition were also carried out

using various methods described in Chapter IV of this dissertation, with the half-life and 𝐵(𝑀1)

transition strength measured as 3.20(4) ns and 0.00325(4) 𝜇2
𝑁

, respectively and found to be in

agreement with a previous measurement of 3.0(7) ns [67]. The experimental results were found to

be consistent with large-scale shell model predictions.

Theoretical calculations reported in Ref. [67] suggest the existence of two low-lying nanosecond

isomers in 39Si, including a (7/2−) state at 172 keV with a half-life of 0.97(7) ns [67] as shown in

Figure 6.1. The other isomeric state has not yet been observed, and none of the states in 39Si have

been accessed via 𝛽 decay. The 172-keV ground-state 𝑀1 transition established in Ref. [67] can be

observed in Figure 6.2, alongside an 877-keV 𝛾 ray reported as 879(14) keV in Ref. [67], indicating
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Figure 6.1: Experimental and theoretical level schemes for low-lying states in 35Si, 37Si, and 39Si,
including predicted nanosecond isomers in 37Si and 39Si. Experimental half-life data for isomers
in 39Si are from Ref. [67], and for the (3/2+1) and (3/2−1 ) states in 35Si from Ref. [46] and Ref. [67],
respectively. Newly measured half-lives are shown to the left of corresponding levels in 37Si.

that states in 39Si were accessed in E16032 due to the implantation of 39Al ions as highlighted in

Figure 3.7.

The prediction of a second low-lying isomeric state can be verified by using the methods dis-

cussed in Chapters IV and V to measure the half-life of a corresponding isomeric transition. The

observation and characterization of isomeric states in Si isotopes will validate shell model predic-

tions of closely-lying low-energy isomeric states in neutron-rich odd-𝐴 Si isotopes approaching

the 𝑁 = 28 shell gap as illustrated in Figure 6.1.

By pursuing these future research directions, including the exploration of isomeric states,

analysis of decay pathways, investigation of shape coexistence, utilization of theoretical modeling,

and advancements in experimental techniques, a more coherent and comprehensive understanding
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Figure 6.2: 𝛽-delayed 𝛾-ray spectrum for 𝛾 rays detected in the SeGA detectors within a correlation
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transitions in the 39Si daughter [67] are labeled with their respective energies, as well as transitions
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of the nuclear structure and properties of 37Si can be achieved. These studies will contribute to the

broader understanding of exotic nuclei and their evolution in the neutron-rich region.
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P. Hoff, A. Jokinen, A. Korgul, U. Köster, W. Kurcewicz, F. Marechal, T. Motobayashi,
J. Mrazek, G. Neyens, T. Nilsson, S. Pedersen, A. Poves, B. Rubio, and E. Ruchowska,
“New structure information on 30Mg, 31Mg and 32Mg,” The 4th International Conference
on Exotic Nuclei and Atomic Masses, Berlin, Heidelberg, 2005, pp. 105–109, Springer Berlin
Heidelberg.
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APPENDIX A

INVESTIGATING Δ𝐸 DEPENDENCE ON I2 POSITION
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(a)

(b)

Figure A.1: (a) Raw PID spectrum. (b) PID spectrum gated on distribution “2” in Figure 3.5 (b).
The entries observed in (b) can be attributed to the lower-mass isotopes, constituting ≪ 1% of the
entries within the raw PID spectrum.
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(a)

(b)

Figure A.2: (a) Raw PID spectrum. (b) Corrrected PID spectrum gated on distribution “3” in
Figure 3.5 (b). The entries observed in (b) can be attributed to a retriggering of the I2 scintillator,
constituting ∼1% of the entries within the raw PID spectrum.
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AN ALTERNATIVE PROCEDURE TO DETERMINE INTERACTION POSITIONS
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In this appendix, I describe an alternative to the procedure discussed in Sec.3.2.2.2 of Chapter III

to determine interaction positions necessary for correlating decay electrons to implanted ions. This

method reduced the slowness associated with the relatively higher-dimension 2D fitting procedure

and involves unfolding the 2D anode energy maps into 1D projections along the x- and y-axes.

Using the x-axis as an example, the projection is fitted using a 1D Lorentzian function of the

form

𝐿 (𝑥) = 𝐴Γ2

[(𝑥 − 𝑥0)2 + Γ2]
(B.1)

where 𝐴 is the amplitude, 𝑥0 is the position and Γ is the width.

The 1D Lorentzian expressed in B.1 is not linear but can be simplified by finding its reciprocal

1
𝐿 (𝑥) =

[(𝑥 − 𝑥0)2 + Γ2]
𝐴Γ2 , (B.2)

then making the substitutions 𝜎 = Γ2; 𝑎 = 1
𝐴𝜎

; 𝑏 =
−2𝑥0
𝐴𝜎

; and 𝑐 = 𝑥2
0+𝜎
𝐴𝜎

for convenience, such that

B.2 becomes the quadratic equation

1
𝐿 (𝑥) = 𝑎𝑥2 + 𝑏𝑥 + 𝑐. (B.3)

Parameters 𝑎, 𝑏 and 𝑐 can be determined by evaluating the partial derivative of 𝜒2 for a fit

function 𝑓 (𝑥) such that

𝜒2 =
∑︁

[𝑤𝑖 (𝑦𝑖 − 𝑓 (𝑥𝑖))2], (B.4)

where 𝑤 is the weight, 𝑦 is the observed data and 𝑓 (𝑥𝑖) = 1
𝐿 (𝑥) .
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The partial derivatives reduce to a matrix equation𝑀𝑢 = 𝑣 where 𝑢 represents the fit parameters

and 𝑣 depends on the observed data. The parameters are determined by solving the matrix equation.

𝑀 , 𝑣 and 𝑢 are defined after taking projections along either axes.

Lastly, 𝑎, 𝑏 and 𝑐 are transformed back to the parameters of the 1D Lorentzian for both x and y

projections using 𝐴 = 1
𝑎𝜎

; 𝑥0 = −𝑏
2𝑎 ; 𝜎 =

𝑐−𝑥2
0

𝑎
to obtain the relevant position parameters, depending

on the axis of projection.
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Table C.1: Comparisons between experimental and theoretical matrix elements for low-lying
ground-state 𝑀1 transitions in 37Si.

𝑀 (𝑀1)
Transition E𝛾 (keV) Exp. (𝜇𝑁 ) SDPF-MU (𝜇𝑁 ) SDPF-U-SI (𝜇𝑁 )

(7/2−1 ) → (5/2−𝑔.𝑠.) 68 0.33(3) 0.54 0.076
(3/2−1 ) → (5/2−𝑔.𝑠.) 156 0.114(2) 0.268 0.044

In Ref. [59], experimental 𝑀1 matrix elements were compared to large-scale theoretical

evaluations for 111 low-lying 𝑀1 transitions in 𝑠𝑑-shell nuclei between 𝐴 = 16 and 𝐴 = 40. For

succinct comparisons, the experimental and theoretical 𝐵(𝑀1) values obtained for this work were

converted into reduced 𝑀1 transition matrix elements, 𝑀 (𝑀1) using the relationship:

𝑀 (𝑀1) =
���√︁𝐵(𝑀1) × (2𝐽𝑖 + 1)

��� (C.1)

where 𝐽𝑖 represents the spin assigned to the initial state undergoing de-excitation.

The measured 𝑀 (𝑀1) values are displayed in Table C.1 and show good agreement with shell

model calculations. This is consistent with similar observations made for other 𝑠𝑑-shell nuclei, as

illustrated in the bottom-right panel of FIG. 4 in Ref. [59]. In that panel, a cluster of data points

can be seen near the diagonal1, indicating a convergence of experimental and theoretical results for

such small magnitudes of 𝑀 (𝑀1) values.

1In the plot, each individual point represents a comparison between experimental and theoretical values. Points
that fall along the diagonal line indicate that the values are the same between experiment and theory.
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