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# ABSTRACT <br> EXPERIMENTAL STUDY OF ${ }^{19}$ C VIA GAMMA-RAY LIFETIME AND KNOCKOUT MEASUREMENTS 

## By

## Kenneth Aaron Whitmore

The nuclear halo is a unique phenomenon occurring at the limit of nuclear stability. Previous studies have established an enhanced low-energy electric dipole strength as a characteristic feature of halo nuclei. Despite such extensive work on the electric response, there is no experimental evidence on the magnetic response of halos. A gamma-ray lifetime measurement has been performed on the one-neutron halo nucleus ${ }^{19} \mathrm{C}$, which represents the first measurement of a magnetic transition between bound states in a halo nucleus. This measurement also serves as a means to constrain the spin-parities of the states in ${ }^{19} \mathrm{C}$. The lifetime of the first excited state in ${ }^{19} \mathrm{C}$ has been measured using both the line-shape method and the Recoil Distance Method. The deduced $B\left(M 1 ; 3 / 2^{+} \rightarrow 1 / 2^{+}\right)$transition strength represents one of the most hindered $M 1$ transitions among light nuclei. The result is compared to large-scale shell model calculations, which predict a strong hindrance due to the degeneracy of the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ neutron orbitals. The result establishes the $M 1$ hindrance as another feature of halo nuclei which are dominated by $s$-wave configurations.

The one-proton knockout reaction of ${ }^{20} \mathrm{~N}$ is used to study the structure of the bound states in ${ }^{19} \mathrm{C}$ as well as the ground state in ${ }^{20} \mathrm{~N}$. Eikonal reaction model calculations are compared to the measured inclusive cross section. The small inclusive cross section indicates the significant difference between the wave functions of the low-lying states of ${ }^{20} \mathrm{~N}$ and ${ }^{19} \mathrm{C}$. The results support the spin-parity assignment of the excited state in ${ }^{19} \mathrm{C}$ obtained from the lifetime measurement. The coupling of the proton $0 p_{1 / 2}$ orbital to a $5 / 2^{+}$core within ${ }^{20} \mathrm{~N}$
is suggested from large-scale shell-model calculations performed for the $2^{-}$ground state in ${ }^{20} \mathrm{~N}$, indicating that the degeneracy of the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ orbitals that occurs in ${ }^{19} \mathrm{C}$ does not persist in ${ }^{20} \mathrm{~N}$. Both the lifetime and knockout reaction analyses support the exclusion of a bound $5 / 2^{+}$state in ${ }^{19} \mathrm{C}$. The combined results present a consistent picture of the structure of ${ }^{19} \mathrm{C}$ and provide important data to establish trend of the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ single particle energies for the $N=13$ isotones.
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Figure 4.6: The $\chi^{2}$ distributions obtained by fitting the simulated gamma-ray spectra to the experimental spectrum for various lifetimes of the 209keV transition in ${ }^{19} \mathrm{C}$. Part (a) shows the distribution for the lineshape spectrum, and (b) shows the distribution for the recoil-distance spectrum. Quadratic fits to the curves give minima at 1.98 ns and 1.90 ns , respectively.
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Figure 5.4: The momentum distribution along the beam axis $p_{\|}$for the $209-\mathrm{keV}$ state in ${ }^{19} \mathrm{C}$ following the one-proton knockout of ${ }^{20} \mathrm{~N}$. The black points are the data measured in the S 800 . Eikonal calculations are shown for $s$-wave (blue solid line), $p$-wave (red dashed line), and $d$ wave (green dot-dashed line) proton removal. The calculations have been normalized to the data in the region between $6710-7050 \mathrm{MeV} / \mathrm{c}$, where the particles were fully accepted by the S 800 .

Figure 5.5: The momentum distribution along the beam axis $p_{\|}$for the ground state in ${ }^{19} \mathrm{C}$ following the one-proton knockout of ${ }^{20} \mathrm{~N}$. The black points are the data measured in the S 800 . Eikonal calculations are shown for $s$-wave (blue solid line), $p$-wave (red dashed line), and $d$ wave (green dot-dashed line) proton removal. The calculations have been normalized to the data in the region between $6710-7050 \mathrm{MeV} / \mathrm{c}$, where the particles were fully accepted by the S 800 .

Figure 5.6: A plot showing the systematic difference between experimental and theoretical one-nucleon cross sections. The plot includes proton (blue) and neutron (red) knockout using fast beams as well as proton knockout from electron scattering (black). The reduction factor $R_{s}$ is plotted as a function of $\Delta S$, which is a measure of the difference in the Fermi energies of the protons and neutrons. Figure from Ref. [123]. 112

## Chapter 1

## Introduction

### 1.1 The Nuclear Landscape

All of the observable matter in the universe is composed of protons, neutrons, and electrons. In the center of an atom, positively charged protons and uncharged neutrons are located inside the nucleus, while negatively charged electrons orbit around the nucleus. All of the positive charge inside of an atom is contained inside the nucleus, while the negative charge is spread out by the motion of electrons. The identity of an atom, which is its element, is determined by the number of protons inside the nucleus. This is the basis of the chemical periodic table of the elements, which arranges all the elements in order of the number of protons. Unlike the atom, the nucleus is defined by both the number of protons and neutrons present. This forms the basis for the chart of the nuclides, shown in Figure 1.1. In this chart, each square represents a nucleus with a given number of protons and neutrons. The proton number, $Z$, is shown on the y -axis, and the neutron number, $N$, is shown on the x -axis. The mass number, $A$, is defined as the sum $A=Z+N$ of the proton and neutron numbers, because protons and neutrons have approximately the same mass $\left(1.673 \times 10^{-27} \mathrm{~kg}\right.$ for protons and $1.675 \times 10^{-27} \mathrm{~kg}$ for neutrons), while the mass of electrons is much smaller $\left(9.109 \times 10^{-31} \mathrm{~kg}\right)$. Thus the mass of an atom is nearly equal to the sum of the number of protons and neutrons, which are jointly called nucleons. A given nucleus is fully specified by four terms: the element $(X)$, proton number $(Z)$, neutron number $(N)$, and mass number


Figure 1.1: The chart of the nuclides, which displays all known nuclei. Each square represents an isotope with a specific combination of protons and neutrons. Black squares show the locations of stable nuclei, while other colors represent the half-lives for unstable nuclei. Figure adapted from Ref. [1]
(A). These are used to notate the nucleus as ${ }_{Z}^{A} X_{N}$ which identifies all these terms at once. However, this full notation is not always necessary, because the element is determined by the proton number, and the neutron number can be solved from the mass number as $N=A-Z$. Thus the typical notation used in nuclear physics is ${ }^{A} X$, which fully describes the nucleus.

Although almost all of the mass of an atom is contained within the nucleus, the nuclear size is much smaller than the atomic size. The size of the nucleus depends on the total number of protons and neutrons present, and is typically on the order of several femtometers, or $10^{-15}$ meters. In contrast, the radius of the atom is determined by the orbits of electrons around the nucleus and is on the order of 0.1 nanometers, or $10^{-10}$ meters.

There are several terms which are useful in describing nuclides with specific combinations
of proton and neutron numbers. Nuclei which have the same number of protons but different numbers of neutrons are called isotopes. These appear as horizontal lines in Figure 1.1. Nuclei with the same number of neutrons but different numbers of protons are called isotones, and appear as vertical lines. Finally, nuclei with the same mass number, but different numbers of protons and neutrons are called isobars. Isobars form diagonal lines in Figure 1.1, moving from the upper left to the bottom right. One feature that is shown prominently in Figure 1.1 is the stability of individual nuclei. Stable nuclei are shown by black squares, while unstable, or radioactive, nuclei are shown by other colors based on their half-lives [1]. It is clear from the chart that there is a pattern in the positions of stable nuclei. The location of the stable nuclei across the entire chart is called the valley of stability. For light nuclei with small $Z$ and $N$, stability occurs when the proton and neutron numbers are nearly equal, and $N / Z \approx 1$. Heavier nuclei, however, experience a stronger repulsive Coulomb force due to the large number of protons, and additional neutrons are necessary for the nuclei to remain stable. The heaviest nuclei can reach ratios of $N / Z \approx 1.5$. In addition, a further distinction is made in the chart. There are combinations of $Z$ and $N$ at the edges of the chart which do not form nuclei; these are called unbound because the extreme numbers of protons or neutrons prevent a nuclear compound from forming for any finite amount of time. The boundaries between the bound and unbound nuclei are called the drip lines. The proton drip line is located to the left of the valley of stability, and the neutron drip line is located to the right.

As shown in Figure 1.1, there are more than 3000 unstable nuclei, which form the majority of all known nuclei. These nuclei decay into more stable nuclei, and can do so in a wide variety of ways. The most common types of radioactive decay are alpha decay, beta decay, gamma decay, and fission.

The first type of radioactive decay, alpha decay, also called alpha emission, occurs only for the heaviest nuclei, typically with mass numbers above $A=200$. In this process, a nucleus ejects two protons and two neutrons together as a ${ }_{2}^{4} \mathrm{He}$ nucleus, which is also called an alpha particle. Because of the loss of two protons from the nucleus, the element is changed during the alpha emission. Through this process, heavy unstable nuclei located in the top-right corner of the chart of nuclides move toward the stable nuclei by moving down and to the left on the chart. The alpha particle is typically emitted with energy in the range $2-5 \mathrm{MeV}$. Due to conservation of momentum, the remaining large nucleus obtains a small kick during the decay and shares some of the decay energy as kinetic energy.

The second type of radioactivity, beta decay, occurs in the majority of nuclei which are not stable. There are actually two types of beta decay, denoted $\beta^{+}$decay and $\beta^{-}$decay. In $\beta^{-}$decay, a neutron is transformed into a proton through the emission of an energetic electron as well as an antineutrino. The opposite occurs in $\beta^{+}$decay, in which a proton transforms into a neutron, emitting a positron (the positively charged antiparticle of an electron) and a neutrino. An alternative to $\beta^{+}$decay is electron capture, in which an atomic electron is absorbed by the nucleus while a proton is changed into a neutron. In all three decays, the proton number of the nucleus is changed, while the mass number is unchanged, because the total number of nucleons, and therefore the mass number, remains unchanged. These decays allow nuclei to move towards the stable nuclei. For $\beta^{-}$decay, nuclei with excess neutrons approach stability by moving up and to the left in the chart of nuclides. In $\beta^{+}$decay and electron capture, proton-rich nuclei are moved down and to the right in the chart of nuclides.

The third type of decay, gamma decay, occurs through the emission of a photon. In the gamma-decay process, all nucleons remain in the nucleus. The gamma ray only carries away
energy as the nucleus de-excites into a lower energy state. Typically, gamma decay occurs after another form of radioactive decay which leaves the nucleus in an excited state. Most gamma rays are emitted with energies in the range $0.1-10 \mathrm{MeV}$.

The fission process occurs when a heavy nucleus splits apart into two smaller nuclei. During the fission process, a large amount of energy is released, about 200 MeV , which is mostly given to the daughter nuclei as kinetic energy. Unlike the previous types of decay, the final products are not fixed, but are distributed among the medium-mass nuclei. These products tend to be neutron-rich because of the relative neutron excess for heavy nuclei. After being created, the daughter nuclei may then beta decay towards stability.

In addition to the aforementioned decay processes, other types of radiation are possible, although much less common. Proton radioactivity results in the emission of a proton from the nucleus, and occurs for proton-rich nuclei. This can happen when a nucleus is in an excited state with an energy larger than the proton separation energy $S_{p}$. This is defined as the binding energy of the least-bound proton and can be calculated from

$$
\begin{equation*}
S_{p}=\left[-m(Z, N)+m(Z-1, N)+m_{1_{\mathrm{H}}}\right] c^{2} \tag{1.1}
\end{equation*}
$$

where $m(Z, N)$ and $m(Z-1, N)$ are the atomic masses of nuclei with proton numbers $Z$ and $(Z-1)$, and neutron number $N$. The atomic mass of Hydrogen $m_{1_{\mathrm{H}}}$ is the sum of the proton mass $m_{p}=938.3 \mathrm{MeV} / \mathrm{c}^{2}$ and electron mass $m_{e}=0.511 \mathrm{MeV} / \mathrm{c}^{2}$. Emission of one or two protons also occurs from the ground state of nuclei beyond the proton drip line, where the proton separation energy is less than zero. Similarly, the neutron separation energy $S_{n}$ is defined as

$$
\begin{equation*}
S_{n}=\left[-m(Z, N)+m(Z, N-1)+m_{n}\right] c^{2} \tag{1.2}
\end{equation*}
$$

where $m_{n}=939.6 \mathrm{MeV} / \mathrm{c}^{2}$ is the neutron mass.

### 1.2 Nuclear Shell Model

One feature which is highlighted in Figure 1.1 is the existence of magic numbers. These are shown in the horizontal and vertical boxes for proton and neutron numbers of $8,20,28$, 50, 82, and 126. Though not shown in Figure 1.1, 2 is also considered as one of the magic numbers. These values are called magic because nuclei which have this many protons or neutrons exhibit increased stability. This stability is evident in the form of higher binding energies, higher separation energies, and higher-lying excited states compared to neighboring stable nuclei. The observation of magic numbers has led to the development of the nuclear shell model [2]. Within the shell model, nucleons fill up the nucleus by first occupying single-particle states with the lowest energies. The presence of a large gap in energy between orbitals creates a shell, and the number of nucleons within each shell corresponds to the magic numbers.

The simplest form of the nuclear potential is the harmonic oscillator (H.O.) potential [3]:

$$
\begin{equation*}
V_{H O}(r)=\frac{1}{2} m \omega^{2} r^{2} \tag{1.3}
\end{equation*}
$$

which gives the potential $V_{H O}$ as a function of radius $r$ with the frequency parameter $\omega$. In three dimensions, this potential leads to single-particle states characterized by quantum numbers $n$ and $\ell$. Here, $n$ is the number of radial nodes in the wave function, and $\ell$ is the orbital angular momentum of the wave function. The energy of a nucleon with quantum
numbers $n$ and $\ell$ is given by:

$$
\begin{equation*}
E(n, \ell)=(2 n+\ell+3 / 2) \hbar \omega . \tag{1.4}
\end{equation*}
$$

Here there is a degeneracy in the energy for different combinations of $n$ and $\ell$. Thus, it is customary to define the major oscillator quantum number $N=2 n+\ell$ which determines the energy of all degenerate wave functions. This is shown on the left side of Figure 1.2, where the energy levels for each $N$ are plotted. Each $\ell$ contains $2(2 \ell+1)$ degenerate wave functions, so that the total degeneracy for each oscillator number $N=0,1,2 \ldots$ is $2,8,20$, 40, 70, 112... [3]. This reproduces the smaller magic numbers ( 2,8 , and 20 ), but fails to account for the larger magic numbers.

The harmonic oscillator potential presents inherent problems in describing the nucleus because the strength diverges for large radius, creating an infinite-range force. Because the nuclear force is known to have a finite range, a more realistic form of the nuclear potential which takes into account the finite range is necessary to better explain nuclear properties. One example of such a potential comes from the Woods-Saxon form [3]:

$$
\begin{equation*}
V_{W S}(r)=\frac{V_{0}}{1+\exp \left(\left(r-R_{0}\right) / a\right)} \tag{1.5}
\end{equation*}
$$

Here, $R_{0}=1.25 A^{1 / 3} \mathrm{fm}$ is the radius of the potential, and $a=0.67 \mathrm{fm}$ is the diffuseness of the potential. The primary advantage over the harmonic oscillator potential is that this potential does not diverge at infinity. In this case, energy levels are again determined by $n$ and $\ell$, and form major oscillator shells. However, different $\ell$ values are not degenerate, and higher- $\ell$ orbitals have lower energies than lower- $\ell$ orbitals within the same shell. This


Figure 1.2: A diagram showing the splitting of energy levels within the nuclear shell model. The left column shows the relative energy levels of the major shells using a harmonic oscillator (H.O.) potential. The middle column shows how the levels change when a Woods-Saxon (WS) potential is used. Here, the levels are split according to the orbital momentum quantum number $\ell$. The right column shows the changes when a spin-orbital term $\left(\mathcal{V}_{S O}\right)$ is included in the potential, and shows further splitting according to the total angular momentum quantum number $j=\ell \pm 1 / 2$. In all cases, a large gap between levels indicates a shell closure, but only the right column reproduces the observed magic numbers. Figure from Ref. [4]
is shown by the center of Figure 1.2, where the splitting of the orbital angular momentum relative to the harmonic oscillator is evident.

The important term in the potential which allows for the correct prediction of magic numbers is the spin-orbit term. This was first introduced by Hans Jensen [5] and Maria Goeppert-Mayer [2], who shared the Nobel Prize in physics for discovery of this term. The spin-orbit coupling term in the potential has the form

$$
\begin{equation*}
V_{S O}(r)=V_{\ell s} \frac{d}{d r}\left(\frac{1}{1+\exp \left(\left(r-R_{0}\right) / a\right)}\right) \vec{\ell} \cdot \vec{s} . \tag{1.6}
\end{equation*}
$$

This term is added to the radial term of Equation 1.5 [3], and the results are shown on the right side of Figure 1.2. With this term, the energy levels for each $\ell$ are split by the quantum number $j$, the total angular momentum. The total angular momentum is formed by the vector addition of the orbital angular momentum $\vec{\ell}$ and the spin $\vec{s}$ of every nucleon. Because the intrinsic spin $s$ is $1 / 2$ for protons and neutrons, $j=\ell \pm 1 / 2$. The strength of the spin-orbit term $V_{\ell s}$ is negative, which means that the energy is lower for $j=\ell+1 / 2$ states, when $\vec{\ell}$ and $\vec{s}$ are parallel. The splitting of the energy increases with increasing $j$, so that for large $j$, the orbitals can move across the major shells to create new energy gaps and therefore new magic numbers. As shown in Figure 1.2, the addition of the spin-orbit term correctly produces the magic numbers 28 and 50 . The magic number 28 occurs when the $\ell=3, j=7 / 2$ orbital (denoted $0 f_{7 / 2}$ ) is lowered in energy below the $N=3$ shell. Similarly, the gap at 50 is formed when the $\ell=4, j=9 / 2$ orbital $\left(0 g_{9 / 2}\right)$ moves below the $N=4$ shell. The inclusion of the spin-orbit term also predicts the magic numbers 82 and 126 , which complete all known magic numbers as shown in Figure 1.1.

The nuclear shell model has been very successful in predicting properties of many nuclei.


Figure 1.3: A illustration of the naïve shell-model configurations for the ground states of several carbon isotopes. The orbitals for the $s, p$, and $s d$ shells are shown in the standard ordering, similar to Figure 1.2. Protons are shown in red, and neutrons in blue. In the stable nucleus ${ }^{12} \mathrm{C}$ (a), all six protons and six neutrons fill the $0 s_{1 / 2}$ and $0 p_{3 / 2}$ orbitals. In the near-stable nuclei ${ }^{14} \mathrm{C}(\mathrm{b})$ and ${ }^{16} \mathrm{C}(\mathrm{c})$, the additional neutrons first fill the $0 p_{1 / 2}$ orbital, and then begin to occupy the $0 d_{5 / 2}$ orbital. In ${ }^{19} \mathrm{C}$, however, the thirteenth neutron occupies the $1 s_{1 / 2}$ orbital. The $1 s_{1 / 2}$ orbital in ${ }^{19} \mathrm{C}$ is important in the formation of the ground-state halo structure.

However, there are several challenges associated with the shell model. One such example is heavy nuclei with non-spherical shapes. Calculation of properties of these nuclei are better served by other models, such as the Nilsson model or a collective model [6]. For nuclei away from stability, the energies of single-particle states can change rapidly, causing the ordering of orbitals to deviate from the standard picture shown in Figure 1.2. An example of this deviation is shown in Figure 1.3, which shows the primary configurations of protons and neutrons in several carbon isotopes. For the nuclei ${ }^{12} \mathrm{C},{ }^{14} \mathrm{C}$, and ${ }^{16} \mathrm{C}$, the neutrons fill orbitals as expected by the standard picture, but for the drip-line nucleus ${ }^{19} \mathrm{C}$, the $0 d_{5 / 2}$ and $1 s_{1 / 2}$ orbitals are occupied simultaneously. The present work provides insight to the shell-model configurations in ${ }^{19} \mathrm{C}$ by measuring the gamma-ray transition strength between the bound states. The changes in single-particle energies also creates energy gaps between different orbitals. This can cause new magic numbers to appear, such as $N=16[7]$ and $N=32$ [8], while other conventional magic numbers may disappear, such as $N=8[9,10]$, $N=20[11]$.

### 1.3 Halo Nuclei

One of the challenges to the shell model description of nuclei is the appearance of exotic structures in radioactive nuclei. Near the limits of stability, as the energy levels of valence nucleons approach the particle decay threshold, a new structure called a halo can emerge. A halo consists of weakly bound neutron or proton that is largely decoupled from the nuclear core and has a wave function with an enhanced radius. Formation of the halo is favored for neutrons in low angular momentum orbitals, where there is little or no centrifugal or Coulomb barrier arising in the potential. This allows the neutron to tunnel outside of the nuclear core
and form a low-density "cloud" around the core. For example, the density of the protons and neutrons for the two-neutron halo ${ }^{22} \mathrm{C}[12]$ is shown in Figure 1.4. The existence of a neutron cloud is apparent from the neutron density, which decreases at large radius much more slowly than the proton density. Experimental identification of halo nuclei has been made through three types of measurements: interaction cross section [13, 14], momentum distribution following nucleon removal [15, 16], and Coulomb breakup reactions [17-19]. Each of these measurements is associated with a different feature of halo nuclei, and together they establish the halo as a unique phenomenon of weakly bound nuclei. The earliest halo nucleus to be identified was ${ }^{11} \mathrm{Li}$, which exhibits a two-neutron halo around a ${ }^{9} \mathrm{Li}$ core. The first indication of an unusual structure came from the observation of an enhanced interaction cross section [13]. This is demonstrated in Figure 1.5, which plots the rms radius deduced from interaction cross sections for several light nuclei. The large enhancement for ${ }^{11} \mathrm{Li}$ compared to the other lithium isotopes is apparent. Subsequent measurements of the momentum distribution of ${ }^{9} \mathrm{Li}$ recoils following two-neutron removal [15], and the electromagnetic dissociation of ${ }^{11} \mathrm{Li}[20]$ firmly established ${ }^{11} \mathrm{Li}$ as a halo nucleus. Since the first discovery of the halo structure, several other halo nuclei have been identified, up to the medium-mass nucleus ${ }^{37} \mathrm{Mg}$ [21]. The present work describes a measurement of the gamma-ray transition in ${ }^{19} \mathrm{C}$, which exhibits a halo structure in its ground state. The $1 s_{1 / 2}$ orbital, which is responsible for the halo formation, is shown to be an important factor in the observed transition rate.

The primary feature present in halo nuclei is an enhanced radius compared to neighboring nuclei. Measurement of the radius has primarily come from measurements of the interaction cross section. The interaction cross section $\sigma_{I}$ is the cross section to change either the proton or neutron number when a projectile nucleus is incident on a target. The relation between


Figure 1.4: A plot of the calculated densities for the protons (solid line) and neutrons (dotted line) in ${ }^{22} \mathrm{C}$, which is known to be a two-neutron halo. The neutron density falls of much more slowly than the proton density at large radius, which is the primary feature of halo nuclei. Figure adapted from Ref. [12].
$\sigma_{I}$ and the nuclear size can be most simply understood in terms of the interaction radius $R_{I}$ [13]:

$$
\begin{equation*}
\sigma_{I}=\pi\left[R_{I}(p)+R_{I}(t)\right]^{2} \tag{1.7}
\end{equation*}
$$

where $R_{I}(p)$ and $R_{I}(t)$ are the projectile and target radii, respectively. Although not directly related to the interaction radius, the root mean square $R_{r m s}$ is a more useful measure of the nuclear size. This is obtained from $\sigma_{I}$ by fitting the cross section obtained from a Glauber model calculation [13, 22]. For stable nuclei, the radii follows a simple trend [4], with

$$
\begin{equation*}
R=r_{0} A^{1 / 3} \tag{1.8}
\end{equation*}
$$

using a typical radius parameter $r_{0}=1.25 \mathrm{fm}$. For halo nuclei, however, the radius can be much larger. This is demonstrated in Figure 1.5, which shows the $R_{r m s}$ for several light


Figure 1.5: The root mean square radii of several light nuclei, deduced from the interaction cross section. There is a large enhancement in radius between ${ }^{9} \mathrm{Li}$ and ${ }^{11} \mathrm{Li}$ which deviates from the normal $A^{1 / 3}$ trend. This measurement was the first indication of the halo structure in ${ }^{11} \mathrm{Li}$. Figure from Ref. [13].
nuclei determined from the interaction cross sections [13]. There is a clear enhancement in the radius for ${ }^{11} \mathrm{Li}$ which deviates from the trend shown by several other nuclei.

Another means to identify halo nuclei is measurement of the momentum distribution of fragments following removal of the halo nucleon. These measurements are made by bombarding the nucleus on a light target at high incident beam energy, and the momentum of the recoiling nuclear fragment can be measured either parallel or transverse to the direction of the beam [23]. The momentum distribution of the fragments can be related to the momentum of the removed nucleon, where a narrow distribution of the fragment indicates a low momentum of the nucleon within the halo nucleus. The relation between a large radius
and a narrow momentum distribution following nucleon removal has been interpreted within the context of the uncertainty principle, where a wave function with a larger spatial distribution has a lower momentum [15]. The combined results present a consistent picture of the structure of the halo with a weakly bound nucleon with an extended, low-momentum wave function.

The third type of measurement which is useful for studying halo nuclei is Coulomb breakup reactions. In this measurement, the halo nucleus is incident on a heavy, high- $Z$ target at a high beam energy. The absorption of a virtual photon from the strong Coulomb field of the target causes the halo nucleon to be released into the continuum. The energy and momentum of both the nuclear fragment and the emitted nucleon are measured, and the relative energy spectrum of the breakup is reconstructed from the invariant mass of the fragment and nucleon. The energy distribution of the breakup can be related to the wave function of the halo [18] as

$$
\begin{equation*}
\left.\frac{d \sigma_{C D}}{d E_{r e l}}=\frac{16 \pi^{3}}{9 \hbar c} N_{E 1}\left(E_{x}\right)\left|\langle q| \frac{Z e}{A} r Y_{m}^{1}\right| \Phi(\vec{r})\right\rangle\left.\right|^{2} \tag{1.9}
\end{equation*}
$$

where $\sigma_{C D}$ is the Coulomb dissociation cross section as a function of the relative breakup energy $E_{r e l}, N_{E 1}\left(E_{x}\right)$ is the number of virtual photons for excitation, $\langle q|$ is the wave function of the nucleon in the continuum, $Y_{m}^{1}$ is an $\ell=1$ spherical harmonic, and $|\Phi(\vec{r})\rangle$ is the wave function of the halo nucleus before breakup. Because of the large radial wave function, the most important component of Coulomb breakup of halo nuclei is the electric dipole, or $E 1$ breakup [18]. The $E 1$ operator has the form $r Y^{1}$, and the radial term provides a sensitive probe of the wave function for a halo. Several measurements have revealed large breakup cross sections at low excitation energies, which have been observed as a feature


Figure 1.6: A plot showing an example of the distribution of the $E 1$ and $M 1$ strengths in heavy nuclei. The pygmy dipole resonance is located at lower energy than the giant dipole resonance (GDR). For lighter neutron-rich nuclei, the low-energy $E 1$ response is due to a soft dipole excitation without a resonance character. Figure from Ref. [24].
unique to halo nuclei [25]. An example of the distribution of the $E 1$ strength in nuclei is in Figure 1.6, which shows the typical distribution of the electric dipole ( $E 1$ ) and magnetic dipole (M1) responses. At high excitation energies, there is a large component from the Giant Dipole Resonance (GDR). However, at low excitation energies, there are additionally smaller resonances. For heavy nuclei, these are called pygmy resonances, but for light halo nuclei, the low-energy strength is in the form of soft-dipole modes, which was originally interpreted as a motion of the outer neutrons against the nuclear core [26]. This soft-dipole mode has been well-studied for halo nuclei. However, the magnetic response of halo nuclei is not as well studied, hampering detailed characterization of halo systems.

In addition to their interest from a structure perspective, halo nuclei have attracted interest for their use in nuclear reactions. For example, the neutron-capture reaction has been studied for ${ }^{14} \mathrm{C}$ leading to the ground-state halo in ${ }^{15} \mathrm{C}$ [27-29]. In this case, the extended
wave function of the halo neutron in ${ }^{15} \mathrm{C}$ leads to the dominance of $p$-wave capture, which is distinct from most astrophysical capture reactions, where the $s$-wave capture reaction is usually dominant [29]. In addition, several light neutron-halo nuclei have been investigated in fusion reactions to observe a possible enhancement of the fusion cross section. The use of neutron-rich nuclei is regarded as useful in the synthesis of neutron-rich heavy elements with $Z>114$ [30]. However, the results of these studies are mixed, with some reporting enhancement of cross sections below the Coulomb barrier [31, 32], while others show no enhancement [33, 34]. The suppression of the cross section above the Coulomb barrier has been explained as a strong preference for the neutron transfer reaction, a phenomenon unique to halo nuclei [35].

### 1.4 Electromagnetic Transitions

One of the most useful ways to study and characterize nuclear structure is by measuring gamma-ray transitions between bound states in nuclei. Measurement of gamma rays gives direct access to the electromagnetic properties of nuclei. The probability to emit a gamma ray, which is directly related to the lifetime of a state, can be related to the wave functions of the initial $\left(\psi_{i}\right)$ and final $\left(\psi_{f}\right)$ states of the nucleus as

$$
\begin{equation*}
\lambda(\sigma L)=\frac{8 \pi(L+1)}{\hbar L[(2 L+1)!!]^{2}}\left(\frac{E_{\gamma}}{\hbar c}\right)^{2 L+1} \frac{\left|\left\langle\psi_{f}\|\mathcal{M}(\sigma L)\| \psi_{i}\right\rangle\right|^{2}}{2 J_{i}+1} . \tag{1.10}
\end{equation*}
$$

Here, $\lambda(\sigma L)$ is the rate of the transition between initial and final states $\psi_{i}$ and $\psi_{f}$. The decay can be either electric $(\sigma=E)$ or magnetic $(\sigma=M)$ in nature, with a multipolarity $L$. The most common multipolarities are dipole $(L=1)$ and quadrupole $(L=2) . E_{\gamma}$ is the
energy of the decay. $\mathcal{M}(\sigma L)$ is the electromagnetic operator which governs the transition. The last term in Equation 1.10 is the reduced transition probability $B(\sigma L ; i \rightarrow f)$ :

$$
\begin{equation*}
B(\sigma L ; i \rightarrow f)=\frac{\left|\left\langle\psi_{f}\|\mathcal{M}(\sigma L)\| \psi_{i}\right\rangle\right|^{2}}{2 J_{i}+1} \tag{1.11}
\end{equation*}
$$

This term contains all of the structure information about the initial and final states. The electric and magnetic operators have distinct forms and depend on the multipolarity of the transition:

$$
\begin{align*}
\mathcal{M}(E L) & =\sum_{k=p, n} e_{k}\left(r_{k}\right)^{L} Y_{m}^{L}\left(\theta_{k}, \phi_{k}\right)  \tag{1.12}\\
\mathcal{M}(M L) & =\sum_{k=p, n}\left[g_{s, k} \vec{s}_{k}+\frac{2}{L+1} g_{\ell, k} \vec{\ell}_{k}\right] \cdot \nabla_{k}\left[\left(r_{k}\right)^{L} Y_{m}^{L}\left(\theta_{k}, \phi_{k}\right)\right] \mu_{N} \tag{1.13}
\end{align*}
$$

Both operators are summed over each of the $k$ nucleons. The charges of the nucleons are represented by $e_{k}$, with $e_{p}=+e$ and $e_{n}=0$. The $Y_{m}^{L}$ are the spherical harmonics. The spin and orbital $g$-factors of the nucleons are represented by $g_{s, k}$ and $g_{\ell, k}$, respectively, and $\mu_{N}=0.105 \mathrm{efm}$ is the nuclear magneton. In order to determine the lifetime $\tau$ of a state, the total rate must be calculated from all transitions from the initial state to all possible final states:

$$
\begin{equation*}
\frac{1}{\tau}=\lambda=\sum_{\sigma L} \lambda(\sigma L) \tag{1.14}
\end{equation*}
$$

Thus, measurement of the lifetime of a gamma-ray decay can provide detailed information about the structure of a nucleus.

It is important to consider what types of gamma decay can be present for a given initial excited state. The available decays between the initial and final states are constrained by
the angular momentum $J$ and parity $\pi$ of both the initial and final states. Most importantly, the angular momenta of the initial and final states cannot differ by more than the angular momentum of the gamma ray:

$$
\begin{equation*}
\left|J_{i}-J_{f}\right| \leq L \leq J_{i}+J_{f} \tag{1.15}
\end{equation*}
$$

This is called the triangle rule because it is a constraint that arises from the conservation of angular momentum, so that the vectors $\vec{J}_{i}, \vec{J}_{f}$, and $\vec{L}$ must form a closed triangle. In addition, consideration must be made for the parity $\pi$ of the states, which can either be positive or negative. If the parity of the final state is the same as the initial state, then the parity of the electromagnetic operator must be $\Delta \pi=+1$. If the states have opposite parity, then the parity of the operator must be $\Delta \pi=-1$. The parity of the electric and magnetic operators are given by

$$
\begin{align*}
\Delta \pi(E L) & =(-1)^{L}  \tag{1.16}\\
\Delta \pi(M L) & =(-1)^{L+1} \tag{1.17}
\end{align*}
$$

These conditions limit the multipolarities $\sigma L$ for allowed transitions, which are summed in Equation 1.14. Because the coefficient in the front of Equation 1.10 depends strongly on $L$, the transition rate decreases drastically for increasing $L$. This means that, for a given pair of initial and final states, usually only the transition with the lowest multipolarity contributes significantly to the lifetime.

Because of the $2 L+1$ dependence in Equation 1.10, the absolute transition rates depend strongly on the transition energy $E_{\gamma}$. In order to understand the relative strength of a tran-
sition, the Weisskopf unit is introduced, which provides an estimate of the transition rate for a given multipolarity [36]. The estimation is made by assuming that the transition is caused by a single proton moving between pure single-particle shell-model states. Additionally, the calculation assumes that the radial wave functions of the initial and final states are constant within the nucleus, with a sphere whose radius is given by Equation 1.8. Weisskopf estimates for the electric and magnetic strengths are defined as

$$
\begin{align*}
B(E L) & =\frac{1}{4 \pi}\left[\frac{3}{L+3}\right]^{2}\left(1.2 A^{1 / 3}\right)^{2 L} e^{2} \mathrm{fm}^{2 L}  \tag{1.18}\\
B(M L) & =\frac{10}{\pi}\left[\frac{3}{L+3}\right]^{2}\left(1.2 A^{1 / 3}\right)^{2 L-2} \mu_{N}^{2} \mathrm{fm}^{2 L-2} \tag{1.19}
\end{align*}
$$

These estimations normalize the transition strengths for different nuclei and provide an estimation of the number of nucleons participating in the transition. For example, if a transition has a strength on the order of 1 W.u., then that is an indication that the transition is likely a pure single-particle transition. If the strength is much greater than the Weisskopf estimate, then it is likely that more than one nucleon is involved, and the states are considered to be collective states.

### 1.5 Nuclear Reactions

One of the most important methods for observing halo nuclei is the measurement of the momentum distributions of nuclei following breakup reactions. Early measurements were based on fragmentation reactions, in which a stable beam is accelerated to high energy, typically above $100 \mathrm{MeV} /$ nucleon, and reacts on a stationary target. Fragments, which have any number of nucleons removed from the projectile nucleus, are then detected after emerging
from the target. The momentum of the fragments is measured, either along the direction of the incoming beam (parallel momentum $p_{\|}$) or in a direction perpendicular to the beam (transverse momentum $p_{\perp}$ ). The interpretation of the momentum distributions was based on the Goldhaber description [37], in which the distribution of fragments was described by a Gaussian form with a momentum width parameter $\sigma$ given by

$$
\begin{equation*}
\sigma^{2}=\sigma_{0}^{2} \frac{A_{F}\left(A-A_{F}\right)}{A-1} \tag{1.20}
\end{equation*}
$$

where $\sigma$ is the observed width, $A$ and $A_{F}$ are the mass numbers of the beam and fragment, respectively, and $\sigma_{0}$ is a constant which is usually in the range $70-90 \mathrm{MeV} / \mathrm{c}$. This can be seen in Figure 1.7(a), which shows the transverse momentum of ${ }^{6} \mathrm{He}$ fragments following fragmentation of a ${ }^{8} \mathrm{He}$ beam at $790 \mathrm{MeV} /$ nucleon [15]. One of the earliest indications of a halo nucleus came from the momentum distribution of ${ }^{9} \mathrm{Li}$ following the removal of two neutrons from ${ }^{11} \mathrm{Li}$ [15]. Here, the distribution included a component which was much narrower than that expected from Equation 1.20. This can be seen in Figure 1.7(b), where the narrow distribution with $\sigma_{0}=23 \mathrm{MeV} /$ nucleon is seen on top of a distribution with the more typical $\sigma_{0}=71 \mathrm{MeV} /$ nucleon. The narrow distribution was discussed as resulting from the weak binding energy of the two valence neutrons in ${ }^{11} \mathrm{Li}$. Along with this result came new insights into the reaction dynamics. First, it was noted that the momentum distribution of the projectile-like fragment matches the distribution of the removed nucleons [15]. Second, the momentum distribution could be qualitatively understood in terms of Heisenberg's uncertainty principle. Larger spatial distributions for the neutron wave functions in halo systems lead to narrow momentum distributions following their removal [15, 25]. Thus, the observation of the narrow momentum distribution indicated both a small momentum of the


Figure 1.7: Transverse momentum distributions of (a) ${ }^{6} \mathrm{He}$ following two-neutron removal of ${ }^{8} \mathrm{He}$ and (b) ${ }^{9} \mathrm{Li}$ following two-neutron removal of ${ }^{11} \mathrm{Li}$. The narrow component in (b) is indicative of the extended wave function of the removed neutrons. Figure from Ref. [15].
valence neutrons and a large neutron wave function, providing a consistent picture for the halo structure in ${ }^{11} \mathrm{Li}$.

More recent developments in theory have allowed for a direct connection between momentum distributions and the single-particle structure of nucleons by using single-nucleon knockout reactions [23]. Theoretical momentum distributions can be calculated for a given wave function for a nucleon within the projectile, and the shape of these distributions are sensitive to the angular momentum of the wave function. This can be seen in Figure 1.8, which shows the parallel momentum $p_{\|}$of ${ }^{18} \mathrm{C}$ nuclei following the one-neutron knockout reaction of ${ }^{19} \mathrm{C}$ at $57 \mathrm{MeV} /$ nucleon [23]. The data are compared to theoretical curves for


Figure 1.8: Parallel momentum distribution of ${ }^{18} \mathrm{C}$ following one-neutron knockout of ${ }^{19} \mathrm{C}$. Data points in black are compared to theoretical calculations for $\ell=0$ (solid line) and $\ell=2$ (dashed line) neutron removal. Figure from Ref. [23].
$\ell=0$ (s-wave) and $\ell=2$ ( $d$-wave) neutron removal. The difference in the two curves provides a clear way to extract the angular momentum of the valence neutron, and confirms the low angular momentum of the halo neutron in the ground state of ${ }^{19} \mathrm{C}$. By tagging on gamma-rays which are coincident with outgoing fragments, this method can be used to extract exclusive cross sections leading to both ground and excited states of the reaction products. Thus, measurement of momentum distributions following single-nucleon knockout reactions has become a powerful tool for nuclear structure determination.

## Chapter 2

## Experimental Techniques

In the present study, the $M 1$ transition rate for the $3 / 2^{+} \rightarrow 1 / 2_{\text {g.s. }}^{+}$transition in ${ }^{19} \mathrm{C}$ was measured using the line-shape technique and Recoil Distance Method. Both techniques are based on gamma-ray spectroscopy using a fast beam of radioactive nuclei. The ${ }^{19} \mathrm{C}$ nuclei were produced with a one-proton knockout reaction from a beam of ${ }^{20} \mathrm{~N}$, and the reaction data was analyzed to confirm the spin-parity assignments of the states in ${ }^{19} \mathrm{C}$ as well as the ground state in ${ }^{20} \mathrm{~N}$. The following sections give an overview of the use of gamma-ray spectroscopy with radioactive ion (RI) beams, introduce the methods used to extract the lifetime of nuclear excited states from the gamma-ray spectra, and discuss the theoretical basis for knockout reactions with fast RI beams.

### 2.1 Development of Radioactive Ion Beams

The ability to produce beams of radioactive nuclei out to the proton and neutron drip lines has been an important step in the progress of nuclear structure studies [38]. Beams of radioactive nuclei are produced from high-energy reactions of stable beams. Because of the high energy at which the radioactive secondary beams are produced, the RI beams can be used in secondary reactions to study the structure of the radioactive nuclei. The use of inverse kinematics, which uses a heavy beam and light target, in combination with the high RI beam energy, means that secondary reaction products are forward-focused. This allows


Figure 2.1: A schematic of the photoelectric effect. A photon is absorbed by an electron bound within an atom. The electron gains energy equal to the difference of the photon energy and its binding energy within the atom. The remaining positively charged ion also gains a small amount of recoil momentum.
for event-by-event tracking of the reaction products [23]. One challenge to overcome with the use of RI beams is lower intensities relative to stable beams. This problem is offset by the ability to use thick secondary reaction targets on the order of $\mathrm{g} / \mathrm{cm}^{2}$, since the total reaction yield is given by the product of the cross section and target thickness. For example, Coulomb excitation reactions with radioactive beams can be performed with rates of only a few particles per second [38]. Besides the low intensities, another challenge to using RI beams is the Doppler broadening of gamma rays emitted in flight. This has motivated the development of position-sensitive germanium detectors [39, 40], allowing for detailed gamma spectroscopy of radioactive nuclei. These advancements have made gamma-ray spectroscopy with fast RI beams a powerful tool to study exotic nuclei, and in-flight techniques for gammaray spectroscopy have been successfully applied to several types of experiments, such as knockout reactions [41], transfer reactions [42], and lifetime measurements [43].

### 2.2 Gamma-ray interactions in matter

Gamma-ray detectors measure the energy deposited in matter by incident gamma rays. In contrast to charged particles, which lose energy continuously when moving through matter,


Figure 2.2: A schematic of the Compton scattering process. In this case, the electron is considered to be a free particle, and the photon is scattered elastically off of the electron. The energy of the photon changes depending on the scattering angle.
photons deposit larger amounts of energy in discrete interactions. In the energy range of the gamma spectrum, photons interact primarily in three ways: photoelectric absorption, Compton scattering, and pair production. In all three interactions, photons transfer most of their energy to electrons, which are ultimately slowed down inside of the detector as they lose kinetic energy through continuous collisions with the surrounding atoms.

The first way a photon can deposit energy into a material is through the photoelectric effect. The process is illustrated in Figure 2.1. In this process, a photon is incident upon an electron which is bound within an atom. The electron is ejected from the atom, and the photon disappears. The energy $E_{e}$ of the ejected electron is given by

$$
\begin{equation*}
E_{e}=E_{\gamma}-E_{b} \tag{2.1}
\end{equation*}
$$

where $E_{\gamma}$ is the energy of the incident photon, and $E_{b}$ is the binding energy of the electron within the atom. In order to conserve momentum, the rest of the atom also receives some recoil momentum. However, because the atom is much heavier than the electron, the recoil energy of the atom can be neglected. At gamma-ray energies around 1 MeV , the binding energy of the outer electrons is much smaller than the photon energy, so that almost all of the photon energy is transferred to the kinetic energy of the electron.

The second process is Compton scattering. The process is illustrated in Figure 2.2. In this process, a photon is elastically scattered off of a free electron. In reality, electrons are typically bound within an atom, but the binding energy for outer electrons where the scattering usually occurs is much smaller than the energy transferred to the electron, so this is neglected. During the scattering process, the photon is deflected at some angle relative to its initial motion and transfers energy and momentum to the electron. Due to the conservation of energy and momentum, the energy loss of the photon depends on the scattering angle. The final energy $E_{\gamma}^{\prime}$ of a photon with incident energy $E_{\gamma}$ is given by

$$
\begin{equation*}
E_{\gamma}^{\prime}=\frac{E_{\gamma}}{1+\left(E_{\gamma} / m_{e} c^{2}\right)(1-\cos \theta)} \tag{2.2}
\end{equation*}
$$

where $m_{e} c^{2}=511 \mathrm{keV}$ is the rest-mass energy of the electron and $\theta$ is the scattering angle of the photon. The energy of the recoiling electron is the difference between the incident and final energies of the photon:

$$
\begin{equation*}
E_{e}=\frac{\left(E_{\gamma}\right)^{2}(1-\cos \theta)}{m_{e} c^{2}+E_{\gamma}(1-\cos \theta)} \tag{2.3}
\end{equation*}
$$

Two extremes of the electron's energy can be noted. For a small scattering angle $\theta \approx 0$, the photon retains almost all of its energy, and $E_{e} \approx 0$. At the maximum scattering angle, $\theta=\pi$, the photon transfers the maximum energy, and

$$
\begin{equation*}
E_{e}=\frac{2\left(E_{\gamma}\right)^{2}}{m_{e} c^{2}+2 E_{\gamma}} \tag{2.4}
\end{equation*}
$$

Scattering can happen at any angle between these two extremes, and the differential cross


Figure 2.3: A schematic of pair production. Here, the incoming photon interacts with the strong electric field of the atomic nucleus and disappears, creating an electron and a positron. The energy of the photon is split between the mass of the electron-positron pair and the kinetic energy transferred to the electron and positron. The nucleus also gains a slight recoil momentum. After being slowed down in the surrounding material, the positron annihilates with a second electron, creating two photons with energies of 511 keV . These annihilation photons are emitted in opposite directions.
section for Compton scattering is given by the Klein-Nishina formula [44]:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=Z r_{e}^{2}\left(\frac{1}{1+\alpha(1-\cos \theta)}\right)^{2}\left(\frac{1+\cos ^{2} \theta}{2}\right)\left(1+\frac{\alpha^{2}(1-\cos \theta)^{2}}{\left(1+\cos ^{2} \theta\right)[1+\alpha(1-\cos \theta)]}\right) \tag{2.5}
\end{equation*}
$$

where $Z$ is the atomic number of the material, $r_{e}=2.82 \times 10^{-15} \mathrm{~m}$ is the classical electron radius, and $\alpha=E_{\gamma} / m_{e} c^{2}$ is the ratio of the photon energy and electron rest-mass energy. After scattering, the new lower-energy photon can then go on to scatter again or be absorbed.

The final process is pair production and is illustrated in Figure 2.3. Here, a photon interacts with the strong electric field within a nucleus and disappears while creating an electron-positron pair. A positron is the anti-particle of the electron, meaning it has the same mass, size, and intrinsic spin as the electron, but is positively charged. The total kinetic energy of the electron-positron pair is equal to the difference of the photon energy and twice the electron rest-mass energy:

$$
\begin{equation*}
K E_{e^{-}}+K E_{e^{+}}=E_{\gamma}-1.022 \mathrm{MeV} \tag{2.6}
\end{equation*}
$$

Because of the energy that goes into creating the electron-positron pair, this process cannot happen below photon energies of 1.022 MeV , and the process does not become important until several MeV . As in the case of photoelectric absorption, the nucleus gains some of the incident momentum, but its energy can be ignored. The electron and positron then lose energy as they move through the material. When the positron is at rest, it then encounters a second electron, and the two particles annihilate each other and create two photons. The two photons are both created with the energy equal to the electron rest-mass energy, 511 keV . Additionally, because both the electron and positron were essentially at rest before annihilation, they have zero total momentum, which means the two photons must also have zero total momentum. Thus, the two photons are emitted in opposite directions with equal momentum, and they each have an energy of 511 keV . These annihilation photons may go on to interact in the surrounding material via photoelectric absorption or Compton scattering, or may escape from the material. The main consequence of exiting the material is that the energy of the incident photon is only partially deposited in the surrounding material.

A comparison of the cross sections for these three processes is shown in Figure 2.4. The attenuation (in $\mathrm{cm}^{2} / \mathrm{g}$ ) in germanium is shown as a function of energy in the range 1 keV to 100 MeV . It is clear that at energies below about 100 keV , the photoelectric absorption dominates. Between about 200 keV and 1 MeV , Compton scattering is the most common process. Above several MeV , pair production becomes dominant. Most nuclear transitions have energies between about 50 keV and 5 MeV , so all three processes are relevant for gamma-ray spectroscopy measurements of atomic nuclei.


Figure 2.4: Absorption cross sections in solid germanium, plotted as attenuation, for energies between 1 keV and 100 MeV . The plot shows the cross sections for photoelectric absorption (red), Compton scattering (blue), and pair production (magenta). The sum of the three processes is shown in black. Data from the XCOM database [45].

### 2.3 Relativistic Doppler effect

Lifetime measurements of excited nuclear states are done by measuring gamma rays emitted from these excited states. The present experiment involves measuring gamma rays emitted from a radioactive beam moving at a significant fraction of the speed of light. For such relativistic sources, the emitted gamma rays are significantly Doppler-shifted in the frame
of the laboratory. The energy of gamma rays observed in a laboratory frame is given by the Doppler-shift equation:

$$
\begin{equation*}
E_{o b s}=\frac{E_{c m}}{\gamma(1-\beta \cos \theta)} \tag{2.7}
\end{equation*}
$$

Here, $E_{o b s}$ is the energy of the photon observed in the laboratory frame, $E_{c m}$ is the transition energy in the center-of-mass frame of the moving source, $\beta=v / c$ is the speed of the moving source relative to the speed of light, and $\theta$ is the angle of the photon emission relative to the motion of the source, measured in the laboratory frame. The Lorentz factor $\gamma$ is given by

$$
\begin{equation*}
\gamma=\frac{1}{\sqrt{1-\beta^{2}}} \tag{2.8}
\end{equation*}
$$

The observed energy of a gamma ray depends on both the direction it is emitted and the speed of the moving source. For small angles of gamma emission (in the same direction as the motion of the source), the energy observed in the laboratory frame is increased relative to the center-of-mass energy. At large angles of emission (in the opposite direction of the moving source), the laboratory-frame energy is decreased relative to the center-of-mass. For larger speeds, the deviation from the center-of-mass energy increases at all angles, while for smaller speeds ( $\beta \approx 0$ ), the observed energy approaches the center-of-mass energy.

In order to deduce the true decay energy of a gamma ray, a Doppler-shift correction is performed, which is the inverse of Equation 2.7:

$$
\begin{equation*}
E_{D C}=E_{o b s} \gamma(1-\beta \cos \theta) \tag{2.9}
\end{equation*}
$$

Here, $E_{D C}$ is the Doppler-corrected energy. This correction is made using experimentally determined quantities. The angle of emission is determined by the interaction point within a
detector relative to the beam trajectory at the reaction target, and the speed of beam nuclei can be measured after the reaction.

When dealing with a gamma-ray detector used with fast beams, there are three sources of uncertainty to the final energy resolution of Doppler-corrected gamma-rays. These effects include the uncertainty in the velocity $(\Delta \beta)$ of the beam, the uncertainty in the emission angle $(\Delta \theta)$ of the gamma ray, and the intrinsic resolution $\left(\Delta E_{\text {intr }}\right)$ of the detector [39]. These three effects are added in quadrature to give the total energy resolution:

$$
\begin{equation*}
\left(\frac{\Delta E_{\gamma}}{E_{\gamma}}\right)^{2}=\left(\frac{\beta \sin \theta}{1-\beta \cos \theta}\right)^{2}(\Delta \theta)^{2}+\left(\frac{\beta-\cos \theta}{\left(1-\beta^{2}\right)(1-\beta \cos \theta)}\right)^{2}(\Delta \beta)^{2}+\left(\frac{\Delta E_{\text {intr }}}{E_{\gamma}}\right)^{2} \tag{2.10}
\end{equation*}
$$

These are plotted in Figure 2.5, where the relative contributions of each term are shown as a function of the angle of gamma-ray emission measured in the laboratory. The values used in Figure 2.5 are based on those used in Ref. [39]. Actual values for each term depend on the experimental conditions, but generally the effects of each term are clear from the figure. The contribution from the angular uncertainty $\left(\Delta E_{\theta}\right)$ is largest at central angles of $\theta \approx 40^{\circ}-100^{\circ}$ and vanishes at large and small angles. The uncertainty due to the uncertainty in velocity $\left(\Delta E_{\beta}\right)$ has the opposite effect: it is largest at large and small angles, and smallest at central angles. The intrinsic energy resolution of a detector depends on the energy of detected gamma-rays. Because the Doppler-shifted energy depends on the angle, there is an angular dependence of the intrinsic resolution. This angular dependence is minimal, however, and the intrinsic resolution is smaller than the sum of the other two components at all angles. In general, all of the contributions to the uncertainty are larger at higher beam velocities, and for a stationary source only a constant intrinsic resolution is present. The sensitivity to the different components for fast beams can be exploited in well designed gamma-ray


Figure 2.5: A graph showing the relative contributions the energy resolution as described in Equation 2.10. The red line shows the resolution due to the uncertainty in the angle of emission, the blue line shows the effect due to the uncertainty in velocity, and the green line shows the intrinsic energy resolution. The black line shows the total resolution when the three effects are added in quadrature. The curves are calculated with the values $\beta=0.43$, $\Delta \beta=0.008, \Delta \theta=1.5^{\circ}$, and $\Delta E_{\text {intr }}=0.002 \mathrm{MeV}$ for a 1 MeV gamma ray in the center-ofmass frame.
measurements, and this forms the basis for the lifetime measurement techniques described in the following sections.

In many experimental cases, the Doppler-corrected energy is not necessarily equal to the center-of-mass energy of the gamma ray. Exploiting the difference between these two values is key to the lifetime measurement techniques which have been developed to study excitedstate lifetimes using fast radioactive beams. The following sections discuss two techniques used in an experiment with ${ }^{19} \mathrm{C}$ which will be discussed in this thesis. The two methods, the line-shape method and the Recoil Distance method (RDM), rely on precise measurements
of Doppler-shifted gamma rays. The two methods are complementary in their sensitivity to lifetimes; the line-shape method is useful for lifetimes on the order of $100 \mathrm{ps}-10 \mathrm{~ns}$, while the RDM is better suited for shorter lifetimes on the order of $1 \mathrm{ps}-1 \mathrm{~ns}$. In addition to lifetime measurements, the theoretical framework for the one-nucleon knockout reaction is presented, which was used to produce ${ }^{19} \mathrm{C}$ in the same experiment. While the lifetime measurements were used exclusively to study the structure of the excited states in ${ }^{19} \mathrm{C}$, the knockout reaction was used to study the ground state of ${ }^{20} \mathrm{~N}$ as well as all the bound states in ${ }^{19} \mathrm{C}$.

### 2.4 Line-shape Method

The first part of the experiment was based on the so-called line-shape method [46, 47]. This technique is based on the emission-point distribution of gamma rays emitted in-flight after a reaction target. For a beam with velocity $\beta c$ and an excited-state lifetime $\tau$, gamma-ray decays are distributed exponentially along the beam line, and the average decay position $z$ along the beam line is given by

$$
\begin{equation*}
z=\tau \gamma \beta c \tag{2.11}
\end{equation*}
$$

At a velocity of $\beta \approx 0.3$, the beam moves about 1 mm in 10 ps . If the lifetime of the excited-state decay is more than 100 ps , then decays occur, on average, several centimeters downstream of the target. This shift in $z$ results in a change in the emission angle $\theta$ of detected gamma rays. The change in the observed energy $d E_{\gamma}$ resulting from a change $d \theta$ in the emission angle is given by

$$
\begin{equation*}
\frac{d E_{\gamma}}{d \theta}=-\frac{\beta \sin \theta}{1-\beta \cos \theta} E_{\gamma} \tag{2.12}
\end{equation*}
$$

In the Doppler correction of experimentally observed gamma rays, the emission angle $\theta$ is calculated using the measured interaction point of the gamma ray within the detector and assuming the gamma rays are emitted from the target position. Any change in the $z$ position cannot be taken into account in the Doppler correction, so decays that occur downstream from the target will appear in the Doppler-corrected spectrum at energies below the true decay energy. Because the decays are spread out continuously across the path of the beam, the result is a shift in the centroid of the Doppler-corrected peak as well as a tail extending to low energies. Both of these effects are increased for longer lifetimes.

The line-shape effect is demonstrated in Figure 2.6. In Figure 2.6(a), three different decay curves for lifetimes between 100 ps and 1 ns are shown for a beam exiting a target. Figure 2.6(b) shows simulated Doppler-shift corrected spectra for each lifetime. A reference spectrum for a decay with no lifetime is also plotted. The peak without any lifetime effects is narrow and symmetric, while peaks arising from the long lifetimes are shifted to lower energies and exhibit asymmetry due to long tails at low energy. As the lifetime increases, the tail becomes wider and flatter. The sensitivity of the peak shapes to the lifetime depends on the experimental conditions. For a detector which is located on the order of 10 cm from the beam line, the effect becomes noticeable when the average decay position $z$ is at least several millimeters behind the target, which corresponds to a lifetime around 100 ps for $\beta \approx 0.3$. The upper limit of sensitivity is determined by the size of detectors, so that if the average decay position is larger than the detector size, most decays cannot be detected. In this case, the peak shape becomes flat and loses all sensitivity to the lifetime. For a detector size of several tens of centimeters, the practical upper limit of the lifetime for this method is around 10 ns .


Figure 2.6: An illustration of the principles of the line-shape technique for determining lifetimes. In (a), three decay curves for lifetimes in the range of $100 \mathrm{ps}-1 \mathrm{~ns}$ are shown for a beam exiting a reaction target. Simulated Doppler-shift corrected spectra corresponding to each lifetime are shown in (b), as well as a peak for a decay with no lifetime effect (0 ps). For longer lifetimes, the peak in the spectrum is shifted to lower energies, and a broad tail forms on the low-energy side of the peak.

### 2.5 Recoil Distance Method

The Recoil Distance Method [48] has been developed to measure the lifetime of nuclear states. The method is best suited for lifetimes between 1 ps and $1 \mathrm{~ns}\left(10^{-12}-10^{-9} \mathrm{~s}\right)$ [49]. Indeed, experiments using the technique have spanned this entire range [50, 51]. This section describes the principles of the Recoil Distance Method, and how it has been adapted for current experiments with radioactive beams.

The early application of the Recoil Distance Method to study nuclear lifetimes with lowenergy experiments with stable beams is described in Ref. [52] and illustrated in Figure 2.7.

The method uses a device called a plunger, which holds a thin target material and a thicker stopper material, which are separated along the beam line. The distance can be adjusted by moving the stopper relative to the fixed target. A nuclear reaction occurs within the target, creating a nucleus in an excited state. The nucleus then exits the target, moving toward the stopper which is separated from the target by a well defined distance $D$. The reaction on the target is defined to happen at time $t=0$, and the time of flight $t_{f}=D / v$ of the beam across the target-stopper separation depends on $D$ and the velocity $v$ of the beam after the target. If the average lifetime $\tau$ of the nuclear excited state is similar to the time of flight, then some nuclei will decay while in flight in front of the stopper, and the remaining nuclei will decay after being stopped. If a decay occurs while the beam is in flight, the gamma ray energy in the laboratory frame will be Doppler-shifted according to Equation 2.7. If the decay occurs after the beam has stopped in the target, there will be no Doppler shift in the energy. Thus two peaks appear in the Doppler-corrected gamma-ray spectrum: a shifted and an unshifted peak. The intensities of the two peaks ( $I_{s}$ and $I_{u}$, respectively) depend on the relative magnitudes of $\tau$ and $D / v$ :

$$
\begin{align*}
& I_{s}=N\left(1-e^{-D / v \tau}\right)  \tag{2.13}\\
& I_{u}=N e^{-D / v \tau} \tag{2.14}
\end{align*}
$$

where $N$ is the total number of gamma rays emitted. Measurement of the peak intensities can be made at several distances, and the ratio

$$
\begin{equation*}
R=\frac{I_{u}}{I_{s}+I_{u}}=e^{-D / v \tau} \tag{2.15}
\end{equation*}
$$



Figure 2.7: A diagram illustrating the principles of the Recoil Distance Method. After reacting inside the target, the beam travels the distance $D$ with a time of flight $t_{f}$. Once entering the stopper, the beam slows down during time $t_{s}$, with $t_{s} \ll t_{f}$. A detector detects gamma rays emitted from an angle $\theta$ relative to the beam. Gamma rays $\gamma^{\prime}$ emitted during the time of flight $t_{f}$ are shifted in energy, while gamma rays $\gamma_{0}$ emitted after the beam is stopped are unshifted, creating two peaks at different energies in the gamma-ray spectrum. The lifetime is determined from the yield of the unshifted peak relative to the total gammaray yield. Figure adapted from Ref. [49].
can be determined as a function of $D$. The slope of the exponential curve gives the value $1 / v \tau$, so that $\tau$ can be determined when $v$ is known. In a stopped-beam experiment, $v$ is deduced from the energy of the Doppler-shifted peak [52].

With the availability of fast radioactive-beam facilities, the Recoil Distance Method has been adapted to improve its capabilities and sensitivities [49]. With beam speeds typically above $v / c \sim 0.3$, the beam can no longer be stopped within the plunger. Instead, the second foil is used as a degrader which lowers the velocity of the beam. The process is illustrated
in Figure 2.8. In this case, the principles of the method are the similar to the low-energy experiments. The degrader divides the beam into two regions: a fast region in front of the degrader, and a slow region behind it. The velocity of the beam in each region is distinct, creating two different Doppler-shifted energies. In the resulting gamma-ray spectrum, these are seen as a fast peak and a slow peak. For the original method, no Doppler correction of the observed gamma-ray spectrum is necessary, because the unshifted portion of the spectrum appears at the true decay energy. For experiments with a fast beam, however, both the fast and slow peaks in the spectrum are significantly Doppler-shifted. Thus, a Doppler-shift correction is required to recover the true decay energy. Typically, individual gamma-ray energies are corrected using Equation 2.9 by assuming the gamma rays are emitted at the fast velocity immediately after the target. With these assumptions, the fast peak is located at the true decay energy, and the slow peak becomes shifted to lower energies, because its Doppler correction is performed incorrectly.

One of the advantages of using the RDM with fast beams is the capability to detect the outgoing particles in coincidence with gamma rays. The particles can be identified on an event-by-event basis using time-of-flight and energy-loss measurements. Particle identification after the reaction allows for a reduction of background due to the elimination of beam contaminants in the final spectrum [49]. In addition, thicker targets may be used with fast beams, which allows for feasible reaction rates even for low beam intensities. There are, however, some complication in the analysis and interpretation of the data with the use of fast beams. Because of the target thickness, some decays may occur within the target or the degrader, reducing the intensity of the fast and slow peaks in the gamma-ray spectrum. At high energies, reactions of the secondary beam may also occur within the degrader, which increases the yields for the slow peak only. Thus, the lifetime cannot be extracted in


Figure 2.8: A schematic demonstrating the Recoil Distance Method used with a fast radioactive beam. The use of a degrader to slow down the beam creates fast (blue) and slow (green) regions along the beam path. As the separation of the target and degrader increases, more gamma decays occur in the fast region. The resulting gamma-ray spectra for each of the settings are shown on the right.
the manner described above. Instead, the lifetime is determined by comparing the data to simulations of the experiment.

### 2.6 Single-nucleon Knockout

Single-nucleon knockout reactions have become a powerful tool in the study of the singleparticle structure of nuclei [23]. These are described as direct reactions, in which a proton or neutron is removed in a single step [53]. In a knockout reaction, a projectile nucleus moving at high energy, typically above $\sim 50 \mathrm{MeV}$ per nucleon, encounters a stationary target nucleus. In the reaction, a single nucleon is removed from the projectile. In the simplest approximation of this reaction, the projectile is described as a single valence nucleon and the remaining nucleons in the projectile, where the latter components are called a core. During the reaction, the valence nucleon is removed instantaneously from the projectile while the core remains intact. Within the framework of a direct reaction, the core does not interact at all with the target, except to be elastically scattered, so that the internal configuration of the core is not changed. The knockout reaction is described theoretically in the eikonal, or Glauber model [53, 54]. Within this model, the projectile is assumed to travel in a straight line as it passes the target, and its wave function $\psi(\vec{r})$ can be separated into a plane wave and a cylindrical term:

$$
\begin{equation*}
\Psi(\vec{r})=e^{i k z} \psi(b, z) \tag{2.16}
\end{equation*}
$$

where the projectile moves in the $z$ direction with momentum $k$, and the impact parameter $b$ is the distance between the projectile's trajectory and the target. The Hamiltonian includes a term $V(b, z)$, which is the potential between the target and projectile. Applying the

Hamiltonian and ignoring second-order derivatives of $\psi$ gives the eikonal equation:

$$
\begin{equation*}
\frac{\partial \psi}{\partial z}=-\frac{i}{\hbar v} V(b, z) \psi \tag{2.17}
\end{equation*}
$$

This has the solution

$$
\begin{equation*}
\psi(b, z)=e^{i \chi(b, z)} \tag{2.18}
\end{equation*}
$$

where the eikonal phase $\chi(b, z)$ is defined as

$$
\begin{equation*}
\chi(b, z)=-\frac{i}{\hbar v} \int_{-\infty}^{z} V\left(b, z^{\prime}\right) d z^{\prime} \tag{2.19}
\end{equation*}
$$

From the eikonal phase, the elastic S-matrix $\mathcal{S}$ is defined:

$$
\begin{equation*}
\mathcal{S}=e^{i \chi(b,+\infty)} \tag{2.20}
\end{equation*}
$$

The probability to scatter off of the target elastically is given by $|\mathcal{S}|^{2}$, and the particle can be absorbed by the target if $|\mathcal{S}|^{2}<1$, which occurs for complex potentials. To calculate knockout cross sections, the S -matrices $\mathcal{S}_{c}$ and $\mathcal{S}_{v}$ are calculated separately for the core (c) and valence $(v)$ nucleon, respectively. For calculation of the S-matrices, the potential $V(b, z)$ is obtained by folding the target the target density, core nuclear or valence nucleon density, and an appropriate nucleon-nucleon potential. The target and core densities are usually taken to be a Woods-Saxon form, and the valence nucleon is assumed to be a point particle. The relative wave function of the valence nucleon within the core nucleus is calculated in a Woods-Saxon potential which is adjusted to match the experimental separation energy of the nucleon within the projectile.

There are mechanisms through which the projectile can react with the target: stripping and diffractive dissociation. The stripping reaction occurs when the valence nucleon is absorbed by the target nucleus, while the core is scattered with the remaining nucleons in the same state as before the reaction. This is an inelastic reaction in which the target does not remain in its ground state. The cross section for stripping is given by

$$
\begin{equation*}
\sigma_{s t r}=\frac{1}{2 j+1} \int \sum_{m}\left\langle\psi_{j m}\right|\left(1-\left|\mathcal{S}_{v}\right|^{2}\right)\left|\mathcal{S}_{c}\right|^{2}\left|\psi_{j m}\right\rangle d b \tag{2.21}
\end{equation*}
$$

Within the integral, the terms $\left(1-\left|\mathcal{S}_{v}\right|^{2}\right)$ and $\left|\mathcal{S}_{c}\right|^{2}$ are the respective probabilities for the valence nucleon to be absorbed and the core nucleus to scatter elastically. The $\psi_{j m}$ is the wave function of the nucleon relative to the core nucleus, and the integral is taken over the impact parameter $b$ of the center of mass of the nucleon-core system relative to the target.

Diffractive dissociation occurs when both the valence nucleon and the remaining core are scattered elastically. Because the entire reaction is elastic, the target nucleus is left intact in its ground state. The diffractive dissociation cross section is given by

$$
\begin{equation*}
\left.\sigma_{d i f f}=\left.\frac{1}{2 j+1} \int \sum_{m, m^{\prime}}\left[\left\langle\psi_{j m}\right|\left|1-\mathcal{S}_{c} \mathcal{S}_{v}\right|^{2}\left|\psi_{j m}\right\rangle \delta_{m, m^{\prime}}-\left|\left\langle\psi_{j m^{\prime}}\right|\left(1-\mathcal{S}_{C} \mathcal{S}_{v}\right)\right| \psi_{j m}\right\rangle\right|^{2}\right] d b \tag{2.22}
\end{equation*}
$$

This equation arises from the completeness of the bound and unbound wave functions of the scattered particles after the reaction, and avoids integration of the states in the continuum.

The total single-particle cross section $\sigma_{s p}$ is the sum of the stripping and diffractive dissociation cross sections, additionally including a Coulomb breakup term $\sigma_{C}$ :

$$
\begin{equation*}
\sigma_{s p}=\sigma_{s t r}+\sigma_{d i f f}+\sigma_{C} \tag{2.23}
\end{equation*}
$$

The Coulomb breakup term is due to a strong Coulomb force from high- $Z$ targets and is not important for light targets, as is the case for the current work.

The single-particle cross section is applicable only for pure single-particle states. Actual cross sections must be corrected to account for the mixture of different configurations in the wave function. These different configurations in both the initial and final wave functions mean that different nucleons may be removed to give the final state. The relative contributions for removal of the various nucleons is given by a spectroscopic factor. The spectroscopic factor is calculated from the overlap of the wave functions of the initial projectile with $A$ nucleons $\Psi_{i}^{A}$ and the core wave function with $A-1$ nucleons $\Psi_{f}^{A-1}$ :

$$
\begin{equation*}
\left\langle\Psi_{f}^{A-1} \mid \Psi_{i}^{A}\right\rangle=\sum_{n \ell j} c^{f i}(n \ell j) \psi_{n \ell j} \tag{2.24}
\end{equation*}
$$

where $\psi_{n \ell j}$ is the normalized wave function for the valence nucleon with quantum numbers $n \ell j$, and each of the $c^{f i}(n \ell j)$ is a coefficient of fractional parentage which describes the relative contribution of each single-particle wave function to connect the initial and final nuclear states. The spectroscopic factor $S^{f i}(n \ell j)$ is then given by

$$
\begin{equation*}
S^{f i}(n \ell j)=\left|c^{f i}(n \ell j)\right|^{2} \tag{2.25}
\end{equation*}
$$

The spectroscopic factor can be described as the probability that the projectile in an initial state $\Psi_{i}^{A}$ will form a core in a final state $\Psi_{f}^{A-1}$ by removing a nucleon with quantum numbers $n \ell j$. For removal of a nucleon occupying a pure single-particle state, $S^{f i}(n \ell j)=1$, and for removal of a nucleon from a fully filled orbital, $S^{f i}(n \ell j)=2 j+1$, which reflects the total number of available nucleons in the orbital. If the spectroscopic factor is calculated in the
isospin formalism, it must be replaced by $C^{2} S(n \ell j, T)$, usually simply written as $C^{2} S(n \ell j)$, where $C$ is an isospin Clebsch-Gordan coefficient. Finally, if the spectroscopic factor is calculated in a harmonic oscillator basis, there is an additional center-of-mass correction $[A /(A-1)]^{N}$ which must be applied [55], where $N=2 n+\ell$ is the major oscillator shell of the removed nucleon.

In an actual knockout experiment, the initial state of the projectile is fixed, and it is sufficient to denote the spectroscopic factor to the final state of the core with $S\left(J^{\pi}, n \ell j\right)$. The total cross section $\sigma_{t h}$ to a given final state is given by

$$
\begin{equation*}
\sigma_{t h}=\sum_{n \ell j}\left[\frac{A}{A-1}\right]^{N} C^{2} S\left(J^{\pi}, n \ell j\right) \sigma_{s p}\left(n \ell j, S_{n}^{e f f}\right) \tag{2.26}
\end{equation*}
$$

This cross section is an incoherent sum of all single-particle cross sections for the nucleon wave functions which can connect the initial projectile and final core states, normalized by each of the spectroscopic factors. In general, both the stripping and diffractive dissociation cross sections are calculated based on removing a nucleon with an effective separation energy $S_{n}^{e f f}$ :

$$
\begin{equation*}
S_{n}^{e f f}=S_{n}+E_{x}\left(J^{\pi}\right) \tag{2.27}
\end{equation*}
$$

The effective separation energy is based on the separation energy $S_{n}$ of the removed nucleon from the ground state of the projectile nucleus, and leads a state $J^{\pi}$ in the final nucleus with excitation energy $E_{x}\left(J^{\pi}\right)$.

## Chapter 3

## Experimental Devices

The present experimental work was performed at the National Superconducting Cyclotron Laboratory (NSCL) at Michigan State University. In experiments at the NSCL, a primary beam of stable nuclei is accelerated by the Coupled Cyclotron Facility (CCF) [56] in order to produce a radioactive secondary beam. The secondary beam is analyzed and purified by the A1900 fragment separator [57] and delivered to the experimental area. Secondary reactions with the radioactive beam occur on a target in the experimental area, and final reaction products are separated and identified by the S800 spectrograph [58]. The details of each of the experimental steps are described in the following sections.

### 3.1 Beam Production

At the NSCL, radioactive ion beams are produced as reaction products of stable beams on a stable target. The acceleration of the stable beam begins with the ionization of stable isotopes. The NSCL has two machines which perform this function, the Superconducting Source for Ions (SuSI) [59, 60] and the Advanced Room Temperature Ion Source (ARTEMISB) [61]. In both cases, the beam is extracted from a stable source and injected into a plasma for ionization. Gaseous species are extracted directly from a gas source, while solid sources are heated in an oven so that the atoms evaporate into the air. Within the plasma, the stable atoms are ionized through multiple collisions with energetic electrons which are


Figure 3.1: The Coupled Cyclotron Facility at the NSCL. A stable beam is created at an ion source and accelerated in the K500 and K1200 cyclotrons. The beam then reacts at the production target to create a radioactive secondary beam. The secondary beam continues through the A1900 and is then sent to the experimental area. Figure adapted from Ref. [57].
accelerated using electron cyclotron resonance. In this method, the electrons in the plasma are accelerated by applying microwave radiation, and the electrons are confined to a circular orbit by a constant magnetic field. The process can be understood by equating the Lorentz force on a moving electron in a magnetic field and the centripetal force of the resulting circular motion:

$$
\begin{equation*}
q v B=\frac{\gamma m_{e} v^{2}}{\rho} \tag{3.1}
\end{equation*}
$$

Here, $q$ is the charge of the electron, $v$ is the velocity of the electron perpendicular to the magnetic field, $B$ is the magnetic field strength, $m$ is the electron's mass, and $\rho$ is the radius of rotation. Rearranging this equation yields the cyclotron frequency $\omega_{c}$ :

$$
\begin{equation*}
\omega_{c}=\frac{q B}{\gamma m_{e}} \tag{3.2}
\end{equation*}
$$

which, in the classical limit, is independent of the energy of the electron and the radius of motion, allowing the plasma electrons to be excited many times at the same electromagnetic
frequency. After being ionized, the stable atoms are sent to the Coupled Cyclotron Facility for acceleration.

The Coupled Cyclotron Facility [56] comprises two cyclotrons: the K500 and K1200. These can be seen on the left side of Figure 3.1. The partially ionized atoms are first injected into the K500, where they are accelerated based on the cyclotron motion of the ions. The ions are confined within the cyclotron by a magnetic field, and accelerated between three sets of electrodes with radio-frequency alternating electric fields. As the ions gain energy, they remain in circular motion due to the magnetic field, but the radius $\rho$ of their orbit increases with increasing energy:

$$
\begin{equation*}
\rho=\frac{\gamma m v}{q B} \tag{3.3}
\end{equation*}
$$

Once the beam reaches the maximum energy of about $10-15 \mathrm{MeV} /$ nucleon, or the velocity $v / c \approx 0.15$, it exits the K500 through a port on the outer edge of the cyclotron. The beam is transported through a coupling beamline to the entrance of the K1200 cyclotron, where a thin carbon foil removes all or most of the remaining electrons. After entering the K1200, the acceleration process begins again, and the beam is accelerated up to a final energy of $100-200 \mathrm{MeV} /$ nucleon, or $v / c \approx 0.5$.

After the ion beam is fully accelerated by the cyclotrons, it is ejected from the K1200 and impinged on a production target to produce several radioactive species. Radioactive ions are produced in the target primarily through projectile fragmentation of the stable beam nuclei. During the projectile fragmentation process, a prefragment is first produced in an excited state. After the reaction, nucleons are statistically emitted from the prefragment, resulting in a final fragment with any number of protons or neutrons fewer than the incident nucleus. After emerging from the target, the beam is composed of many different nuclear species,
including stable and radioactive species. This is shown in Figure 3.2(a), which shows an example of all the nuclei produced by fragmentation of a stable beam of ${ }^{86} \mathrm{Kr}$, drawn on the chart of nuclides. To produce the secondary beam that is suitable for experiments, the desired isotope must be filtered from all the remaining fragmentation products. This is done through isotopic separation of the beam [62]. The beam is directed into the A1900 fragment separator [57], which consists of four superconducting dipole magnets as well as an aluminum wedge which together achieve isotopic separation. In the first step of separation, the secondary beam passes through the first two magnets, which achieve separation based on the magnetic rigidity $B \rho$ of the beam. Based on Equation 3.3, the magnetic rigidity of the beam is

$$
\begin{equation*}
B \rho=\frac{\gamma m v}{q} \tag{3.4}
\end{equation*}
$$

which depends on the momentum $\gamma m v$ and charge $q$ of the nucleus. Because the velocity of the particles remains nearly constant during fragmentation reactions, the magnetic rigidity selection is essentially a selection in the mass-to-charge ratio $A / Z$ of the beam [62]. The result of this can be seen in Figure 3.2(b), which shows the nuclei along a line of constant $A / Z$ which pass through the first two dipole magnets of the A1900. The next stage in separation occurs through the use of an aluminum degrader located between the second and third magnets of the A1900. The degrader is in the shape of a wedge to provide a variable thickness which is adjusted for each experiment. This is used to selectively decrease the velocity of the products. The energy loss of a heavy charged particle through a material is given by the Bethe-Bloch formula [44]:

$$
\begin{equation*}
\frac{d E}{d x}=-\frac{4 \pi e^{4} q^{2}}{m v^{2}} N Z\left[\ln \frac{2 m v^{2}}{I}-\ln \left(1-\frac{v^{2}}{c^{2}}\right)-\frac{v^{2}}{c^{2}}\right] . \tag{3.5}
\end{equation*}
$$



Figure 3.2: The production rates of nuclei following the fragmentation of an energetic ${ }^{86} \mathrm{Kr}$ beam at various points in the A1900. Part (a) shows the production rate immediately after the production target. Part (b) shows the rates after the first selection based on the magnetic rigidity of the beam. The straight line of accepted nuclei represents the constant $A / Z$ ratio which is isolated after traveling through the first two dipole magnets of the A1900. Part (c) shows the transmitted beam at the end of the A1900, where there is a clear selection of the mass and charge of interest.

Here, $q, m$, and $v$ are the charge, mass, and velocity of the heavy particle. $Z$ is the atomic number of the surrounding material, and $I$ is an empirically determined parameter which represents the average ionization potential of the material. After passing through the final two magnets, the beam is again separated by magnetic rigidity. In this case, the particles do not have the same velocity, and the beam is selected based on a constant ratio of $A^{2.5} / Z^{1.5}$ [62]. This is seen in Figure 3.2(c), where the final acceptance is limited to a small range of nuclei. For a given experiment, the magnetic fields and degrader thickness are adjusted to produce a secondary beam with the optimal balance of energy, intensity, and purity.

### 3.2 TRIPLEX device

At the main experimental area, the TRIple PLunger for EXotic beams (TRIPLEX) [63] was used to provide a target and degrader. This device was recently developed for lifetime measurements at the NSCL. The TRIPLEX is a modified version of the so-called single plunger and can hold up to three metal foils. The addition of a second degrader allows for new types of lifetime measurements and extends the sensitivity to lifetimes [63, 64]. A photo


Figure 3.3: A picture of the TRIPLEX plunger at the NSCL, with a diagram on the bottom. The diagram shows the various components: (A) the outer support frame, (B) one of the motors, (C) the outer tube which connects to the second degrader, (D) the central tube which connects to the first degrader, (E) the inner tube which connects to the target, (F) the target cone, (G) the first degrader cone, and (H) the second degrader cone. The radioactive beams enters the plunger from the left and encounters the foils on the far right. The picture shows the plunger with the foil frames removed. Figure from Ref. [63].
of the TRIPLEX device and a corresponding labeled diagram are shown in Figure 3.3. The TRIPLEX consists of three main parts: a support structure, bearing unit, and foil unit. This section describes each part of the plunger as well as its experimental operation.

The support structure consists of an outer frame which is attached to an inner support ring as well as a dedicated vacuum pipe which houses the TRIPLEX plunger during experiments. The support ring is the foundation for all of the immobile components in the plunger. These include the central plunger tube which holds the first degrader foil and the motors which move the inner and outer tubes. During experiments, the plunger is placed within the vacuum pipe as shown in Figure 3.4. Six screws hold the outer frame in place and can be adjusted to align the plunger foils to the beam path. The beam chamber also contains


Figure 3.4: The TRIPLEX plunger located inside the dedicated vacuum chamber. Electrical feedthroughs for control and monitoring of the device are visible in (a). The close-up view in (b) shows the screws which are used to align the plunger to the beam path. Figure from Ref. [63].
two sets of electrical feedthroughs, which allows the cabling for control and monitoring of the plunger to be connected through the beam pipe.

The bearing unit of the plunger comprises three concentric tubes which attach to the three plunger foils. The tubes can be seen in Figure 3.5. The middle tube is attached to the inner support ring and is fixed in place. The inner and outer tubes are held in place by four sliding bearings which are attached to the middle tube. The inner and outer tubes can be moved along the central axis to adjust the foil distances, and are attached to two independent motors. Each motor is connected to the tube via a small wire attached to a ring clamped around each movable tube. This allows the tubes to be moved without


Figure 3.5: The three tubes which comprise the bearing unit of the TRIPLEX plunger. The stationary middle tube is attached to the inner support ring and connects to the first degrader foil. The inner and outer tubes move along the beam direction and connect to the target foil and second degrader foil, respectively. Figure from Ref. [63].
introducing any radial force which could deform the tubes. The movable range of each motor is approximately 2.5 cm .

The foil unit is located at the downstream end of the TRIPLEX and can be seen on the right side of Figure 3.3. At the end of each tube is a brass ring which holds a frame to mount the target and degrader foils. Each foil is mounted on a specially shaped cone. The cones are attached by small screws and are held in place by springs. The compression of each spring is adjusted to ensure alignment of the foil faces. As seen in Figure 3.3, the second-degrader cone has a longer, narrow shape which fits inside the first-degrader cone so that the second-degrader foil can come into contact with the first-degrader foil. This requires that the second-degrader foil be cut into a circle to fit. However, there is no such fitting requirement for the target and first-degrader foils, so these are usually square-shaped. The inner diameter of the second degrader is about 4.6 cm , which is large enough for all of the radioactive beam to pass through.

Accurate positioning of the plunger foils is vital for recoil distance experiments, especially for short-lifetime measurements. The positions of the target and second degrader foils are determined from three independent measurements. First, the motors which control the
motion of the inner and outer tubes provide the displacement information of the tubes with sub- $\mu \mathrm{m}$ resolution. The maximum range of each motor is approximately 3 cm ; however, depending on the configuration of the foils, the achievable foil separation is usually reduced to 2.5 cm . Additionally, two micrometer probes have been installed in the plunger support which measure the displacement of the inner and outer tube rings over a small distance. These probes have a range of only about 2 mm , much smaller than the total range of the motors, but have a similar measurement precision. However, these can be used to verify the motor displacement readings at small distances, where the accurate measurement is most important. It has been found that the probes show small deviations in the displacement on the order of $5 \mu \mathrm{~m}$ at the edge of their ranges. Therefore, these are only used in a limited context for distance verification. The final method to determine foil separation is based on capacitance measurements. Individual foils are electrically isolated from each other and from the rest of the plunger. Therefore, two foils placed at small distances from each other act as a parallel plate capacitor. The position of the foils where electrical contact occurs defines the setting for zero distance of the foils. Any offset from the true zero distance is determined through by measuring the capacitance at several distances near the zero-distance setting. A voltage pulse is sent into the first degrader, and the induced voltage in the target or second degrader is read out. For a parallel plate capacitor, the capacitance, and therefore the induced voltage, is inversely proportional to the foil separation. A fit to the calibration determines the point at which the induced voltage diverges, and the difference between this point and the zero-distance setting obtained from the electrical contact determines the offset for the true zero distance. This calibration must be done for each experiment and each set of target and degrader foils. The offset for a typical experiment is on the order of $10 \mu \mathrm{~m}$. The capacitance measurement also serves as a way to align the foils. By adjusting the
compression of the springs, the capacitance between two adjacent foils can be maximized, and the maximum capacitance corresponds to the best parallel alignment.

### 3.3 Gamma-ray detection

Gamma rays emitted from the recoiling nuclei were detected by the Gamma-Ray Energy Tracking In-beam Nuclear Array (GRETINA) [40]. GRETINA consists of 7 detector modules, each with 4 high-purity germanium crystals. Each crystal has a deformed hexagonal face, and the faces are designed to fit around a sphere with a radius of 18 cm . The detector crystals are each about 7 cm wide and 9 cm deep, and adjacent crystals within each module have less than a 2.7 mm gap between them. The arrangement of the four crystals within each module can be seen in Figure 3.6(a), which shows the two types of hexagons used. The 28 crystals covered a solid angle of $1 \pi$, or about $25 \%$ of the sphere. A picture of the GRETINA crystals surrounding the beam pipe is found in Fig. 3.7. The picture shows how the hexagonal crystals fit together around the sphere.

GRETINA represents a large advance from previous detectors because of its excellent position and energy resolution. Because of the strong dependence of the observed energy on the emission angle (Equation 2.7), determination of the gammay-ray interaction position within the crystal is vital in determining the rest-frame energy of the gamma ray. For GRETINA, the typical position resolution achieved is about 2 mm , corresponding to an angular resolution of about 10 mrad . This resolution is achieved through the use of electrical segmentation of the detector crystals. Each detector has 36 individual electrical contacts around the outside of the crystal. These are arranged in six rows along the length of each crystal, and six sections around the edges. The segmentation pattern is shown in Figure 3.6(b). When

(b)


Figure 3.6: The design of the detector crystals in GRETINA. Part (a) shows the two shapes used to fit the detector faces around a circle. Part (b) shows how each crystal is electrically segmented into six radial sections and six layers deep, creating 36 individual segments used for position resolution. Figure adapted from Ref. [40].
an interaction occurs in one section, the released electrons are all collected at a single anode. The total charge collected is then read off from that anode. Additionally, anodes in adjacent segments will record image charges if the electrons are collected near that segment. The relative size of the image charges on adjacent segments depends on the location of the gamma-ray interaction. Algorithms used by the GRETINA software can reconstruct the original interaction position within the segment based on the image charges of adjacent segments. A cylindrical bore through the center of each crystal contains the central contact in the middle of each crystal which records the total energy deposited.

GRETINA was designed specially for gamma-ray tracking, which is the reconstruction of the path of the gamma ray after multiple Compton scattering events. The tracking process is done in several steps. First, individual interaction points are grouped according to the likelihood that they came from the same photon originating from the target. Within the


Figure 3.7: The beam pipe used in the experiment showing the GRETINA clusters around the downstream portion. The detectors on top show how adjacent modules fit together. The radioactive beam comes in from the bottom right.
group, the ordering of the interactions is determined by comparing every possible sequence of interactions using the Compton equation (Equation 2.2). In the case of ${ }^{19} \mathrm{C}$, there is only a single gamma ray near 200 keV . At the current beam energy with the positioning of GRETINA and the TRIPLEX, the resulting in lab-frame energies were between 100 and 300 keV . At these energies, most gamma rays deposit all of their energy in a single photoelectric event, and very few gamma rays are Compton scattered. Therefore, tracking was not implemented in the analysis of ${ }^{19} \mathrm{C}$ data, since tracking is designed to reconstruct Compton-scattered gamma rays. Instead, the data were cut on a gamma-ray hit multiplicity of one, meaning only those events with a single hit in GRETINA were used. This had the effect of reducing the gamma-ray background without significantly reducing counts in the peak.

### 3.3.1 Calibrations

Calibration of GRETINA serves two purposes. First, the energy calibration ensures that the signals read out from the detectors correspond to the true energy deposited by gamma rays in the detector. This is done by using standard sources: small samples of radioactive isotopes which emit gamma rays at well known energies. After a source has been measured with the detectors, the signal responses can be fitted with a polynomial to map each detected peak to the correct energy. This is done for each crystal of GRETINA, since the central contact of each crystal reads out the total energy for that crystal. For the current experiment, no corrections needed to be made to the read-out energies, because the experiment was run in the middle of a long campaign with GRETINA, so the detectors were maintained in a calibrated state.

The second purpose of the calibrations is to perform a measurement of the efficiency of the detectors which provides an essential calculation of the probability of detecting gamma rays as a function of their energy. The efficiency calibration is vital to the knockout reaction measurement, because calculation of exclusive cross sections to excited states depends on precise knowledge of the detection efficiency. For proper efficiency calibration, two pieces of information are necessary: the total activity of the standard source and the relative intensity of each of the gamma rays of the isotope. In this experiment, two standard sources, ${ }^{133} \mathrm{Ba}$ and ${ }^{152} \mathrm{Eu}$, were used for the efficiency calibration, which exhibit several gamma-ray peaks in the region below 500 keV . The measured efficiency for two different TRIPLEX configurations are shown by the red and blue points in Figure 3.8. Additionally, simulated efficiencies are shown by the black points. The process for simulating the efficiencies is described in Section 3.5. Figure 3.8(a) shows the efficiency measured in the line-shape configuration with


Figure 3.8: Results of the efficiency calculations using (a) the line-shape configuration with a single beryllium target, and (b) the Recoil Distance Method setup, with a beryllium target and two tantalum degraders. The standard sources include ${ }^{152} \mathrm{Eu}$ (red squares) and ${ }^{133} \mathrm{Ba}$ (blue triangles) for gamma rays below 500 keV . Simulated efficiencies are compared to the data in black. Unscaled simulated efficiencies are shown by solid circles, and in (b), the open circles show the simulation scaled by 0.91 . Only the efficiency for the line-shape setup is used in the calculation of partial cross sections in the knockout reaction study.
only a beryllium foil placed in the target position of the TRIPLEX. Figure 3.8(b) shows the efficiency measured with a beryllium target, tantalum first degrader, and tantalum second degrader attached to the TRIPLEX. This second configuration was not used to take data in the current experiment, but matched the settings used for a similar experiment with ${ }^{17} \mathrm{C}$ [51]. In both cases, the calibration is taken with the source attached to the downstream edge of the target. In Figure 3.8(b), there is a sharp drop in efficiency at energies below 120 keV due to the strong attenuation of gamma rays through the thick degraders which are not present
in the previous setting.

### 3.4 Charged-particle Detection

After the secondary beam reacts in the TRIPLEX target, recoiling products are detected in the S800 spectrograph [58]. The primary function of the S800 is to identify particles through position, momentum, and timing measurements. The S 800 achieves this through its suite of particle detectors. In the present work, the momentum of the recoiling ${ }^{19} \mathrm{C}$ particles was also used to quantify the knockout reaction from the ${ }^{20} \mathrm{~N}$ secondary beam. This section describes the details of the particle detectors in the S800 and the calibrations used to make measurements.

### 3.4.1 S800 Spectrograph

The layout of the S 800 can be seen in Figure 3.9. The S 800 consists of two parts: an analysis line and the spectrograph itself. The radioactive secondary beam enters the analysis line from the A1900 and is sent to the experimental area. Final products are collected in the focal plane at the end of the spectrograph. The S 800 can operate in two distinct modes. In the focused mode, the beam is focused at the target position, while at the focal plane the beam is dispersed based on the energy spread of the reaction products. In this mode, there is a large acceptance $( \pm 2.5 \%)$ of the incoming momentum, but the total energy resolution is limited by the momentum width. In dispersion matched mode, the beam is dispersed at the target position. This lowers the momentum acceptance of the S 800 to $\pm 0.25 \%$, but significantly increases the energy resolution.

The S800 achieves particle identification measurements through a large array of particle


Figure 3.9: The S800 spectrograph. The secondary beam arrives from the A1900 at the object plane, and is sent to the target area, where the experimental target and detectors are located. After the target, final products are sent through spectrograph and analyzed in the focal plane. Figure from Ref. [65].
detectors [66]. At the object plane of the S800 (see Figure 3.9) is a plastic timing scintillator which records the timing of each incoming secondary beam particle. After the target, there are two dipole magnets which separate the final reaction products from unreacted secondary beam nuclei by their magnetic rigidity. The focal plane of the S800 is located after the magnets, and several detectors are located there which provide identification of final products after reaction of the secondary beam. A diagram of the focal plane detectors can be seen in Figure 3.10. A Cathode Readout Drift Chamber (CRDC) is located at the focal plane position and measures the position of particles at the focal plane. A second CRDC located one meter downstream of the focal plane is used in conjunction with the first CRDC to provide the full trajectory of beam particles after the target. After the CRDCs is an ionization chamber which records the energy loss of the beam. Immediately after the ionization chamber is an E1 scintillator, which provides a time-of-flight measurement from the object
plane scintillator and is used as a trigger for the S800 readout. Behind the E1 scintillator, a hodoscope composed of of $32 \mathrm{CsI}(\mathrm{Na})$ crystals can be used for charge-state identification of the stopped beam. All of these detectors provide event-by-event particle identification, meaning that each particle that reaches the focal plane of the S 800 is individually recorded.

### 3.4.1.1 Timing Scintillators

Within the S800, beam particles encounter two plastic scintillator detectors. When a charged particle moves through a scintillator, molecules within the plastic are excited as electrons are knocked out by the energetic particles. The molecules then decay back into the ground state, emitting photons. This light is collected at the ends of the detector by a photomultiplier tube, which records the total light output. While these detectors have poor energy resolution, they have very good timing resolution. These are therefore used to measure the time of flight of the beam across the S 800 . The time of flight of the reaction products measured between the object scintillator and the E1 scintillator can be understood from the magnetic rigidity of the S800 spectrograph:

$$
\begin{equation*}
B \rho=\frac{\gamma m v}{q} \approx \frac{A v}{Z}=\frac{A}{Z} \frac{d}{T} . \tag{3.6}
\end{equation*}
$$

Because each nucleus travels the same distance $d$ between the scintillators, for a given magnetic rigidity, the time $T$ taken by each particle is proportional to $A / Z$. Therefore, the time-of-flight measurement is used with $Z$-identification to determine the final reaction products. The A1900 has similar timing scintillators which are used to identify the incoming secondary beam.

### 3.4.1.2 Cathode Readout Drift Chambers

At the focal plane are two CRDCs, which each measure the $x$ (dispersive) and $y$ (nondispersive) positions of the reaction products. These detectors are shown in Figure 3.10. Each detector has an active area of $30 \times 59 \mathrm{~cm}^{2}$ and a depth along the central beam axis of 1.5 cm , and the two detectors are separated by a distance of 1 m along the beam line. The CRDCs are filled with a gas mixture of $80 \% \mathrm{CF}_{4}$ and $20 \% \mathrm{C}_{4} \mathrm{H}_{10}$. As a beam particle passes through the gas, it knocks out electrons, ionizing the gas molecules. The electrons then drift across an applied electric field and are collected by an anode wire oriented along the $x$ direction. The anode wire is arranged along a series of 224 cathode pads, and the $x$ position is determined by reading the induced charge on the cathodes caused by the accumulating electrons. A charge is induced on several adjacent pads, and there are different ways to determine the position where the beam particle passed through. In this work, the position is calculated by calculating the weighted average of the induced charge location. In the analysis, the pad with the highest induced charge is found, and the average position of the induced charge is calculated using the five pads on either side of the central pad, with each pad weighted by their induced charge. The distribution of charges can also be fit using a Gaussian distribution, with the centroid of the fit used as the $x$ position. The $y$ position is determined from the drift time of the electrons moving toward the anode. This is measured relative to the timing signal from the E1 scintillator. Once the $x$ and $y$ positions of the beam particles are known at both CRDC locations, the angle of the beam path along each direction can be calculated. The position and angular information from the CRDCs is used to calculate the beam path at the target location. This is described in Section 3.4.1.4.


Figure 3.10: The focal plane detectors of the S800. The CRDCs measure the $x$ and $y$ positions of the beam relative to the central axis. The ionization chamber measures energy loss, and the plastic E1 scintillator measures the time of flight of the beam and is used as a trigger. The hodoscope behind the scintillator can be used to tag long-lived decays, but was not used in the present work. Figure from Ref. [67].

### 3.4.1.3 Ionization Chamber

An ionization chamber to measure the energy loss of beam particles is located behind the second CRDC. The chamber is a gas-filled detector about ten times as thick along the beam path as the CRDCs. It is filled with P 10 gas, which consists of $90 \% \mathrm{Ar}$ and $10 \% \mathrm{CH}_{4}$. Just like in the CRDCs, beam particles lose energy across the detector through collisions with gas molecules, creating ions by knocking out electrons. The gas is surrounded by 16 anode-cathode pairs which collect the electrons and gas ions, and the total amount of charge collected is proportional to the energy loss of the beam. For a fully ionized particle, the energy loss of beam particles is proportional to the square of the atomic number of the
particle (Equation 3.5), and the energy loss serves as a $Z$-identification of final products. This is used in combination with the time of flight measured by the scintillators to uniquely identify the mass and charge of all particles in the S 800 .

### 3.4.1.4 Trajectory Reconstruction

Determination of the beam position and angle at the location of the reaction target is necessary for proper Doppler correction of the gamma-ray spectrum. The lab-frame energy of emitted gamma rays depends on the angle of emission relative to the motion of the moving source nucleus as well as the speed of the source. Therefore, Doppler correction of observed gamma rays depends on both the location of the gamma ray interaction within the detector and the direction of the moving nucleus. Determination of the beam trajectory at the target location is done using the code COSY Infinity [68] and is based on the position measurements from the CRDCs in the focal plane of the S 800 . The quantities which are used in this calculation are the dispersive position $\left(x_{f p}\right)$, dispersive angle $\left(a_{f p}\right)$, non-dispersive position $\left(y_{f p}\right)$, and non-dispersive angle $\left(b_{f p}\right)$, measured at the focal plane. The $x_{f p}$ and $y_{f p}$ are simply the positions measured in the first CRDC. The angles at the dispersive plane are calculated from the $x$ and $y$ positions of both CRDCs and the fixed gap ( 1 m ) between them:

$$
\begin{align*}
& a_{f p}=\tan ^{-1}\left(\frac{x_{2}-x_{1}}{1 \mathrm{~m}}\right)  \tag{3.7}\\
& b_{f p}=\tan ^{-1}\left(\frac{y_{2}-y_{1}}{1 \mathrm{~m}}\right) . \tag{3.8}
\end{align*}
$$

Here, $x_{1}$ and $y_{1}$ are the position measured in the first CRDC, and $x_{2}$ and $y_{2}$ are the position measured in the second CRDC. From these quantities, the particle trajectory at the target
area is calculated through an inverse mapping $S^{-1}$ :

$$
\left(\begin{array}{c}
a_{t a}  \tag{3.9}\\
y_{t a} \\
b_{t a} \\
d_{t a}
\end{array}\right)=S^{-1}\left(\begin{array}{c}
x_{f p} \\
a_{f p} \\
y_{f p} \\
b_{f p}
\end{array}\right)
$$

where $a_{t a}, y_{t a}, b_{t a}$, and $d_{t a}$ are the dispersive angle, non-dispersive position, non-dispersive angle, and deviation from the central energy at the target position, respectively. The inverse map $S^{-1}$ transforms the focal-plane parameters to the target parameters. This map is non-linear and extends to fifth order in the focal-plane parameters. In focused mode, the dispersive position at the focal plane is much smaller than the dispersion due to the momentum spread of the incoming secondary beam; therefore the dispersive position at the target $\left(x_{t a}\right)$ cannot be calculated and is instead assumed to be zero.

### 3.4.1.5 Calibrations

In order to properly use the data from the S 800 detectors, these values must be calibrated before the analysis of experimental data. This section details the steps taken to calibrate the S800 detectors.

Although the CRDCs are designed to measure the $x$ and $y$ positions of the beam at the focal plane, the raw signals are a position signal $(x)$ and a time signal ( $y$ ). Calibration of these signals are necessary to convert the raw signals into the true $x$ and $y$ positions. The calibrations are done by inserting a metal plate in front of each CRDC. The plate has a specific pattern of holes drilled into it whose positions are precisely known. Thus, the each CRDC only detects particles which pass through the holes and into the detector. The pattern


Figure 3.11: An example of the calibrated mask runs for CRDC1 (left) and CRDC2 (right). The holes and lines correspond to holes in a specially made plate in order to map the raw CRDC signals to the known coordinates of the plate holes.
left in the raw CRDC spectrum can be matched to the known pattern, and the measured values at the holes are adjusted through a linear scaling to the true position values. The calibrated positions are designed so that the origin $(0,0)$ corresponds to the central axis of the beam line at the focal plane. The calibration is performed separately for each CRDCs. This process is done several times during an experiment, because the timing signal due to ions drifting in the gas depends on several factors, including the pressure and temperature of the gas. An example of the calibrations is shown in Figure 3.11, which shows the matching hole pattern in both CRDCs.

The timing signals from the A1900 and S800 scintillators are vital in the identification of secondary beam fragments and final particles. The time of flight of a given isotope is not unique, however. If a particle's motion deviates from the central axis of the beam line, then the length of its trajectory through the S 800 , and therefore time of flight, will be changed. This deviation can be corrected for using the trajectory of the particle measured in the S800 focal plane. This correction is made for the signals of the timing detectors at the A1900


Figure 3.12: Plots showing the effects of corrections to the timing signals from the A1900 extended focal plane ( $X F P$ ) and S 800 object plane $(O B J)$ scintillators. The left plots show the timing spectra without any corrections, and the right plots show the same spectra with corrections based on the dispersive angle $\left(a_{f p}\right)$ measured at the S 800 focal plane. The corrections make particle identification possible.
extended focal plane ( $X F P$ ) and S 800 object plane $(O B J)$. For the object scintillator, for example, the correction is made according to the equation

$$
\begin{equation*}
T_{O B J, \text { corrected }}=T_{O B J}+c_{a} a_{f p}+c_{x} x_{f p} \tag{3.10}
\end{equation*}
$$

where $T_{O B J, ~ c o r r e c t e d ~}$ and $T_{O B J}$ are the corrected and uncorrected timing signals from the S800 object scintillator, $a_{f p}$ and $x_{f p}$ are the dispersive angle and position at the focal plane, and $c_{a}$ and $c_{x}$ are correction factors. A similar equation is used to correct $T_{X F P}$, the time from the A1900 extended focal plane scintillator. The effect of the corrections is shown in Figure 3.12.

### 3.5 Simulation Software

Most of the analysis of the lifetime is done by comparing gamma-ray data to output from a simulation package. The simulations are based on Geant4 [69]. Geant4 incorporates particle tracking through physical materials, and deals with particle and photon interactions. The current package [70] was developed specifically for lifetime measurements at the NSCL. The code has previously been updated to include three foils of the TRIPLEX plunger and includes new geometries for the GRETINA detectors. This section describes details of the simulation package and how it is used in lifetime analysis.

The primary inputs to the simulation are the positions of the plunger foils and the detectors, and the properties of the incoming secondary beam. The simulation can include one, two, or three foils, corresponding to single target, two-foil plunger, or three-foil plunger configurations, respectively. Each foil is assigned a thickness based on the weight of the foil measured before being installed in the plunger. The density of the foils can be scaled to match the energy loss of the secondary beam through each foil measured during the experiment. The foils are positioned based on foil separations used in the experiment, and the entire plunger can be translated relative to other materials to match the experimental conditions. Each GRETINA module, which consists of four segmented germanium crystals,
can be turned on or off in the simulation based on the experimental configuration of the detectors. Each detector is based on a set of four crystal shapes which are rotated and translated to the appropriate position within the simulated volume. The simulation does not include segment information when considering gamma-ray interaction positions. Instead, the position resolution is replicated by shifting the photon interaction position according to a Gaussian distribution. The width of this distribution is fixed as an input to match the observed position resolution.

The simulation also gives a complete description of the radioactive beam. Proton and neutron numbers as well as the charge-state distribution of the secondary beam nucleus are specified. The beam is also given a spatial, angular, and momentum spread to match experimental conditions. The reaction to create the final nucleus in simulated in a single step by instantaneously changing the number of protons and neutrons appropriately. Reaction kinematics are included by parameters which describe the average momentum loss during the reaction and the spread of momentum around this average. The level scheme of the final nucleus is constructed, with the relative population and branching ratios of each state specified.

During every event in the simulation, and single nucleus is created which is sent toward the plunger target. Within the target and degrader foils, the beam is slowed down continuously. The reaction position is randomly chosen somewhere inside the target and degrader foils. The relative number of reactions on each of the foils is fixed by two parameters. As the final nucleus is propagated in the simulation, it emits photons according to the level scheme. The location of gamma-ray emission is determined by sampling an exponential decay function based on the input lifetime. Within the simulation, photons are emitted isotropically in the rest frame of the nucleus, and the distribution is Lorentz-boosted into the laboratory
frame. The Doppler-shifted photons then move through the volume of the simulation and can be absorbed or scattered by any of the surrounding materials. Photon interactions within the detectors are recorded, including the energy loss and position for each scattering or absorption event.

In order to compare with experimental data, the simulation is run many times, with Monte Carlo trials to simulate random processes. Position and energy information for the nuclei along their track is saved at several points, including the reaction location and photon emission points. Photon hit information within the detector, including multiplicity, is also saved. The data is stored as trees within the ROOT framework [71]. Data are output to a ROOT file, and are either saved as raw ROOT trees or histograms. These histograms can be compared to experimental data during analysis.

The analysis of experimental data consists of comparing experimental and simulated gamma-ray spectra. Once all physical and geometrical parameters are fixed in the simulation, several simulations are performed by varying the lifetime of the states of interest. For each lifetime, the simulated histograms are fit using Pearson's $\chi^{2}$ test [72]. For a histogram with $N$ bins, data points $n_{i}$, where $i$ is the index of a bin, and simulated points $\nu_{i}$, the $\chi^{2}$ value is calculated as:

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{N} \frac{\left(n_{i}-\nu_{i}\right)^{2}}{\sigma_{i}^{2}} \tag{3.11}
\end{equation*}
$$

where $\sigma_{i}$ is the uncertainty in the counts in bin $i$ of the data. Because the counts in each bin are Poisson-distributed, $\sigma_{i}^{2}=n_{i}$. This test provides a "goodness-of-fit" for each simulation. If the data are well described by the simulated spectrum, then the $\chi^{2}$ value will be smaller, because the difference $n_{i}-\nu i$ is decreased. On the other hand, if the data and simulation are very different, then the $\chi^{2}$ will increase. Once a the $\chi^{2}$ value is calculated for several different
lifetimes, a distribution can be found. The lifetime with the minimum of the distribution is then the "best-fit" lifetime. For small changes around the best-fit, the distribution is quadratic, and the lifetime values which are one standard deviation away are given by

$$
\begin{equation*}
\chi^{2}=\chi_{\min }^{2}+1 \tag{3.12}
\end{equation*}
$$

In order to validate the simulation and evaluate systematic errors, the simulation software is also used to simulate source efficiency measurements. In this case, no particles are created, but gamma rays are emitted isotropically from a single point, which is defined to match the position of a source used in the experimental calibration. The energies and branching ratios of all gamma rays used in the calibration are set to match known values in the literature. After simulating a large number of gamma rays, the detector response is recorded, and the efficiency of each peak is calculated in the same manner as the experimental data, taking into account the total number of events in the simulation. Examples of the simulated efficiency are shown in Figure 3.8, which compares the simulation to ${ }^{152} \mathrm{Eu}$ and ${ }^{133} \mathrm{Ba}$ source measurements in the energy range below 500 keV . In Figure 3.8 the efficiency is shown for the configuration with only a beryllium target, and the simulation is well matched to the data without any scaling. In Figure 3.8(b), the efficiency is compared for the configuration with a beryllium target and two tantalum degraders. In this case, the simulation overestimates the efficiency, which is due to incorrect description of gamma-ray absorption within the degrader materials. To match the measured efficiency, the simulation must be scaled by an empirical correction factor. In Figure 3.8(b), the simulation is scaled by 0.91, which reproduces the efficiency between 200 keV and 500 keV within $2 \%$, while the efficiency below 150 keV cannot be matched by scaling. However, this configuration was not used in the present experiment,
and the discrepancy is expected to be smaller because only a single degrader was used for the recoil-distance setting. In fact, to calculate knockout cross sections to the excited state in ${ }^{19} \mathrm{C}$, only the efficiency using the line-shape setting is necessary, where the shape of the simulated efficiency curve is consistent with the data.

## Chapter 4

## Gamma-ray Lifetime Measurement of

${ }^{19} \mathbf{C}$

### 4.1 Motivation

The primary motivation of this experiment was to measure the magnetic dipole (M1) response of a halo nucleus to provide new insight into its structure. As discussed in Section 1.3, a well known characteristic of halo nuclei is the large enhancement of the electric dipole (E1) response at low energies, also called the soft $E 1$ excitation [73]. This soft $E 1$ excitation has been well characterized experimentally for several halo nuclei [18, 20, 74, 75]. However, there are no similar measurements of the $M 1$ properties of halo nuclei. Some static magnetic properties have been measured for halo nuclei, such as the magnetic moment [76] and magnetization radius [77] of the one-neutron halo ${ }^{11} \mathrm{Be}$. However, these are static properties only measured for a single state. An M1 transition has been observed between the $1 / 2^{+}$ and $3 / 2^{+}$states in ${ }^{17} \mathrm{C}[51,78]$. This transition, with a lifetime of over 500 ps , is a strongly hindered transition, and this hindrance has been ascribed to the possible presence of a halo structure in the excited $1 / 2^{+}$state [78]. However, the halo nature of this state has not been confirmed experimentally. Thus, there is interest in studying the $M 1$ transition rate in a confirmed halo nucleus.

The search for an M1 transition between bound states is expected to be difficult. The
greatest obstacle is the small number of transitions available. Because of the low particle separation energy required for halo formation, there are typically very few bound excited states which can decay via gamma emission. In addition, there is a structure effect which tends to block the occurrence of $M 1$ transitions. In a simplistic model of the halo, an $s_{1 / 2}$ neutron is coupled to an inert $0^{+}$core. One consequence of the selection rules for the $M 1$ transition is that it can only occur between the two magnetic substates of a single $\ell$ orbital, resulting in a spin-flip [79]. For a pure $\ell=0$ state, the $M 1$ response vanishes due to the absence of a spin-flip partner for the $s_{1 / 2}$ orbital. However, the realistic picture can be more complex; for example, non-negligible core-excitation components have been suggested by an inclusive one-neutron removal study from the halo nucleus ${ }^{19} \mathrm{C}$ [80]. Therefore, a measurement of the magnetic response can probe the purity of the $s$-wave and core configuration in ${ }^{19} \mathrm{C}$. The present work aims to quantify the magnetic transition strength in ${ }^{19} \mathrm{C}$ in order to identify possible hindrance, and investigate the role of shell model configurations responsible for such a transition.

The nucleus ${ }^{19} \mathrm{C}$ presents an ideal case to investigate magnetic responses of halo nuclei. The first suggestion of a halo structure in the ground state of ${ }^{19} \mathrm{C}$ came from a measurement of the longitudinal momentum following one-neutron removal [81]. The ground state has been further studied through interaction cross sections [82], momentum distributions [8385], Coulomb dissociation [18], and knockout reaction cross sections [41, 80, 86]. These results have firmly established the ground-state one-neutron halo structure with spin and parity $J^{\pi}$ of $1 / 2^{+}$and one-neutron separation energy $S_{n}$ of $580(90) \mathrm{keV}$ [87]. The ground-state halo appears because the final neutron in ${ }^{19} \mathrm{C}$ occupies the $1 s_{1 / 2}$ orbital, as shown in Figure 1.3. In addition to ground-state studies, an excited state at $\approx 200 \mathrm{keV}$ has been established by in-beam $\gamma$-ray studies $[88,89]$ which propose a tentative $J^{\pi}$ of $3 / 2^{+}$. A second possible $\gamma$-ray

$$
5 / 2^{+} \longrightarrow 1460 \mathrm{keV}
$$



Figure 4.1: The level scheme for ${ }^{19} \mathrm{C}$ at the time of the present experiment. Two gamma-ray transitions have been observed among the bound states [88, 89], and two resonances above the neutron separation energy have been observed [90, 91].
transition at $\approx 70 \mathrm{keV}$ was also observed in one experiment [89], suggesting a $J^{\pi}=5 / 2^{+}$ state at $\approx 270 \mathrm{keV}$. However, the existence of this state has been called into question because a $5 / 2^{+}$state was observed just above the neutron separation energy [90], and one-neutron knockout cross sections exclude a bound $5 / 2^{+}$state [80, 86]. Based on the proposed level scheme, the multipolarities of both the $3 / 2^{+} \rightarrow 1 / 2_{\text {g.s. }}^{+}$and possible $5 / 2^{+} \rightarrow 3 / 2^{+}$transitions are expected to be M1. A previous search for isomeric states in ${ }^{19} \mathrm{C}$ did not find any state with a lifetime on the order of 50 ns or longer, indicating a relatively prompt transition [92]. A precise measurement of the lifetime of the bound excited states in ${ }^{19} \mathrm{C}$ can help to deduce the structure of these states.

### 4.2 Overview of Experiment

The experiment was performed at the National Superconducting Cyclotron Laboratory at Michigan State University to investigate the lifetime of bound excited states in ${ }^{19} \mathrm{C}$ [93]. Stable ${ }^{22} \mathrm{Ne}$ ions were produced by the SuSI ion source and delivered to the Coupled Cyclotron Facility (CCF). In the K500 cyclotron, the ${ }^{22} \mathrm{Ne}^{4+}$ ions were accelerated to an energy of $10.9 \mathrm{MeV} /$ nucleon. Once the ions exited the K500, they were sent through a stripper which removed all remaining electrons, and the ${ }^{22} \mathrm{Ne}^{10+}$ ions were accelerated by the K1200 cyclotron up to $120 \mathrm{MeV} /$ nucleon. The primary beam was produced at a rate of 150 particle nanoamperes, or about $9 \times 10^{11}$ particles per second.

The ${ }^{22} \mathrm{Ne}$ beam was impinged on a 5.8 mm beryllium target. A cocktail of reaction products was sent through the A1900 fragment separator, which was tuned to allow ${ }^{20} \mathrm{~N}$ fragments to pass through. Although the CCF usually produces nuclei through fragmentation reactions, ${ }^{20} \mathrm{~N}$ ions were produced in a different reaction. Fragmentation only involves loss of nucleons, but the current reaction required loss of three protons as well as the pickup of one neutron by the ${ }^{22} \mathrm{Ne}$ nuclei. This reaction setting was chosen because it provided a ${ }^{20} \mathrm{~N}$ beam at a suitable energy and rate as well as a high beam purity. A 2.8 mm aluminum wedge degrader was placed in the middle of the A1900 to separate products based on their energy loss. The ${ }^{20} \mathrm{~N}$ ions exited the A1900 and arrived at the experimental area at an average energy of $74 \mathrm{MeV} /$ nucleon. The secondary beam arrived at the experimental station at a rate of $1 \times 10^{4}$ ions per second, and a total momentum width of $2 \%$ around the average momentum. The purity of the secondary beam at the experimental station was $91 \%$. Identification of the secondary beam was made based on timing measurements at the A1900 extended focal plane and the S 800 object plane. The particle identification spectrum for the secondary beam is


Figure 4.2: The particle identification spectrum for the secondary beam. On the x-axis is the time taken from the S 800 object plane scintillator $(O B J)$, and the y -axis shows the time from the A1900 extended focal plane scintillator (XFP).
shown in Figure 4.2 with ${ }^{20} \mathrm{~N}$ identified as the primary component.
The TRIPLEX plunger was located at the target location of the S800. Seven GRETINA modules were placed around the beam line. Four modules were located in a forward ring in centered downstream of the plunger, and the three remaining modules were located in a central ring centered immediately in front of the plunger. The plunger was shifted so that the target was located about 13 cm upstream from the center of the GRETINA sphere. This was done in order to allow for sufficient gamma-ray detection efficiency while maintaining sensitivity to the varying degrees of Doppler shifts due to the different recoil velocities in the Recoil Distance Method (RDM) measurement. With this configuration, the forward detectors covered angles of $25^{\circ}-55^{\circ}$, and the central detectors covered angles of $50^{\circ}-80^{\circ}$.


Figure 4.3: The particle identification spectrum for the final products in the S 800 spectrograph. The x-axis shows the corrected time of flight from the S 800 object plane $(O B J)$, and the y-axis shows the energy loss through the ion chamber.

Line-shape data were first taken with a single 2.0 mm beryllium target. For the Recoil Distance Method, a 0.92 mm tantalum degrader was added to the plunger, with a targetdegrader separation of 5.0 cm . Because of the low rates of the experiment, RDM data were only taken at a single distance setting.

After reacting in the TRIPLEX foils, recoiling ${ }^{19} \mathrm{C}$ nuclei were detected and identified in the S800 spectrograph. The particle identification spectrum obtained during the line-shape portion of the experiment is shown in Figure 4.3. This spectrum was produced by gating on the ${ }^{20} \mathrm{~N}$ secondary beam in the A1900 particle identification (Figure 4.2). All events originating from a ${ }^{20} \mathrm{~N}$ particle in the A1900 are plotted. Clean separation of final nuclear products is achieved based on the ion chamber energy loss and the S 800 focal plane timing.

These two measurements allow unique identification of reaction products. According to Equation 3.5, the ions lose energy based on $Z^{2}$, or the square of the charge of the ion. Thus, the vertical axis of serves as an identification of the atomic number of each isotope. The horizontal axis shows the corrected time of flight $T_{\text {OBJ }}$ from the S 800 object plane. For a given magnetic rigidity of the spectrograph, the time of flight is related to the mass-to-charge ratio of each isotope according to Equation 3.6. Thus, the spectrum in Figure 4.3 is used to identify each product formed from the secondary beam reactions within the TRIPLEX. In Figure 4.3, the location of ${ }^{19} \mathrm{C}$ nuclei is indicated, as well as ${ }^{9} \mathrm{Li}$. By making software gates on the particle identification spectrum, each nucleus can be studied individually.

### 4.3 Line-shape Analysis

Data were first taken with the line-shape method. In this case, the TRIPLEX was used with only a 2.0 mm beryllium foil placed at the target position. The target was located 13 cm upstream of the center of GRETINA. The spectrum was created using a detector multiplicity of one, meaning that only those events in which a single GRETINA crystal records a hit are shown. For the current transition energy of 209 keV , the lab frame energies of the gamma rays measured in the detectors are below 300 keV . At these energies, photon interactions in germanium are dominated by photoabsorption (see Figure 2.4); therefore, this cut on multiplicity resulted in little reduction of counts in the gamma-ray peak, while reducing contributions from the background. The energy of every detected gamma ray was corrected according to Equation 2.7. The velocity $\beta=0.362$ was based on the magnetic rigidity of the S 800 . The emission angle was calculated from the interaction position within GRETINA, assuming the gamma rays originated from the center of the target. Corrections
to the emission angle and velocity were made based on the parameters calculated from the S800 inverse map (Equation 3.9).

The Doppler-corrected gamma-ray spectrum is shown by the black histogram in Figure 4.4. In the spectrum, a single gamma-ray peak is seen in the spectrum at 209(2) keV. The asymmetric peak has a wide tail extending to low energies. The moderate slope in the spectrum indicates the $\gamma$ decays occur while ${ }^{19} \mathrm{C}$ recoils are moving along the beam path surrounded by GRETINA. This means the decay lifetime is on the same order as the flight time for the beam to pass through GRETINA. The detector coverage extends about 30 cm downstream of the target position, which corresponds to a flight time of about 3 ns at the average ${ }^{19} \mathrm{C}$ recoil velocity. A transition from a second excited state near 270 keV is not significantly observed in the present data. A gamma-gamma coincidence analysis gated on the $209-\mathrm{keV}$ peak region above 100 keV places an upper limit of $10 \%$ on possible feeding.

In order to extract the lifetime of the $209-\mathrm{keV}$ excited state, the data were compared to simulated spectra based on the lifetime of the state. Within the simulation, the spatial and angular distributions of the beam was first matched to the measured distributions of the incoming ${ }^{20} \mathrm{~N}$ beam and outgoing ${ }^{19} \mathrm{C}$ beam. Gamma rays in the simulation which interacted with the detectors were analyzed in the same manner as the experimental data, and a Doppler-corrected spectrum was produced. The simulated spectrum does not include a background, so to compare to the experimental spectrum, the simulation must be added to an appropriate background shape. Typically, an exponential shape is used for the background in simulations, which is fit in the regions around gamma-ray peaks [64, 94]. However, in the current spectrum, it is difficult to separate the low-energy tail of the peak from ${ }^{19} \mathrm{C}$ with the background at low energy. Therefore, the background was taken from gamma rays in coincidence with ${ }^{9} \mathrm{Li}$ recoils, which also appear in the particle identification spectrum in


Figure 4.4: The Doppler-corrected spectrum using the line-shape method. A single peak at 209 keV with a wide tail at lower energies is clearly visible. The plot shows the data in black, and the best-fit simulation is shown in red, which includes a background taken from ${ }^{9} \mathrm{Li}$ shown in blue.
the same setting as ${ }^{19} \mathrm{C}$ (see Figure 4.2). The nucleus ${ }^{9} \mathrm{Li}$ was chosen because it has a single gamma-ray transition at 2.7 MeV , so the low-energy region is expected to be dominated by background. The background was scaled to match the region above the peak, and the simulated spectrum was added and scaled to fit the peak region above 100 keV . The simulation was fit for several assumptions of the background shape, it was found that the best fit lifetime did not significantly depend on the choice of background parametrization.

Several spectra were produced in the above manner by adjusting the lifetime of the 209 keV transition, and the best fit lifetime was determined using the $\chi^{2}$-minimization procedure described in Section 3.5. The $\chi^{2}$ distribution as a function of the simulated lifetime is shown in Figure 4.6(a). A quadratic fit to distribution around the minimum gives a bestfit lifetime of 1.98 ns . The simulation using this lifetime is shown by the red histogram in

Fig. 4.4. Based on the $\chi^{2}$ fitting, the statistical uncertainty for this measurement is 0.10 ns .

### 4.4 Recoil Distance Analysis

After data was taken with only a target, a $0.92-\mathrm{mm}$ tantalum degrader was added in order to make use of the Recoil Distance Method. The target and degrader were separated by 5.0 cm , with the target located 15 cm upstream from the center of GRETINA. The gammaray spectrum was created again by gating on the detector crystal multiplicity of one. As was the case for the line-shape analysis, the spectrum was obtained by Doppler correction of the observed gamma rays assuming the decays originated from the center of the target and were emitted with a speed of $\beta=0.362$. Corrections were also made to the velocity and angle based on S 800 measurements. In this case, gamma rays emitted between the target and degrader are emitted at the same velocity as the Doppler correction, and appear in the spectrum at the true decay energy. Nuclei that decay after the degrader have a lower velocity ( $\beta=0.322$ ) than those which decay before the degrader. This difference in velocity means that the Doppler-corrected energy is below the true decay energy, and these gamma rays appear as a peak at lower energy.

The Doppler-corrected spectrum is shown by the black points in Fig. 4.5. A doublepeaked structure is seen with a similar low-energy tail as seen in the line-shape spectrum. The fast and slow peaks are labeled in the figure. The fast peak is centered at 209 keV , while the slow component has a peak at 190 keV . The large height of the slow peak relative to the fast peak indicates that most decays occur beyond the degrader. Thus the lifetime must be longer than the flight time of 500 ps across the 5 cm distance between the target and degrader. Similar to the line-shape measurement, the slow peak has a broad tail extending


Figure 4.5: The Doppler-corrected spectrum using the Recoil-Distance Doppler-Shift Method. A double peak at 209 keV is again visible, with the same low-energy tail. The fast peak centered at 209 keV is much smaller than the slow peak at 190 keV . The data are shown in black, and the best-fit simulation is shown in red, with the assumed background arising from ${ }^{9} \mathrm{Li}$ shown in blue. In this plot there are additional x-rays around 50 keV because of the energy loss of the beam inside the tantalum degrader.
to low energies. This again is an indication of the nanosecond-order lifetime. In addition to the recoil-distance peak, there is a peak around 50 keV . This is due to X-rays originating from tantalum atoms which are excited as the beam passes through the degrader. These are emitted in the laboratory frame around 70 keV , but appear at lower energies after Doppler correction.

Simulations were performed in the same manner described in Section 4.3, with a background spectrum from ${ }^{9} \mathrm{Li}$ recoils was again used to match the background in the ${ }^{19} \mathrm{C}$ spectrum. The $\chi^{2}$ distribution generated as a function of lifetime is shown in Figure 4.6(b). The same energy range was used for the fit procedure in both the line-shape and recoil distance measurements, and this region excludes the tantalum X-ray peak below 100 keV . In this


Figure 4.6: The $\chi^{2}$ distributions obtained by fitting the simulated gamma-ray spectra to the experimental spectrum for various lifetimes of the $209-\mathrm{keV}$ transition in ${ }^{19} \mathrm{C}$. Part (a) shows the distribution for the line-shape spectrum, and (b) shows the distribution for the recoil-distance spectrum. Quadratic fits to the curves give minima at 1.98 ns and 1.90 ns , respectively.
case, the best-fit lifetime is 1.90 ns , with a statistical error of 0.12 ns . The simulation using a lifetime of 1.90 ns is compared to the data by the red histogram in Fig. 4.5. The lifetime obtained for the recoil-distance measurement is slightly longer than the value obtained with the line-shape technique, although they are both consistent within their uncertainty.

### 4.5 Results

The adopted value of the lifetime in this work was determined by taking into account systematic errors for each analysis. The errors are summarized in Table 4.1. For both measurements, the largest uncertainty in the lifetime is the statistical uncertainty from the fitting procedure. Sources of systematic uncertainty common to both measurements include the shape of the beam profile used in the simulation, the geometry of the TRIPLEX, and the shape of the gamma-ray background. The largest systematic uncertainty of $0.05 \mathrm{~ns}(3 \%)$ came from the kinematic profile of the beam. The uncertainty in the shape of the background added 0.02 ns

Table 4.1: Summary of systematic errors observed for the lifetime measurement. Error due to the beam properties, plunger geometry, and gamma-ray background shape were similar for both the line-shape and recoil-distance methods. The error from degrader reactions only appears for the recoil-distance measurement.

| Component | Error (\%) |
| :--- | :---: |
| Difference of measurements | 4 |
| Beam properties | 3 |
| Plunger geometry | $<1$ |
| Background determination | 1 |
| Degrader reactions | 2 |

(3\%), and uncertainty from the positioning of the TRIPLEX plunger contributed less than $0.02 \mathrm{~ns}(<1 \%)$. For the recoil-distance data, an additional ambiguity arises in the spectrum from reactions producing ${ }^{19} \mathrm{C}$ in the degrader, which introduce background contributions in the lifetime measurement. Such reactions only populate the slow peak and increase the apparent lifetime of the transition. To account for secondary reactions in the degrader, a ratio $R$ is introduced in the simulation which defines the ratio of the yield of target/degrader reactions. This allows the simulated spectra to be properly fit to the slow peak. Typically, $R$ is determined simultaneously with the lifetime $\tau$ in a two-dimensional $\chi^{2}$ fitting. For the current setup, however, it was found that there is almost no sensitivity to changes in the reaction ratio. The ratio $R$ assumed in the present simulation is 4.6(14), which is estimated from ratios deduced in previous experiments utilizing analogous one-proton knockout reactions from nitrogen projectiles [95, 96]. The large $R$ in this measurement results in a small additional error of $2 \%$. By adding the statistical and systematic errors in quadrature, the results are deduced to be $1.98(12) \mathrm{ns}$ and $1.90(13) \mathrm{ns}$ for the two measurements.

Because the two results are consistent, the adopted value is determined to be 1.94(15) ns by taking the average. In addition to the errors discussed above, the final value also includes the error due to the difference (4\%) between the two results. Based on Equation 1.10, the
$B(M 1)$ transition strength is calculated as

$$
\begin{equation*}
B(M 1)=\frac{56.8}{E_{\gamma}^{3} \tau} \mu_{N}^{2} \mathrm{MeV}^{3} \mathrm{fs} \tag{4.1}
\end{equation*}
$$

Assuming that the $209-\mathrm{keV}$ transition in ${ }^{19} \mathrm{C}$ is a pure $M 1$ transition, the $B\left(M 1 ; 3 / 2^{+} \rightarrow\right.$ $1 / 2^{+}$) strength is determined to be $3.21(25) \times 10^{-3} \mu_{N}^{2}$. Comparing to the Weisskopf estimate for an $M 1$ transition (Equation 1.19), this corresponds to a strength of $1.79(14) \times 10^{-3}$ Weisskopf units (W.u.). If there is any admixture from the $E 2$ multipolarity in this decay, the $B(M 1)$ strength is reduced accordingly. However, the effect is expected to be negligible in this case due to the $1 / E^{2 L+1}$ dependence of the partial lifetimes. In the mass region $A<44$, the largest $E 2$ transition strengths connecting to ground states are about 20 W.u. [97]. With this strength assumed, the $B(M 1)$ is reduced by only $6 \%$. In fact, the $E 2$ strengths for the $2^{+} \rightarrow 0^{+}$transitions in neighboring even carbon isotopes are only $1-3$ W.u. [95, 96, 98], so the $E 2$ contribution in ${ }^{19} \mathrm{C}$ may be safely ignored. A possible spin and parity assignment of $5 / 2^{+}$for the $209-\mathrm{keV}$ state would require a pure $E 2$ transition for the decay to the $1 / 2^{+}$ ground state. This would result in a $B(E 2)$ of 350 W.u., far beyond the recommended upper limit of 100 W.u. [97]. Thus the presently measured lifetime supports the $3 / 2^{+}$assignment previously proposed for the first excited state in ${ }^{19} \mathrm{C}$.

### 4.6 Discussion

To investigate the degree of the $M 1$ hindrance in ${ }^{19} \mathrm{C}$, the present result is compared to existing data for $M 1$ decay strengths in the mass region $A<40$ in Figure 4.7 [99]. In Figure $4.7(\mathrm{a})$, the strengths of all transitions which involve a $1 / 2^{+}$state are plotted. As is clear


Figure 4.7: A plot showing the distributions of all $B(M 1)$ transition strengths among nuclei of mass $A<40$. (a) plots the values for only those transitions which involve a $1 / 2^{+}$state, with the presently measured $B\left(M 1 ; 3 / 2^{+} \rightarrow 1 / 2_{\text {g.s. }}^{+}\right)$for ${ }^{19} \mathrm{C}$ highlighted in red, and the analogous $B\left(M 1 ; 1 / 2^{+} \rightarrow 3 / 2_{\text {g.s. }}^{+}\right)$in blue. (b) shows the distribution for all $M 1$ transitions. In both cases, it is clear that the $B(M 1)$ strength for ${ }^{19} \mathrm{C}$ lies among the weakest transitions. Data from Ref. [99]
from the figure, the $M 1$ transition in ${ }^{19} \mathrm{C}$, highlighted in red, is among the smallest strengths observed in this mass region. The strength is even below that measured for the analogous transition in ${ }^{17} \mathrm{C}\left(5.7 \times 10^{-3} \mathrm{~W} . \mathrm{u}.\right)$ [51], shown by the blue point. In Figure 4.7(a), two additional points at $A=23$ are visible, denoting the $1 / 2^{+} \rightarrow 3 / 2_{\text {g.s. }}^{+}$transitions in the mirror nuclei ${ }^{23} \mathrm{Na}$ and ${ }^{23} \mathrm{Mg}$. These are considered to be interband transitions between Nilsson orbits [2 $\left.1 \begin{array}{lll}1 & 1 & 1 / 2\end{array}\right]$ and $\left[\begin{array}{llll}2 & 1 & 1 & 3 / 2\end{array}\right]$ of well deformed nuclei [100]. In a shell model picture, the hindrance is due to a large cancellation between the orbital and spin contributions to the M1 strength [101]. When compared to all transitions in this mass region as shown in Figure 4.7(b), the $M 1$ hindrance in ${ }^{19} \mathrm{C}$ remains evident, indicative of the unusual structure of ${ }^{19} \mathrm{C}$.

### 4.6.1 Shell Model Calculations

Shell model calculations were performed to investigate the origin of the $M 1$ hindrance as well as the remaining strength. Three interactions, WBP [102], SFO-tls [103], and Yuan [104], were used within the $p s d$ model space, allowing $2-3 \hbar \omega$, where $\hbar \omega$ represents the excitation of a single nucleon to the next-highest oscillator shell. The WBP interaction was constructed based on fits to energy levels for nuclei of mass 10-22 [102]. The modified SFO interaction, denoted SFO-tls, is based on the SFO interaction [105], which is a modification of the PSDMK2 interaction [106]. Further modifications to the SFO interaction have been made based on Ref. [103], including adjustments to the tensor ( t ) and spin-orbit (ls) components of the interaction. These adjustments were made in order to reproduce the observed magnetic properties in ${ }^{17} \mathrm{C}$ [103]. The interaction of Yuan incorporates a monopole-based universal interaction which includes the bare $\pi+\rho$ tensor force [107]. This is designed to reproduce matrix elements involving nucleons within the $p$ and $s d$ shells ( $\langle p s d| V|p s d\rangle$ ) and cross-shell matrix elements between the $p$ and $s d$ shells $(\langle p p| V|s d s d\rangle)$ which have not been well studied in other interactions [104]. Both the SFO-tls and Yuan interactions have further corrections which include so-called loosely bound effects. These corrections take into account the large size of the loosely bound $1 s_{1 / 2}$ orbital by reducing the strength of matrix elements which involve this orbital [103]. The interactions incorporating the loosely bound effects are denoted SFO-tls + lbe and Yuan + lbe. For all five interactions (WBP, SFO-tls, SFO-tls + lbe, Yuan, and Yuan + lbe $)$, the level scheme and $B\left(M 1 ; 3 / 2^{+} \rightarrow 1 / 2^{+}\right)$transition probability in ${ }^{19} \mathrm{C}$ are calculated and compared to present data.

The calculated energies for the low-lying states in ${ }^{19} \mathrm{C}$ can be seen in Figure 4.8. The figure also displays the experimental level scheme, including the locations of both the pro-


Figure 4.8: The experimental and shell model predictions for the low-lying states in ${ }^{19} \mathrm{C}$. The $1 / 2+$ ground state is shown in black, the $3 / 2^{+}$is red, and the $5 / 2^{+}$state is blue. The experimentally observed levels shown on the left includes the two suggested locations of the first excited $5 / 2^{+}$state [89, 90]. For all theoretical models, the $1 / 2^{+}$ground state is correctly reproduced, while the order of the $3 / 2^{+}$and $5 / 2^{+}$states are reversed.
posed bound [89] and unbound [90] first $5 / 2^{+}$state. All calculations correctly predict the $1 / 2^{+}$ground state. However, in all cases the $5 / 2^{+}$state is located below the $3 / 2^{+}$, in contrast to the proposed level scheme. A test calculation was able to reproduce the level ordering if the single-particle energy of the $1 s_{1 / 2}$ orbital was reduced by 0.5 MeV within the Yuan + lbe interaction. Although the level ordering was consistent with experiment, there was no fundamental change in the components of the wave functions or in the calculated $B(M 1)$ transition strength. The purpose of the present work is to determine the microscopic cause of the hindered $B(M 1)$ strength. Because this understanding is not affected by the specific ordering of levels, the discrepancy in the level scheme is not important for the current results.

Calculations for the $B\left(M 1 ; 3 / 2^{+} \rightarrow 1 / 2^{+}\right)$transition strength for ${ }^{19} \mathrm{C}$ can be seen in

Figure 4.9. Generally, the $M 1$ transition strength is calculated between an initial state $\psi_{i}$ and a final state $\psi_{f}$ according to

$$
\begin{equation*}
B(M 1)=\frac{\left.\left|\left\langle\psi_{f} \| \mathcal{M}(M 1)\right|\right| \psi_{i}\right\rangle\left.\right|^{2}}{2 J_{i}+1} \tag{4.2}
\end{equation*}
$$

where $\mathcal{M}(M 1)$ is the $M 1$ operator which allows transitions between states for single nucleons, and $J_{i}$ is the spin of the initial state. The full $M 1$ operator is give by $[79,101]$

$$
\begin{equation*}
\mathcal{M}(M 1)=\sqrt{\frac{3}{4 \pi}} \sum_{i, \tau_{z}}\left\{g_{s \tau_{z}} \vec{s}_{i, \tau_{z}}+g_{\ell \tau_{z}} \vec{\ell}_{i, \tau_{z}}+g_{t \tau_{z}} \sqrt{8 \pi}\left[Y^{2}\left(\hat{r}_{i, \tau_{z}}\right) \otimes \vec{s}_{i, \tau_{z}}\right]^{(1)}\right\} \mu_{N} \tag{4.3}
\end{equation*}
$$

The three terms in the summation represent the spin, orbital, and tensor components of the operator. The index $i$ represents the sum over all nucleons, with $\tau_{z}=\mathrm{p}$ representing protons and $\tau_{z}=\mathrm{n}$ representing neutrons. The $g$-factors $g_{s}, g_{\ell}$, and $g_{t}$ represent the relative strength the spin, orbital, and tensor terms, respectively. The first two terms represent the standard $M 1$ operator described in Equation 1.13, and impose the $M 1$ selection rule $\Delta \ell=0,1$. The tensor term is a modification which allows a forbidden transition with $\Delta \ell=2$ through the inclusion of the $Y^{2}$ spherical harmonic. The calculations were first performed using the effective $g$-factors $g_{s p}=5.307, g_{s n}=-3.635, g_{\ell p}=1.15, g_{\ell n}=-0.15$, and $g_{t p}, g_{t n}=0$. These values were previously used to explain magnetic properties in ${ }^{17} \mathrm{C}$ [103]. The results are shown by the solid light grey bars in Figure 4.9.

In all cases, the calculations under-predict the observed value, by up to two orders of magnitude. Several corrections are required to match the experimental value. The addition of loosely bound effects to the SFO-tls and Yuan interactions is shown by the solid dark grey bars. In both cases, this addition improves the predicted values, but is still insufficient to
account for the observed value. A further correction is needed to match to the experiment, and this occurs through the modification of the effective $g$-factors in the $M 1$ operator. The modified values are $g_{s p}=5, g_{s n}=-3.5, g_{\ell p}=1.175, g_{\ell n}=-0.106, g_{t p}=0.26$, and $g_{t n}=-0.17$. These are based on a fit to $M 1$ data using six parameters with the USDA interaction [101]. The non-zero $g_{t}$ terms activate the tensor term in the $M 1$ operator, which is a coupling of the position and spin vectors of the nucleons. The presence of the $Y^{2}(\vec{r})$ term allows the $\Delta \ell=2$ transition, which is otherwise forbidden by selection rules. In the case of ${ }^{19} \mathrm{C}$, this allows a transition between the $s_{1 / 2}$ and $d_{3 / 2}$ orbitals for the valence neutron. The inclusion of the modified $M 1$ operator is shown by the hatched bars in Figure 4.9. In all cases, this provides further improvement to the predicted values.

Based on the shell-model calculations, the observed $M 1$ hindrance is ascribed to the lowering of the $1 s_{1 / 2}$ orbital and resulting proximity to the $0 d_{5 / 2}$ orbital characteristic of weakly bound nuclei. The degeneracy of these two orbitals is supported by all the calculations, as demonstrated by the compressed level schemes shown in Figure 4.8. The primary configurations of the valence neutrons in the ground and first excited states in ${ }^{19} \mathrm{C}$ are similar for all calculations, and are given as follows:

$$
\begin{align*}
\left|{ }^{19} \mathrm{C}\left(1 / 2^{+}\right)\right\rangle & =\alpha\left|\left(d_{5 / 2}\right)_{J=0^{+}}^{4} \otimes\left(s_{1 / 2}\right)\right\rangle+\ldots  \tag{4.4}\\
\left.\left.\right|^{19} \mathrm{C}\left(3 / 2^{+}\right)\right\rangle & =\beta\left|\left(d_{5 / 2}\right)_{J=2^{+}}^{4} \otimes\left(s_{1 / 2}\right)\right\rangle \\
& +\gamma\left|\left(d_{5 / 2}\right)_{J=3 / 2^{+}}^{3} \otimes\left(s_{1 / 2}\right)^{2}\right\rangle+\ldots \tag{4.5}
\end{align*}
$$

The configurations listed here are built on top of a ${ }^{14} \mathrm{C}$ core, with a $0^{+}$configuration shown by Figure 1.3(b). These configurations are shown schematically in Figure 4.10. For the WBP


Figure 4.9: The experimental and shell model predictions for the $B\left(M 1 ; 3 / 2^{+} \rightarrow 1 / 2^{+}\right)$ transition strength in ${ }^{19} \mathrm{C}$. The current experimental value is shown on the left, and the results for each shell model calculation are shown on the right. The light grey bars indicate the values calculated without any corrections. The dark grey bars for the SFO-tls and Yuan interactions indicate calculations with the loosely-bound effects [103]. The striped bars additionally include the modification of the M1 operator as described in the text. In all cases, both the loosely bound effects and modified $M 1$ operator improve the predictions relative to the observed value.
and Yuan( + lbe) interactions, the relative strengths of the configurations are nearly identical, with $\alpha^{2} \approx 0.48, \beta^{2} \approx 0.29$, and $\gamma^{2} \approx 0.26$, while the SFO-tls $(+$ lbe $)$ gives $\alpha^{2} \approx 0.40, \beta^{2} \approx 0.26$, and $\gamma^{2} \approx 0.23$. The agreement between these calculations clearly shows the prevalence of the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ components in both the ground and excited states.

For five valence neutrons within the $\left(s_{1 / 2} d_{5 / 2}\right)^{5}$ space above a ${ }^{14} \mathrm{C}\left(0^{+}\right)$core, the only possible configurations for the $1 / 2^{+}$and $3 / 2^{+}$states are those listed in Equations 4.4 and 4.5. The M1 transition strength between these configurations is exactly zero. More generally, all possible configurations for the $\left(s_{1 / 2} d_{5 / 2}\right)^{5}$ space are (a) $\left(d_{5 / 2}\right)^{5} J=5 / 2^{+} ;(\mathrm{b})\left(d_{5 / 2}\right)_{J=0^{+}}^{4} \otimes$ $\left(s_{1 / 2}\right) J=1 / 2^{+} ;(\mathrm{c})\left(d_{5 / 2}\right)_{J=2^{+}}^{4} \otimes\left(s_{1 / 2}\right) J=3 / 2^{+}, 5 / 2^{+} ;(\mathrm{d})\left(d_{5 / 2}\right)_{J=4^{+}}^{4} \otimes\left(s_{1 / 2}\right) J=7 / 2^{+}$,


Figure 4.10: The primary configurations for the ground state (a) and excited state (b) in ${ }^{19} \mathrm{C}$. The $1 / 2^{+}$ground state is primarily formed by the $1 s_{1 / 2}$ neutron coupled to a $0^{+}$core. The $3 / 2^{+}$excited state is divided between two main configurations. On the left, the $1 s_{1 / 2}$ neutron is coupled to a $2^{+}$core, and on the right, two neutrons in the $1 s_{1 / 2}$ orbital couple to $0^{+}$, and the three neutrons in the $0 d_{5 / 2}$ orbital couple to $3 / 2^{+}$. The calculated amplitudes of each configuration are given in the text.
$9 / 2^{+}$; and (e) $\left(d_{5 / 2}\right)^{3} \otimes\left(s_{1 / 2}\right)^{2} J=3 / 2^{+}, 5 / 2^{+}, 9 / 2^{+}$. The $B(M 1)$ strength is zero between all pairs of these configurations except for the spin-flip transitions between the $3 / 2^{+}$and $5 / 2^{+}$states in (c), and the $7 / 2^{+}$and $9 / 2^{+}$states in (d). It is also important to note that the $M 1$ strength between the $3 / 2^{+}$and $5 / 2^{+}$states in (e) is also zero because these are within
the identical $\left(d_{5 / 2}\right)^{3}$ space, and this transition is not a spin-flip. Other transitions require a $\Delta \ell=2, \Delta j=2$ transition between the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ orbitals. This is the primary mechanism responsible for the suppressed $B(M 1)$ value in ${ }^{19} \mathrm{C}$. Additional components to the wave functions beyond those listed in Equations 4.4 and 4.5 could allow finite transition strengths, but the total $B(M 1)$ remains diminished due to the smaller amplitudes of those configurations.

A decomposition of the $M 1$ strength into the individual matrix elements for the proton and neutron orbital, spin, and tensor components using the WBP interaction is shown in Figure 4.11. The figure also shows similar calculations for the $1 / 2^{+} \rightarrow 3 / 2^{+}$transitions in ${ }^{23} \mathrm{Na}$ and ${ }^{23} \mathrm{Mg}$, which also have small $B(M 1)$ values on the same order as ${ }^{19} \mathrm{C}$. For ${ }^{23} \mathrm{Na}$ and ${ }^{23} \mathrm{Mg}$, there is a large cancellation between individual components which results in the small values for the transition strengths. For ${ }^{19} \mathrm{C}$ however, there is not as strong of a cancellation effect, but instead the individual matrix elements themselves are much smaller. What is unique for ${ }^{19} \mathrm{C}$ is that the orbital and spin components are as small as the tensor components. Thus, the prominence of the $s_{1 / 2}$ and $d_{5 / 2}$ orbitals in both the ground and excited states reduces the $M 1$ strength down to the level of $10^{-3} \mu_{N}^{2}$, where contributions from the $\ell$-forbidden transition between the $s_{1 / 2}$ and $d_{3 / 2}$ orbitals become important.


Figure 4.11: Decomposition of the calculated $B(M 1)$ strengths in ${ }^{19} \mathrm{C},{ }^{23} \mathrm{Na}$, and ${ }^{23} \mathrm{Mg}$ into the spin, orbital, and tensor components for both protons and neutrons. All calculations are made using the WBP interaction [102]. It is clear that the individual matrix elements are smaller for ${ }^{19} \mathrm{C}$, while the small $B(M 1)$ values in ${ }^{23} \mathrm{Na}$ and ${ }^{23} \mathrm{Mg}$ are due to cancellation between the components.

## Chapter 5

## One-proton Knockout Measurement of

${ }^{20} \mathbf{N}$

### 5.1 Motivation and Overview

Results from the present experiment were also analyzed to study the one-proton knockout reaction from ${ }^{20} \mathrm{~N}$. This study can be considered as an extension of the lifetime measurement because it is used to examine the spins of the excited state in ${ }^{19} \mathrm{C}$. The reaction is also sensitive to the ground wave function in ${ }^{20} \mathrm{~N}$. Measurement of the exclusive cross sections to states in ${ }^{19} \mathrm{C}$ gives the overlap of those states with the ${ }^{20} \mathrm{~N}$ ground state and can be used to constrain the ground state spin in ${ }^{20} \mathrm{~N}$. Additionally, measurement of the momentum distribution of the ${ }^{19} \mathrm{C}$ fragments after the reaction can be used to confirm the configuration of the valence proton in ${ }^{20} \mathrm{~N}$.

In a standard shell model picture for ${ }^{20} \mathrm{~N}$, the seventh proton occupies a $p_{1 / 2}$ orbital, and the thirteenth neutron occupies a $0 d_{5 / 2}$ orbital. Coupling of these two orbitals is expected to produce a $2^{-}$or $3^{-}$for the ground state. However, as shown in Figure 1.3, the standard picture does not explain the ground state in the neighboring nucleus ${ }^{19} \mathrm{C}$. If the situation is the same for ${ }^{20} \mathrm{~N}$, then another ground state may be possible. Calculations with the WBP interaction [102] predict a $2^{-}$ground state. However, there is very little experimental data on the levels in ${ }^{20} \mathrm{~N}$. A beta-decay study of ${ }^{20} \mathrm{~N}$ has found decay rates consistent with a $2^{-}$


Figure 5.1: Comparison of the low-lying levels observed in ${ }^{20} \mathrm{~N}$ with shell-model calculations using the WBP interaction. The spin and parities of the experimental levels are based on similar shell model calculations [110], and no firm assignments have been made for any states.
ground state [109]. A more recent gamma-ray study observed several transitions in ${ }^{20} \mathrm{~N}$ and made tentative level assignments based on shell model calculations, but did not make any firm spin assignments [110]. The level scheme for ${ }^{20} \mathrm{~N}$ resulting from that experiment is shown in Figure 5.1, which also compares the levels obtained with the WBP interaction. Because very few states are assigned from the experiment, it is clear more evidence is necessary to characterize the spin in the ground state of ${ }^{20} \mathrm{~N}$.

There is great interest in identifying the levels in ${ }^{20} \mathrm{~N}$, because such identification can help to locate the single-particle energies of the neutron $1 s_{1 / 2}$ and $0 d_{5 / 2}$ orbitals. It is known that these two orbitals move rapidly among neutron-rich nuclei. In ${ }^{22} \mathrm{O}$, the lowering of the $0 d_{5 / 2}$ orbital below the $1 s_{1 / 2}$ orbital causes the appearance of the $N=14$ magic number [111], while the gap is expected to disappear in the nearby nucleus ${ }^{21} \mathrm{C}$ [112]. The relative energies
of the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ orbitals for several isotonic chains are shown in Figure 5.2 [113115]. For the $N=7$ and $N=9$ chains, the orbitals are nearly degenerate in ${ }^{14} \mathrm{~N}$ and ${ }^{16} \mathrm{~N}$, and in ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{C}$, the levels are inverted, with the $1 s_{1 / 2}$ orbital at a lower energy than $0 d_{5 / 2}$. In the case of $N=11$, the levels are inverted for ${ }^{17} \mathrm{C}$, but return to normal ordering in ${ }^{18} \mathrm{~N}$, with the $1 s_{1 / 2}$ above the $0 d_{5 / 2}$. In the present case of $N=13$, the two orbitals are degenerate in ${ }^{19} \mathrm{C}$ [93], as shown by the simultaneous filling of these orbitals in Figure 1.3(d). If the normal ordering returns in ${ }^{20} \mathrm{~N}$, then the five valence neutrons should occupy the $0 d_{5 / 2}$ orbital. Coupling of these $0 d_{5 / 2}$ neutrons to the $0 p_{1 / 2}$ valence proton creates a $2^{-}$or $3^{-}$ground state in ${ }^{20} \mathrm{~N}$, and determination of the ground state would help to confirm the expected trend for $N=13$. Although the current experiment can provide evidence for the ground state in ${ }^{20} \mathrm{~N}$, proper assignment of all low-lying states is necessary to fully determine the locations of the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ single-particle states, which is beyond the scope of the current measurement.

The knockout reaction is also interesting in view of the possible similarity of the neutron distributions in ${ }^{20} \mathrm{~N}$ and ${ }^{19} \mathrm{C}$. Previous measurements of the interaction and charge-changing cross sections in ${ }^{20} \mathrm{~N}$ have suggested the presence of a neutron skin [116, 117]. A neutron skin is described as an excess of neutrons around the nuclear surface, although without the extended tail that is present for halos. The current measurement is the first study of a one-proton knockout reaction leading to a halo nucleus, and could be useful to investigate the connection between skins and halos.


Figure 5.2: Three plots which show the evolution of the neutron $s_{1 / 2}$ and $d_{5 / 2}$ orbitals in light neutron-rich isotopes. In (a), the energies of the orbitals are plotted relative to the neutron separation energy for $N=7$ isotones. For ${ }^{13} \mathrm{C}(Z=6)$, the $1 s_{1 / 2}$ orbital (red) is clearly located below the $0 d_{5 / 2}$ orbital (blue), and for ${ }^{14} \mathrm{~N}$, the orbitals are nearly degenerate. Plot (b) shows the same trend for the $N=9$ isotones. Here, for ${ }^{15} \mathrm{C}$, the $1 s_{1 / 2}$ orbital (red) is below the $0 d_{5 / 2}$ orbital (black), while they overlap in ${ }^{16} \mathrm{~N}$. Plot (c) shows the energy of the $1 s_{1 / 2}$ orbital (red) relative to the $0 d_{5 / 2}$ orbital (blue) for the $N=11$ isotones. In this case, the orbitals are nearly degenerate in ${ }^{17} \mathrm{C}$, while in ${ }^{18} \mathrm{~N}$, the $1 s_{1 / 2}$ orbital is located well above the $0 d_{5 / 2}$ orbital. Figures from Refs. [113-115].

### 5.2 Cross Sections

The experiment was performed as described in Section 4.2. The cross section was calculated from the line-shape setup which employs only a 2 mm beryllium target with no degrader. The inclusive cross section $\sigma_{-1 p}$ for the one-proton knockout from ${ }^{20} \mathrm{~N}$ to ${ }^{19} \mathrm{C}$ is calculated as

$$
\begin{equation*}
\sigma_{-1 p}=\frac{N_{19} A_{t}}{\epsilon N_{20_{\mathrm{N}}} \rho_{t} d_{t} N_{A}} \tag{5.1}
\end{equation*}
$$

where $N_{19}$ C is the total number of ${ }^{19} \mathrm{C}$ nuclei detected, $N_{20_{\mathrm{N}}}$ is the number of ${ }^{20} \mathrm{~N}$ nuclei incident on the reaction target, $A_{t}, \rho_{t}$ and $d t$ are the target molar mass, mass density, and thickness, respectively, $N_{A}=6.02 \times 10^{23} \mathrm{~mol}^{-1}$ is Avogadro's number, and $\epsilon$ is the efficiency to detect the ${ }^{19} \mathrm{C}$ nuclei. The number of ${ }^{19} \mathrm{C}$ nuclei was obtained by integrating the particle ID spectrum (see Figure 4.3). The incoming beam rate was given by the rate of the S800 object scintillator. Transmission of the secondary beam from the object scintillator to the experimental area was determined by measuring the secondary beam rate through S800 without a target installed. Because the $2 \%$ total momentum spread of the secondary beam is smaller than the $5 \%$ momentum acceptance of the S800 spectrograph, all of the beam incident at the target location is detected at the focal plane, so that the transmission measured at the focal plane is identical to the transmission at the target. The total oneproton knockout cross section $\sigma_{-1 p}$ measured for the current experiment is $0.76(10) \mathrm{mb}$.

Cross sections to excited states are obtained independently from the inclusive cross section by considering gamma-ray yields in GRETINA. In the present experiment, only a single gamma-ray transition was observed at 209 keV . The measured lifetime supports the $3 / 2^{+}$ assignment for this state. No evidence for a bound $5 / 2^{+}$state was found. The total yields were counted from the gamma-ray spectrum in Figure 4.4. All counts in the peak, even down

Table 5.1: Theoretical cross sections compared to the experimental values, assuming a $2^{-}$ground state in ${ }^{20} \mathrm{~N}$. Theoretical cross sections are calculated as described in the text. The total cross section is first calculated assuming the observed $3 / 2^{+}$state is the only bound excited state in ${ }^{19} \mathrm{C}$. The second calculation also includes the cross section assuming the low-lying $5 / 2^{+}$state is bound, calculated with the excitation energy from the previous gamma-ray study [89].

| $E_{x}(\mathrm{keV})$ | $J^{\pi}$ | $\ell, j$ | $\sigma_{\mathrm{sp}}(\mathrm{mb})$ | $C^{2} S$ | $\sigma_{\mathrm{th}}(\mathrm{mb})$ | $\sigma_{\exp }(\mathrm{mb})$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $1 / 2^{+}$ | $1,3 / 2$ | 13.1 | 0.038 | 0.52 |  |
| 209 | $3 / 2^{+}$ | $1,1 / 2$ | 12.0 | 0.014 |  |  |
|  |  | $1,3 / 2$ | 13.0 | 0.086 | 1.36 |  |
| 269 | $5 / 2^{+}$ | $1,1 / 2$ | 11.9 | 0.81 |  |  |
|  |  | $1,3 / 2$ | 12.9 | 0.068 | 11.1 |  |
| Inclusive $\left(1 / 2^{+}, 3 / 2^{+}\right)$ |  |  |  |  |  |  |
| Inclusive $\left(1 / 2^{+}, 3 / 2^{+}, 5 / 2^{+}\right)$ |  |  | 1.88 | $0.76(10)$ |  |  |

to the low-energy region below 100 keV , were assumed to come from either the $3 / 2^{+} \rightarrow 1 / 2^{+}$ transition or from the background. The gamma-ray yields were then scaled based on the efficiency of gamma-ray detection. Using this method, the calculated cross section to the $209-\mathrm{keV}$ state $\sigma_{-1 p}(209 \mathrm{keV})$ is $0.62(9) \mathrm{mb}$. In general, the cross section to the ground state $\sigma_{-1 p}(g . s$.$) is simply calculated as the difference between the inclusive cross section and the$ cross section to all excited states:

$$
\begin{equation*}
\sigma_{-1 p}(g . s .)=\sigma_{-1 p}-\sum_{E_{x}} \sigma_{-1 p}\left(E_{x}\right) \tag{5.2}
\end{equation*}
$$

With only one observed excited state, the cross section to the ground state in ${ }^{19} \mathrm{C}$ is found to be $\sigma_{-1 p}($ g.s. $)=0.14(13) \mathrm{mb}$.

### 5.2.1 Theoretical Calculations

Calculation of theoretical cross sections comprises two parts: spectroscopic factors $C^{2} S\left(J^{\pi}, n \ell j\right)$ for removal of a proton with quantum numbers $n \ell j$ leading to a final state with spin $J^{\pi}$, and single particle cross sections $\sigma_{s p}\left(n \ell j, S_{p}^{e f f}\right)$ based on an effective proton separation energy $S_{p}^{e f f}$. Spectroscopic factors were obtained from shell-model calculations with the WBP interaction [102]. States in ${ }^{19} \mathrm{C}$ and ${ }^{20} \mathrm{~N}$ were calculated within the $p$ sd model space allowing $2-3 \hbar \omega$ for ${ }^{19} \mathrm{C}$ and $1-2 \hbar \omega$ for ${ }^{20} \mathrm{~N}$. Spectroscopic factors were calculated for each proton orbital which connects the ground state in ${ }^{20} \mathrm{~N}$ with the low-lying states in ${ }^{19} \mathrm{C}$. The calculated spin and parity of the ground state in ${ }^{20} \mathrm{~N}$ is $2^{-}$(see Figure 5.1). However, because the ground state is not experimentally well determined, the $0^{-}$state at 395 keV was also considered as a ground-state candidate. Therefore, two sets of calculations were made for both possible ground states.

Single-particle cross sections were calculated from elastic S-matrices for the target-core and target-proton systems. The S-matrices were calculated by folding the target and core/proton densities with the effective nucleon-nucleon interactions. Densities for the ${ }^{9} \mathrm{Be}$ target and ${ }^{19} \mathrm{C}$ core were calculated in the Woods Saxon form:

$$
\begin{equation*}
\rho(r)=\frac{\rho_{0}}{1+\exp [(r-c) / a]} . \tag{5.3}
\end{equation*}
$$

The parameters were obtained from Ref. [118]:

$$
\begin{align*}
a & =0.54  \tag{5.4}\\
c & =\left(0.978+0.0206 A^{1 / 3}\right) A^{1 / 3}  \tag{5.5}\\
\rho_{0} & =\frac{3 A}{4 \pi c^{3}\left(1+\pi^{2} a^{2} / c^{2}\right)} . \tag{5.6}
\end{align*}
$$

The proton was treated as a point particle. The effective nucleon-nucleon was taken to be a zero-range delta function whose strength was based on nucleon-nucleus scattering at high energy [119]. The proton potential within the ${ }^{19} \mathrm{C}$ core was a Woods-Saxon form, with typical parameters $r_{0}=1.25 \mathrm{fm}$ and $a=0.7 \mathrm{fm}$. The potential depth was adjusted to match the proton separation energy of 17.9 MeV . For the cross section to the excited state in ${ }^{19} \mathrm{C}$, the effective separation energy $S_{p}^{e f f}$ is calculated as the sum of the ground-state separation energy and the excitation energy of 209 keV .

The results of the cross section calculations are shown for a $2^{-}$ground state in Table 5.1, and for a $0^{-}$ground state in Table 5.2. The tables list the spectroscopic factors and single-particle cross sections for the $1 / 2^{+}$ground state and $3 / 2^{+}$excited state in ${ }^{19} \mathrm{C}$. The theoretical cross section for each state is the product of these factors scaled by a correction factor of $[A /(A-1)]^{N}=[20 / 19]^{1}$ which is necessary to correct for the center-of-mass motion for spectroscopic factors calculated in the harmonic oscillator basis [55]. For the $2^{-}$case, it is possible to remove an $\ell=1$ proton and produce $1 / 2^{+}, 3 / 2^{+}$, and $5 / 2^{+}$states in ${ }^{19} \mathrm{C}$. Therefore, the inclusive cross section was calculated first for ground state and observed $3 / 2^{+}$ excited state, and additionally including a $5 / 2^{+}$state. The effective separation energy of this state was based on the excitation energy ( 269 keV ) from the gamma-ray study which first suggested a bound $5 / 2^{+}$state [89]. Because the excitation energies are much smaller

Table 5.2: Theoretical cross sections compared to the experimental values, assuming a $0^{-}$ ground state in ${ }^{20} \mathrm{~N}$. In this case, the $5 / 2^{+}$state is not accessible through removal of an $\ell=1$ proton.

| $E_{x}(\mathrm{keV})$ | $J^{\pi}$ | $\ell, j$ | $\sigma_{\mathrm{sp}}(\mathrm{mb})$ | $C^{2} S$ | $\sigma_{\mathrm{th}}(\mathrm{mb})$ | $\sigma_{\exp }(\mathrm{mb})$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $1 / 2^{+}$ | $1,1 / 2$ | 12.1 | 0.85 | 10.8 |  |
| 209 | $3 / 2^{+}$ | $1,3 / 2$ | 13.0 | 0.059 | 0.81 |  |
| Inclusive |  |  |  |  | 11.6 | $0.76(10)$ |

than the proton separation energy, the single-particle cross sections did not depend largely on the choice of energy of this state. For a $0^{-}$ground state in ${ }^{20} \mathrm{~N}$, it is impossible to access a $5 / 2^{+}$state from $\ell=1$ removal, so this calculation only compares with the presently observed states. In all cases of ground state spins in ${ }^{20} \mathrm{~N}$, the calculations exceed the experimental value. With a $2^{-}$ground state, the calculated cross section to the $1 / 2^{+}$and $3 / 2^{+}$states in ${ }^{19} \mathrm{C}$ is 1.88 mb , which is on the same order as the experiment. When including the $5 / 2^{+}$ state, the cross section increases by an order of magnitude to 13 mb . For the case of a $0^{-}$ ground state, the cross section is also much larger than the experiment, at 11.6 mb .

The large difference in cross sections between the calculations is due to the different spectroscopic factors obtained for the two possible ground states in ${ }^{20} \mathrm{~N}$. The dominant configurations for the $2^{-}$and $0^{-}$states are illustrated in Figure 5.3. In the WBP interaction, the $2^{-}$state in ${ }^{20} \mathrm{~N}$ is primarily formed from the $\pi p_{1 / 2} \otimes\left(\nu d_{5 / 2}\right)^{5}$ coupling of the valence proton and valence neutrons, with a strength of $61 \%$. With this configuration, removal of any $p$-wave proton leaves the neutrons in the $d_{5 / 2}$ orbital. As discussed in Section 4.6.1, these configurations forms only a small part of the $1 / 2^{+}$and $3 / 2^{+}$states in ${ }^{19} \mathrm{C}$, both of which are dominated by the $\left(\nu d_{5 / 2}\right)^{4} \otimes\left(\nu s_{1 / 2}\right)^{1}$ and $\left(\nu d_{5 / 2}\right)^{3} \otimes\left(\nu s_{1 / 2}\right)^{2}$ configurations.


Figure 5.3: The primary configurations for the lowest $2^{-}$(left) and $0^{-}$states in ${ }^{20} \mathrm{~N}$, calculated with the WBP interaction. Protons are shown in red, and neutrons in blue. The $2^{-}$configuration is formed by the coupling of the valence $0 p_{1 / 2}$ proton to the $\left(0 d_{5 / 2}\right)_{J=5 / 2}^{5}$ neutrons. The shown configuration accounts for $61 \%$ of the total strength of the $2^{-}$state. The $0^{-}$configuration is formed by the coupling of the same proton to the $\left(0 d_{5 / 2}\right)_{J=0}^{4} 1 s_{1 / 2}$ neutrons. This accounts for $74 \%$ of the total strength in the $0^{-}$state.

### 5.3 Momentum Distributions

The parallel momentum $p_{\|}$of the recoiling ${ }^{19} \mathrm{C}$ fragments was measured at the S 800 focal plane. The inclusive momentum distribution was separated into components for the ground and excited state by gating on gamma rays detected by GRETINA. A momentum spectrum was first obtained by selecting events with a gamma ray below 300 keV , since this is the highest observable energy for forward-angle detectors. This spectrum was composed of a mix of both true decays from the $209-\mathrm{keV}$ state and low-energy background. A separate spectrum was produced by selecting gamma rays above 300 keV , where only background events occur. The background momentum spectrum was scaled to the expected background rate in the mixed spectrum and subtracted from the mixed spectrum to produce the distribution for the $209-\mathrm{keV}$ state. This ensured that the shape of the distribution best corresponded to true


Figure 5.4: The momentum distribution along the beam axis $p_{\|}$for the $209-\mathrm{keV}$ state in ${ }^{19} \mathrm{C}$ following the one-proton knockout of ${ }^{20} \mathrm{~N}$. The black points are the data measured in the S800. Eikonal calculations are shown for $s$-wave (blue solid line), $p$-wave (red dashed line), and $d$-wave (green dot-dashed line) proton removal. The calculations have been normalized to the data in the region between $6710-7050 \mathrm{MeV} / \mathrm{c}$, where the particles were fully accepted by the S 800 .
decay events. This spectrum was then scaled based on the average efficiency to detect gamma rays from the ${ }^{19} \mathrm{C}$ beam. Because of the long lifetime of the excited state, most decays do not occur at the target, so the efficiency was estimated based on the overall efficiency of the simulation. The result is shown by the black points in Figure 5.4. Finally, the momentum distribution for direct knockout to the ground state in ${ }^{19} \mathrm{C}$ was obtained by subtracting the excited-state distribution from the inclusive distribution. This is shown by the black points in Figure 5.5.

Theoretical momentum distributions were calculated using the eikonal prescription [23]. The output of the calculations is a symmetric distribution in the center-of-mass frame of the incoming secondary beam and target nuclei. To compare with data, several corrections
were made. Each distribution was first widened to the lab-frame width by the Lorentz factor $\gamma=1.076$, and transformed to the measured central momentum of the ${ }^{19} \mathrm{C}$ products. The lab-frame distribution was then folded with the observed momentum of the incoming ${ }^{20} \mathrm{~N}$ beam. Finally, the distribution was widened by an additional $5 \%$ to account for the difference in energy loss between the high- and low-energy portions of the beam through the beryllium target. The results are shown in Figure 5.4 for the $209-\mathrm{keV}$ state and in Figure 5.5 for the ground state. Calculations were made for proton removal from $s$-orbitals $(\ell=0)$, $p$-orbitals ( $\ell=1$ ), and $d$-orbitals $(\ell=2)$. The distributions have been normalized to the experimental data. In Figure 5.4, it is clear that the data match either the $\ell=0$ or $\ell=1$ curves. However, the total momentum spread of the nuclei exceeds the $5 \%$ acceptance of the S 800 , so the shape of the distribution is cut off at high and low momentum. In the central region, where nearly all of the beam can reach the S 800 , the $\ell=1$ distribution is a slightly better fit. This matches the results from the cross section-analysis, where the best agreement with theory comes from $\ell=1$ proton removal. In Figure 5.5, the different distributions cannot be distinguished because of the large error bars, but a $2^{-}$ground state in ${ }^{20} \mathrm{~N}$ would again require $\ell=1$ removal to reach the $1 / 2^{+}$ground state in ${ }^{19} \mathrm{C}$.

### 5.4 Discussion

Systematic errors of the inclusive and exclusive cross sections are considered separately. The errors are summarized in Table 5.3. The dominant source of error in the total cross section is due to the uncertainty in the efficiency $\epsilon$ to detect ${ }^{19} \mathrm{C}$ nuclei. The uncertainty can be broken down into two factors: the momentum acceptance of the S800, and the overall shape of the momentum distribution. Uncertainty due to the S800 acceptance occurs because total


Figure 5.5: The momentum distribution along the beam axis $p_{\|}$for the ground state in ${ }^{19} \mathrm{C}$ following the one-proton knockout of ${ }^{20} \mathrm{~N}$. The black points are the data measured in the S800. Eikonal calculations are shown for $s$-wave (blue solid line), $p$-wave (red dashed line), and $d$-wave (green dot-dashed line) proton removal. The calculations have been normalized to the data in the region between $6710-7050 \mathrm{MeV} / \mathrm{c}$, where the particles were fully accepted by the S 800 .
momentum spread of the ${ }^{19} \mathrm{C}$ fragments is greater than the $5 \%$ acceptance of the S 800 . Because the ${ }^{19} \mathrm{C}$ beam was centered in the S 800 , this resulted in the beam being cut off for both the high and low energy sides of the distribution. The total cross section was calculated by matching the $\ell=1$ theoretical momentum distribution to the experimental distribution in the central region where the acceptance is near unity. This region was defined by the magnet settings of the S 800 , and corresponded to $6710-7050 \mathrm{MeV} / \mathrm{c}$. The remaining cross section from the particles which are cut off was obtained by scaling the total counts in the central region by the theoretical fraction of counts in this region. This resulted in an estimated $10 \%$ of particles which did not appear in the spectrum, and this was taken as the error on the acceptance. The shape of the momentum distribution also introduces error in the cross section determination. In the eikonal model, the distribution is symmetric; however, several previous knockout experiments have observed asymmetries in the fragment momentum distributions, appearing as tails at low energy [120-122]. Different theoretical approaches have been used to explain these tails. For removal of weakly bound neutrons from halo nuclei, coupled discretized continuum channel (CDCC) calculations have been successfully described the distributions [120], while the tail formed from removal of strongly bound nuclei has been explained as an energy dissipation mechanism during the stripping reaction [121]. Because the low-energy portion of the distribution is not observed, the possibility of a tail adds an additional estimated $10 \%$ uncertainty. Other contributions to the error in the total cross section, for example due to the gate of selecting ${ }^{19} \mathrm{C}$ in the particle identification spectrum, are much smaller and can be considered negligible.

In the calculation of exclusive cross sections, the largest error comes from determination of the in-beam efficiency of the gamma-ray detectors. Two considerations must be made: the efficiency as a function of gamma-ray energy and as a function of position of the gamma

Table 5.3: Summary of systematic errors observed for the knockout cross-section measurement. Errors for the inclusive cross section (left) and exclusive cross section to the excited $3 / 2^{+}$state (right) are listed separately.

| Inclusive |  |  | Exclusive |  |  |
| :--- | :---: | :---: | :--- | :---: | :---: |
| Component | Error (\%) |  | Component | Error (\%) |  |
| S800 acceptance | 10 |  | Simulated absolute efficiency | 9 |  |
| Momentum distribution asymmetry | 10 |  | Simulated position efficiency | 10 |  |
| Particle identification | $<1$ |  | Background determination | 2 |  |

decay. The long lifetime of the $3 / 2^{+}$state causes decays to occur, on average, about 20 cm downstream of the target. Because source calibrations for GRETINA were only made at fixed positions of the target, it was necessary to rely on simulations to determine the efficiency. As shown in Figure 3.8(a), the energy dependence is well reproduced for the line-shape configuration. However, the scaling factor required to reproduce the efficiency in the plunger configuration means that the error in the simulated efficiency can be $10 \%$. There is also error in the simulation due to the absorption of gamma rays in the surrounding material. Because the shape of the efficiency curve is well matched for the line-shape configuration where there is no heavy degrader, this additional error is minimal. For the position dependence of the efficiency, it is not possible to compare to any real data, so there is an additional uncertainty of $10 \%$. Another possible source of error is the determination of absolute counts in the gamma-ray spectrum, which depends on the choice of background assumed. In the present case, the error was estimated by comparing the low-energy background in coincidence with ${ }^{9} \mathrm{Li}$ and ${ }^{18} \mathrm{C}$ recoils. The difference between these two cases made a small $(1 \%)$ contribution to the error.

As discussed above, all theoretical cross sections for the inclusive cross section exceed the experimental value of 0.76 mb . A similar difference between experiment and theory has been


Figure 5.6: A plot showing the systematic difference between experimental and theoretical one-nucleon cross sections. The plot includes proton (blue) and neutron (red) knockout using fast beams as well as proton knockout from electron scattering (black). The reduction factor $R_{S}$ is plotted as a function of $\Delta S$, which is a measure of the difference in the Fermi energies of the protons and neutrons. Figure from Ref. [123].
found for several knockout reactions at energies near or above $100 \mathrm{MeV} /$ nucleon [123]. A trend has been observed in which removal of more strongly bound nucleons results in a larger difference between the experiment and theory. This trend is shown in Figure 5.6. Here, a reduction factor $R_{s}=\sigma_{\text {exp }} / \sigma_{t h}$ is defined as the ratio between the experimental ( $\sigma_{\text {exp }}$ ) and theoretical $\left(\sigma_{t h}\right)$ cross sections. This is plotted against an asymmetry parameter $\Delta S$ for the projectile nucleus. This parameter is defined as the difference between the proton and neutron separation energies, and serves as measure of the relative Fermi surfaces of protons and neutrons. The definition of $\Delta S$ is different for proton or neutron knockout, and defines the relative binding of the removed nucleon. Therefore, points on the left are from removal of weakly bound nucleons, where the reduction factor is near unity, and points on the right are due to removal of strongly bound nucleons, where the reduction factor is much smaller. For ${ }^{20} \mathrm{~N}$, the separation energies are $S_{n}=2.16 \mathrm{MeV}$ and $S_{p}=17.94 \mathrm{MeV}$ [87], so that $\Delta S=15.78 \mathrm{MeV}$. From the theoretical calculations in Section 5.2.1, the closest value of 1.88 mb results from a $2^{-}$ground state in ${ }^{20} \mathrm{~N}$ and no bound $5 / 2^{+}$state in ${ }^{19} \mathrm{C}$. For this value, the reduction factor $R_{s}$ is 0.40 . Looking at Figure 5.6 , this value falls in line with the observed trend. Other theoretical calculations which assume a different ground state in ${ }^{20} \mathrm{~N}$ or a bound $5 / 2^{+}$state in ${ }^{19} \mathrm{C}$ give cross sections nearly an order of magnitude larger, resulting in reduction factors below 0.07 , much lower than any other previous value. Thus, the trend in the knockout cross section calculations supports the $2^{-}$ground state in ${ }^{20} \mathrm{~N}$, as well as the unbound nature of the $5 / 2^{+}$state. One point to note in Figure 5.6 is the neutron-knockout reaction from ${ }^{20} \mathrm{C}$ [80], which appears as a red point at $\Delta S=26 \mathrm{MeV}$ and $R_{s} \approx 1$. This reaction also produces ${ }^{19} \mathrm{C}$, so the theoretical calculations are similar to the present work. The two results at opposite ends of the figure highlight the observed trend as well as the need for improved theoretical framework to explain the trend.

In addition to the gamma-ray measurement [93], the current measurement provides no support for a bound $5 / 2^{+}$state in ${ }^{19} \mathrm{C}$. This is in line with neutron knockout reactions from ${ }^{20} \mathrm{C}$ [80, 86], including the most recent measurement [124]. Thus, there is now a consistent picture of ${ }^{19} \mathrm{C}$ which excludes a bound $5 / 2^{+}$state.

## Chapter 6

## Conclusions

This work presented two experimental studies which were designed to understand the structure of the one-neutron halo nucleus ${ }^{19} \mathrm{C}$. A lifetime measurement of the first excited state provided the first measurement of an $M 1$ transition between bound states in a halo nucleus. The measured $B(M 1)$ transition strength constrained the spin-parity of the excited state. Data from the one-proton knockout reaction of ${ }^{20} \mathrm{~N}$ used in the same experiment also supported the spin-parity assignment of this state. The knockout reaction cross section was also used to examine the spin of the ground state in ${ }^{20} \mathrm{~N}$.

The lifetime of the first excited state at 209 keV in ${ }^{19} \mathrm{C}$ was measured using two complementary Doppler-shift techniques, the Recoil Distance Method and line-shape technique. For both methods, the lifetime was determined by fitting simulated gamma-ray spectra to the experimental spectra. The results from the two techniques were consistent, and the lifetime of the $209-\mathrm{keV}$ excited state was measured to be $1.94(15) \mathrm{ns}$. This lifetime excluded a $5 / 2^{+} \rightarrow 1 / 2^{+}$transition and provided further support for the suggested $3 / 2^{+}$ assignment of the excited state. The calculated $B\left(M 1 ; 3 / 2^{+} \rightarrow 1 / 2^{+}\right)$transition strength of $3.21(25) \times 10^{-3} \mu_{N}^{2}$, or $1.79(14) \times 10^{-3}$ W.u., indicated a strongly hindered transition, and was shown to be one of the weakest $M 1$ transitions among light nuclei.

Shell model calculations were performed in order to understand the origin of the hindrance of the $3 / 2^{+} \rightarrow 1 / 2^{+}$transition in ${ }^{19} \mathrm{C}$. The results of the calculations indicated that the hindrance was due to the dominance of $s$-wave contributions to both ground-state
and excited-state configurations. The dominance of these configurations were caused by the near degeneracy of the energies of the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ orbitals in ${ }^{19} \mathrm{C}$, which is a general trend for light neutron-rich nuclei. To account for the finite strength of the transition, a modified $M 1$ operator incorporating a tensor component was found to play a significant role in the transition by allowing the $\Delta \ell=2$ transition between the neutron $1 s_{1 / 2}$ and $0 d_{3 / 2}$ orbitals. The importance of the tensor term was shown to be a unique feature of ${ }^{19} \mathrm{C}$, while small $B(M 1)$ values observed in other $s d$-shell nuclei were due to cancellation of individual matrix elements. This work was the first measurement of a magnetic transition between bound states in a halo nucleus, and the results establish the hindered $M 1$ transition as a characteristic of $s$-wave halo nuclei.

The structure of ${ }^{19} \mathrm{C}$ was also studied via a one-proton knockout reaction from a fast beam of ${ }^{20} \mathrm{~N}$. The measured inclusive cross section was compared to theoretical calculations based on the eikonal reaction model. Two sets of calculations were performed based on different assumptions for the ground-state spin of ${ }^{20} \mathrm{~N}$. The comparison was made to distinguish the possible spin-parity assignment of the ground state. The two calculations differed by an order of magnitude, offering a clear distinction between the results. The best agreement between experimental and theoretical cross sections was obtained with a $2^{-}$ground state in ${ }^{20} \mathrm{~N}$. This state is formed from a $p_{1 / 2}$ proton coupled to a $5 / 2^{+}$configuration in the ${ }^{19} \mathrm{C}$ core. This configuration in the ground state of ${ }^{20} \mathrm{~N}$ indicates that the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ orbitals are no longer degenerate in ${ }^{20} \mathrm{~N}$. The measured inclusive cross section of $0.76(10) \mathrm{mb}$ was smaller than theoretical predictions, and a reduction factor was determined from the difference between the experimental and theoretical values. The reduction factor of 0.40 obtained for the $2^{-}$ground state in ${ }^{20} \mathrm{~N}$ was consistent with a general trend established by several knockout reaction studies spanning a wide range of binding energies. The data obtained in
this experiment make a valuable addition to this trend, and can aid in understanding the origin of the reduction factor.

In both the lifetime and knockout analyses, no evidence was found for the existence of a bound $5 / 2^{+}$state in ${ }^{19} \mathrm{C}$. No gamma-ray transition from a second state in ${ }^{19} \mathrm{C}$ was observed in the lifetime measurement, and the large increase in the knockout cross section from ${ }^{20} \mathrm{~N}$ predicted from inclusion of the bound $5 / 2^{+}$state ruled out the possibility of such a state. The results of these analyses present a consistent picture of ${ }^{19} \mathrm{C}$, with a single bound $3 / 2^{+}$ state at 209 keV . This description is also in agreement with neutron-knockout reactions from ${ }^{20} \mathrm{C}$, which similarly exclude such a bound $5 / 2^{+}$state.

The present lifetime measurement can serve as a benchmark for future measurements of the magnetic response in halo nuclei. Heavier systems with deformed $p$-wave halos may reveal larger $M 1$ strengths because of the presence of a spin-flip partner, and the present measurement establishes criteria to determine the occurrence of such a transition. The present knockout-reaction measurement demonstrates that the degeneracy of the $1 s_{1 / 2}$ and $0 d_{5 / 2}$ orbitals observed in ${ }^{19} \mathrm{C}$ does not persist in ${ }^{20} \mathrm{~N}$. To establish this trend among the $N=13$ isotones more quantitatively, further studies on the excited states in ${ }^{20} \mathrm{~N}$ are necessary. Such results will be important in the determination of broad trends in the nuclear structure of neutron-rich nuclei.
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