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ABSTRACT

DESIGN AND COMMISSIONING OF A 16.1 MHZ MULTIHARMONIC
BUNCHER FOR THE REACCELERATOR AT NSCL

By

Daniel Maloney Alt

The ReAccelerator (ReA) linear accelerator facility at the National Superconducting Cy-
clotron Laboratory is a unique resource for the nuclear physics community. The particle
fragmentation beam production technique, combined with the ability to stop and then reac-
celerate the beam to energies of astrophysical interest, give experimenters an unprecedented
range of rare isotopes at energies of nuclear and astrophysical interest. The ReAccelerator
also functions as a testbed for technology to be incorporated in the upcoming Facility for
Rare Isotope Beams linear accelerator, which will eventually in turn become the beam source
for ReA.

This prototype nature of the ReAccelerator, however, dictated some design choices which
have resulted in a final beam with a time structure that is less than ideal for certain classes of
experiments. The cavities and RFQ used in ReA have an operating frequency of 80.5 MHz,
which corresponds to a separation between particle bunches at the detectors of 12.4 ns. While
this separation is acceptable for many experiments, sensitive time of flight measurements
require a greater separation between pulses. As nuclear physics experiments rely on statistics,
a solution to increasing bunch separation without simply discarding a large fraction of the
beam particles was desired.

This document describes the design and construction of such a device, a 16.1 MHz mul-
tiharmonic buncher. The first chapter provides backgound information on the NSCL and

ReA, and some basic concepts in accelerator physics to lay the groundwork for the project.



Next, more specifics are provided on the time structure of accelerated beams, and the exper-
imental motivation for greater separation. The third chapter outlines the basic principles of
multiharmonic bunching.

In order to evaluate the feasibility of any buncher design, the exact acceptance of the
Radiofrequency Quadrupole (RFQ) of the ReAccelerator needed to be empirically measured.
Chapter 4 describes the results of that measurement. Chapter 5 outlines the simulations
and calculations that went into the design choices for this particular buncher, incorporating
the results of the RFQ measurements. The next two chapters describe the construction,
installation, and testing of the device, and give experimental results. Finally, Chapter 8
summarizes the project and the final steps which need to be undertaken to make the device

a simple to use asset for future experimentalists at ReA.
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Chapter 1

Introduction

Accelerator or beam physics is concerned with producing beams of particles with necessary
characteristics for basic research, medicine, industrial, and other applications. While the
characteristics of each accelerator are different, the goal of the accelerator physicist is always
to provide a beam which most closely matches the needs of the user, with the highest
reliability and the lowest cost.

It is sometimes the case that over the course of the design, construction, or operation
of an accelerator that there may be a demand for an additional capability not originally
envisioned by the designers of the machine. In that instance, it is incumbent on the beam
physicist to determine if this request is feasible, and if so how best to meet it.

This dissertation documents one such instance. As outlined below, the ReAccelera-
tor (ReA) at Michigan State University’s National Superconducting Cyclotron Laboratory
(NSCL) was originally designed with a pulse repetition rate at the target of 80.5 MHz. Even
while the facility was still under construction, a number of nuclear scientists expressed reser-
vations about this rate, and a desire was articulated for beams with greater time separation.
This document will outline the design and construction of a device to accommodate that
request.

The remainder of this chapter will provide background information about the NSCL and
ReA and an introduction to basic beam physics concepts. Chapter 2 will discuss general prin-

ciples of beam time structure, and then explore the specifics of the time structures available



at ReA. In Chapter 3, the basic principles of multiharmonic bunching will be documented.
Chapter 4 describes a preliminary measurement which was essential to the process of select-
ing design parameters for the constructed buncher, which process is documented in Chapter
5. Chapters 6 and 7 describe the construction and testing of the device, and Chapter 8

presents the conclusions which can be drawn from the project.

1.1 Overview of NSCL and ReA

The National Superconducting Cyclotron Laboratory at Michigan State University (MSU)
is a research facility exploring basic questions in nuclear science using beams of radioactive
isotopes. Stable beams from an ion source are accelerated to high energies in a pair of
coupled cyclotrons and then impinged on a thin target. The resulting collision products
include unstable isotopes of experimental interest. A beam of the desired isotopes is filtered
from the collision products in a fragment separator and then sent to one of a number of
target areas.

Since this projectile fragmentation method for producing radioactive beams results in
radioactive beams with comparable energy to the original stable beam, for experimental
applications which require lower energy beams the particles are first thermalized in a gas
stopper or a reverse cyclotron stopper. If an energy greater than thermal but lower than the
production energy is required, the beam is first stopped and then accelerated to the desired

velocity in a secondary linear accelerator, the ReAccelerator.
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Figure 1.1: Layout of the NSCL. Image Credit: Erin O’Donnell.
1.1.1 Ion Sources

The first stage in producing the rare isotope beam at NSCL is the establishment of a beam
of stable ions. NSCL has two primary ion sources, the Advanced Room Temperature lon
Source (ARTEMIS) [3], and the Superconducting Source for Tons (SuSI)[4][5]. Both of these
are Electron Cyclotron Resonance (ECR) type ion sources.

In an ECR ion source, a low pressure gas of the desired ion is contained in a magnetic
field. The gas is then excited by microwaves at a frequency corresponding to the cyclotron
frequency of electrons in the field:

We = — (1.1)

where e is the charge on the electron, B is the magnitude of the field, and m is the mass of

the electron.



This resonant excitation increases the energy of the free electrons in the gas, which
collisionally ionize atoms of the source gas, leading to more free electrons in a positive
feedback cycle. Radial confinement is provided by a hexapole magnetic field, and axial
confinement by a solenoidal field. While SUSI is the more efficient source at NSCL, and is
capable of producing much higher charge states, in the current coupled cyclotron operation
mode, either source is capable of delivering most beams to the cyclotron. As such, the
sources are generally used in alternation, with the source not currently providing beam to

the cyclotrons used for future beam development.

1.1.2 K500 and K1200 Cyclotrons

The stable ion beam is accelerated by a pair of coupled superconducting cyclotrons, the
K500 and the K1200. The K500 Cyclotron was completed in 1982, and was the first su-
perconducting cyclotron in the world [6]. The K1200 Cyclotron was completed in 1988 and
was at the time the most powerful cyclotron in the world. In 2001 the two cyclotrons began
operation in a coupled mode, where beams from the ion source are first accelerated in the
K500 and then further charge stripped before injection into the K1200 for final acceleration
[7]. The pair of cyclotrons are now collectively referred to as the Coupled Cyclotron Facility.
(CCF)

The “K” number of a cyclotron is a measure of its total accelerating strength. It repre-
sents the kinetic energy in MeV a proton would achieve if accelerated at the maximum field

of the cyclotron:

e2

K_

= 5 (Bp)? ~ <48 MGVQ) « (Bp)?. (1.2)

(Tm)

Here e is the electron charge, m, is an atomic mass unit, B is the maximum magnetic field



of the cyclotron and p is the maximum radius of the CyclotronE Typical extraction energies
from the K500 cyclotron in the coupled mode are on the order of 10-20 MeV /u (per nucleon)
[8]. Final production beams from the K1200 cyclotron have energies on the order of 150
MeV /u. Table shows the available primary beams from the coupled cyclotrons as of

December, 2014 [9].

1.1.3 Target Area and A1900 Fragment Separator

Once the desired primary beam has been brought to its final energy, it is impinged on a
production target. This target is usually, but not always, a thin foil of beryllium. While
most ions in the primary beam will not be altered by the target, some will strike a target
nucleus directly, leading to fragmentation. The beam after the production target is therefore
a combination of the stable input beam, and a mix of stable and unstable fragmentation
products [10].

Separating the desired reaction product from the other fragments and the unreacted
beam is the task of the A1900 fragment separator. This separator consists of four supercon-
ducting dipole magnets and 24 superconducting quadrupole magnets with large transverse
acceptances (8 millisteradian) [I1]. Between the first two dipoles, the beam is dispersed
in horizontal space according to its rigidity, and the desired (8p) can be selected with the
insertion of a slit. The desired mass is filtered from the remaining beam with a “wedge” en-
ergy degrader placed between the second and third magnet. Finally, a second slit is inserted
between the third and fourth magnets to filter for only the desired isotope. The purity of

the final beam depends on the distribution of nearby reaction products with similar charge

IWWhile in most accelerator contexts, the parenthesized quantity (Bp) represents magnetic rigidity (mo-
mentum to charge ratio), and is a property of the beam, in this equation B and p are separate, and are
properties of the accelerator.



Particle Energy (MeV/nucleon) Intensity (pnA)

160y 150 175
180 120 150
20Ne 170 80
22Ne 120 80
22Ne 150 100
24\ g 170 60
36Ar 150 75
407y 140 75
40Ca 140 50
BCa 90 15
48Ca 140 80
58Ni 160 20
64N 140 7
76Ge 130 25
82G¢e 140 35
8Ky 150 25
86Ky 100 15
86Ky 140 25
967y 120 1.5
H2g, 120 4
18g;, 120 1.5
124Gy 120 1.5
12456 140 10
136X 6 120 2
208py, 85 1.5
209B; 80 1
238y 45 0.1
238y 80 0.2

Table 1.1: NSCL Primary Beam List as of December, 2014



to mass ratios [12].

1.1.4 Beam Stopping

By the nature of the particle fragmentation process for rare isotope beam production, the
purified beam of rare isotopes has nearly the energy of the primary beam when it was
impinged on the target. At the NSCL, this can be up to 170 MeV/u (See Table .
While this is acceptable for a number of experimental methods which rely on secondary
collisions, there are also many experiments which require beams of radioactive isotopes at
lower energies. The first step in producing any lower energy beam is thermalization in
some type of stopping device, followed if necessary by reacceleration to the required enegy.
(Slowing the beam directly to an intermediate energy would be very difficult to accomplish
without unacceptable emittance growth.) The NSCL has two primary beam stopping devices,
a linear gas cell completed in 2004 [13], and a reverse cyclotron stopper with a projected
installation date in 2016 [14].

The NSCL linear gas stopper consists of a 50 cm long gas chamber filled with a pure
helium buffer gas. The incoming radioactive beam is passed through a set of degraders
and wedges and enters the chamber via a thin beryllium window. Within the gas chamber,
which is held at a pressure of 1 bar, collisional interaction with the gas slows the beam while
simultaneously reducing its charge state back to 1+. The stopped ions are guided to the exit
nozzle of the cylinder using a combination of electrostatic fields produced by a series of ring
electrodes and gas pressure from the supersonic exit of gas through the nozzle.

The drawback of the gas stopper method is that as the incoming beam current increases,
the helium buffer gas becomes ionized, and space charge effects begin to limit the efficiency

of the device. As an alternative, the NSCL has developed a reverse cyclotron gas stopper



which is scheduled to be installed in 2016. As the name implies, the device essentially
operates equivalently to the accelerating cyclotrons - a magnetic field confines the incoming
ions to circular paths. Instead of being accelerated by an applied electric field, the beams
are decelerated by helium buffer gas contained within the stopper. By contrast to the linear
gas cell, since the ions in this device take a much longer path length to extraction, the gas
pressure can be much lower, thus limiting space charge effects in the buffer gas. As the ions
slow, they spiral to the center of the device, where they are extracted by a combination of
static and RF electric fields.

Once extracted, the beams can be directed to the low energy experimental areas of the
NSCL, or transferred to the reaccelerator for further acceleration. It is important to note that
due to interaction with the buffer gas, the charge state of the extracted beam is decreased

to 1+, just as in the linear gas cell.

1.1.5 Electron Beam Ion Trap and Q/A separator

Once the thermalized beam is extracted from the stopper, it must be charge bred back up
to the desired level of ionization before it can be reaccelerated. This is accomplished in the
Electron Beam Ion Trap (EBIT) [15]. (Figure

Radial confinement within the trap is provided by a combination of two superconduct-
ing magnet structures - a pair of Helmholtz coils and a longer solenoid magnet which can
be adjusted independently. Axial confinement is provided by a series of 22 ring shaped
electrodes.

The 1+ charge state beam from the gas stopper is injected into the trap where it interacts
with a coaxial beam of electrons produced from a gun at the far end of the trap. Interaction

with the electron beam increases the ionization state of the incoming ions, increasing their



Figure 1.2: Cutaway view of the Electron Beam Ion Trap.

level of confinement within the trap, and preventing their escape. Due to this configuration,
beam can be injected continuously into the trap from the stopping area. The particles within
the trap continue to increase in ionization until the desired charge state is reached.

Once the ions are at the required charge to mass ratio, the electrode potential at the
exit of the trap is lowered and the beam is directed towards the reaccelerator. The trap is
biased at the voltage required to achieve a final beam energy of 12 keV /u. This energy can
be achieved for ions with charge to mass (Q/A) ratios from 1:2 to 1:5. The time and energy
structure of the beam injected into ReA is thus critically determined by the parameters of
the EBIT: the thermal distribution of the beam in the trap, and the time structure of the
lowering of the trapping potential. Typical energy spreads are on the order of 0.3% [16]. If
the trap is simply opened and allowed to empty, the typical time structure is on the order

of tens of microseconds. There has been exploration of using alternate modes of quickly



opening and closing the trap electrodes to create shorter pulse structures, with successful
extraction down to pulses of 2us. However, the capacitance of the system, combined with
the size of the trapping potential (on the order of hundreds of volts), places a practical limit
on the speed with which the electrodes can be switched open and closed.

After the beam of radioactive ions has been extracted from the EBIT, it is passed through
a Q/A analyzer to ensure contaminants from the stopping and charge breeding process are
minimized. This section consists of a 90 degree electrostatic bend followed by a 90 degree
magnetic bend. Between the two bends, the beam is brought to a transverse focus with a
horizontal spread dominated by energy dispersion, and a slit is inserted in the beam to select
the desired beam energy. A second slit is inserted after the magnetic bending section where
the transverse beam spread is dominated by momentum dispersion. Taken together, these
two bends and slits constitute a mass separator [17].

Two important figures of merit for such a mass separator are the mass resolution R and

the achromaticity. The mass resolution is defined as

R="n (1.3)

where M is the mass of the desired particle and AM is the minimum difference in M at
which a contaminant beam can be successfully separated. The achromaticity is the amount
by which desired particles can deviate from the reference energy and still be returned to a
common focus at the end of the separator. This characteristic was of particular interest for
the ReA separator given the relatively wide (£0.2%) predicted energy spread of the beam
from the EBIT. The final design of the Q/A section was calculated to have an R of 100 and

achromaticity within +1.5% of the nominal beam energy [I§].
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Q/A Separator

Detector Hall

Figure 1.3: Layout of the ReAccelerator from the EBIT to the detector hall.
1.1.6 Reaccelerator ReA

The layout of ReA, including the EBIT and Q/A separator is shown in Figure The
purified beam of radioactive ions emerging from the /A separator is transported through
the Low Energy Beam Transport (LEBT) line prior to injection into the accelerator itself.
In addition to electrostatic quadrupoles used for focusing, the LEBT as designed contains
an 80.5 MHz Multiharmonic Buncher (MHB) used to bunch the beam prior to injection and
a final focusing room temperature solenoid. This area is also where the offline stable ion
source used for commissioning and testing connects to the beamline, and is where the 16.1
MHz buncher which is the topic of this document was inserted. The MHB will be discussed
in greater detail in the following chapters.

The first accelerating stage of ReA is a four vane, room temperature Radio Frequency
Quadrupole (RFQ) structure. The RFQ is designed to accelerate the beam from 12 keV /u

up to 600 keV/u for all Q/A values within the design specification of ReA [19]. Following
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the RF(Q are a series of three cryomodules, containing a total of 15 superconducting niobium
quarter wave cavities. The first seven of these cavities are optimized for =0.041, and the
last eight for §=0.085, where [ is the particle velocity relative to the speed of light. The
RF frequency for the MHB, the RFQ, and the cavities is 80.5 MHz in each case, meaning
that groups of particles (“bunches”) emerge from the accelerator at that frequency. The
maximum final design energy of the beam following the third cryomodule is 3 MeV /u for
uranium (A=238).

After the third cryomodule, the beam is transported via a final Medium Energy Beam
Transport (MEBT) line to the experimental hall. This line is approximately 30 meters
in length. As originally installed, this line contains no further elements for longitudinal
correction of the beam, but one potential upgrade to this line would be one or two rebunching
cavities to compress the longitudinal structure of the beam prior to reaching the experiments.

As of 2016 there were three main experimental lines at the end of the MEBT. The first
connects to the Active Target Time Projection Chamber (AT-TPC) experiment, the second
to the Jet Experiment in Nuclear Structure and Astrophysics (JENSA) and the third is a

utility beamline which can be connected to a variety of detectors as needed.

1.1.7 Future Plans
1.1.7.1 ReA Expansion

The initial construction of ReA was completed in 2014 with the installation and commis-
sioning of the third cryomodule. This incarnation of the accelerator is commonly referred
to as “ReA3”, after the maximum design energy for the heaviest isotopes. Plans are under

development for additional cryomodules which will bring the final energy to 6 or 12 MeV /u,

12



and these future stages are referred to as “ReA6” and “ReA12”.

Other possible improvements to ReA include the addition of an ECR ion source for injec-
tion of stable beams, and the addition of rebunching cavities between the third cryomodule
and the detector stations to provide greater control over the time and energy spread of the

beam at the detectors.

1.1.7.2 FRIB

In 2008, the U.S. Deparment of Energy approved the construction of the Facility for Rare
Isotope Beams (FRIB) as a successor to the cyclotrons at NSCL. FRIB will consist of a
superconducing linac to produce high intensity beams of rare isotopes at intensities up to
400 kW [20]. The FRIB beamline will connect to the existing NSCL experiment halls,
including ReA, thus allowing the existing detectors to be used with the new, more intense

beams.

1.1.8 ReA Time Structure Issues

The ReAccelerator was specifically designed to make use of 80.5 MHz prototype cavities built
as part of the planning and development process for FRIB. Since the facility was conceived
to make use of existing hardware, rather than being designed from the ground up, not all
potential user needs were necessarily anticipated.

The selection of a bunching frequency equal to the accelerator frequency was a logical
choice. For reasons that will be outlined in the following chapters, this buncher requires
relatively little power and physical space, and no provisions needed to be made for dealing
with “satellite” bunches.

However, the cost of this bunching method was a relatively short repetition period of

13



12.4 ns between bunches. In particular, time-of-flight measurements involving reacceler-
ated beams are made extremely difficult with this short period [2I]. Future plans for an
Isochronous Large Aperture Spectrometer (ISLA) will also be adversely affected by this
time separation [22]. Chapter 2 will expand on the time structure of the ReAccelerator as
constructed, and the reasons for desiring the option of a longer time separation. Before this

explanation is given, some basics of accelerator physics are first outlined here.

1.2 Overview of Essential Accelerator Physics

At the most fundamental, accelerator physics is simply the application of the Lorentz force

law:

F=q(E+7x B) (1.4)

There are, of course, a number of other complex effects which can come into play, includ-
ing space charge, wakefields, misalignments, and so forth. Many sophisticated and powerful
tools have been developed for analysis of beam dynamics (see Appendix [A)). However, it is
useful to bear in mind that this simple equation is still at the heart of any analysis of the
behavior of an accelerator.

With that in mind, the remainder of this chapter will explore some of the fundamental
principles of accelerator physics that are used in this document. As we are concerned here
with a linear accelerator, little to no mention will be made of issues that are primarily of
interest in circular machines, such as stability of closed orbits or resonances. Additionally,
since ReA will almost entirely transport beams with low charge currents, even when operated
in conjunction with FRIB, there will be no discussion of issues associated with high current

beams such as space charge effects.
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reference
trajectory

Figure 1.4: The coordinate frame used to describe particles relative to a moving reference
particle.

In order to describe the motion of a particle in an accelerator, it is first necessary to
define the coordinate system in which this motion will be analyzed. Particle coordinates
in an accelerator are usually described relative to a reference trajectory. The reference
trajectory is the path followed by a reference particle which enters the accelerator with no
deviation from the desired energy, transverse position, or transverse angle. In addition, for
accelerators with time-varying fields, the reference particle also defines the ideal time of entry
into the accelerator relative to the phase of the fields.

With the reference trajectory thus defined, an orthogonal set of planar z, y, and z
coordinates can be defined at each point on the beamline. The variable z points along the
reference trajectory in the direction of travel, and x and y are coplanar in the plane normal to
z with their origin on the reference trajectory (Figure . While z and y can be selected to
meet the conditions of a given beamline, the usual practice is to choose x and y right handed
with = in the horizontal plane and y vertical. It is important to note that the orientation
of these coordinate vectors can change relative to 3D Cartesian space as the origin is moved

along the beamline.
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Figure 1.5: The paraxial approximation means that 2’ can be approximated as 6 for small
values of 6.

Z

1.2.1 Coordinates

There are a number of possible definitions of the z coordinate for an individual particle.
While the z and y coordinates are always measured in distance from the reference trajec-
tory, z may be measured either relative to an absolute point on the beamline, such as the
starting point, or it may be measured relative to the position of a reference particle along the
beamline. Whether z is measured relative to a fixed point or relative to a moving reference,
it may still be expressed either as an absolute distance, a time of flight (for a given particle
velocity), or a phase (for a given reference particle velocity and system frequency).

In addition to x, y, and z, a full description of each particle must also include the
instantaneous rate of change of each of these quantities. For the transverse coordinates x
and y, we designate the rates of change as 2’ and 3. (Note that some sources refer to these
quantities as @ and b.) Here we make use of the “paraxial approximation”, which applies
when the particle’s trajectory is nearly parallel to the reference trajectory (Figure . In
this case, the small angle approximation may be used to replace tan(f) with 6, and express
2’ and vy as angles. Further, in the case that any magnetic field present is perpendicular to

the beam direction, 2’ can also be expressed as the ratio of the transverse momentum to the
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longitudinal momentum.

v== tanf =~ 0 (1.5)
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The rate of change of z has even more possible variants than z itself, starting with the
symbol to be used, which can be either 2’ or §. Conceptually, it is important to remember
that this quantity is simply an expression of the rate of change of the particle’s position along
the direction of travel - in other words, the velocity of the particle. Less simple is how this
value is to be expressed. As before, this quantity can be described either in absolute terms,
or relative to a reference particle. In absolute terms, the velocity may be given directly, or
the kinetic energy, total energy, or momentum of the particle specified (for a given particle
mass.) If the velocity is rather to be specified relative to a reference particle, that difference
may be specified as an absolute deviation in velocity (Awv), energy (AFE), kinetic energy
(AW), or momentum (Ap) from that of the reference particle. Alternately, the relative

AW

, energy(ATE), kinetic energy (), or momentum (Ap

deviation in velocity ( =) from the

)
reference particle may be specified.

As a final point of confusion, some accelerator codes, notably cosy [23], normalize the
longitudinal coordinate by a factor of 1—1—7, which must be borne in mind when attempting an
apples-to-apples comparison between these and other codes. (This normalization corresponds
to a conversion from relative kinetic energy to relative momentum [24].)

This document will, unless specified otherwise, express z and 2’ relative to a reference
particle. The longitudinal coordinate z will usually be specified in units of time (typically
=3

ns), and 2’ in either absolute (AW) or relative ( kinetic energy deviation from the
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reference.
Once a suitable set of coordinates has been decided upon, each particle can be specified

as a six element vector in phase space:

(1.7)

»y
I

Assuming the equations of motion can be linearized, the effects of beamline elements
acting on the beam can be expressed as a series of matrices multiplying this phase space
vector. For a simple example, a particle moving through a drift of length L experiences
the following changes in the phase space coordinates (Continuing to assume the paraxial

approximation.):

= x,
y=vo+Lxy

(1.8)
r
Y =Y
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This can be expressed compactly in matrix notation as:

0y
|
w
Q
—~
=
=)
~—

It is important to reiterate that the choice of z and 2’ matrix elements (and by extension,
equation of motion coefficients) depends on the units chosen for these quantities. Care must
always be taken that units are understood and consistent when dealing with longitudinal

dynamics.

1.2.2 Transverse Dynamics

If beamline elements which affect the energy of the beam are not considered, the matrix
approach outlined above allows for a relatively simple calculation of the effects of a given
set of elements on a particle. The linear nature of the equations of motion means that the
matrices for each element on a beamline can be combined to give a single transfer matrix
which describes the effect of that line on the phase space coordinates of a given particle.
For many common beamline elements, the x and y equations of motion are not coupled -
the initial = and 2’ coordinates do not affect the final y and 3’ components, and vice versa.

In matrix terms, this means that the off-diagonal 2 x 2 blocks within the transfer matrix are
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Z€ero:

T = (1.10)

For elements which are not affected by particle energy, this means that the equations of
motion can be reduced to two simple 2x2 matrices, one for each transverse direction x and
y. The simplest such element is a quadrupole, which focuses the beam in one transverse
direction while defocusing in the other. The matrix for a quadrupole approximated as a thin

lens is

1 0
T = (1.11)
+5 1
where f is the focal length of the quadrupole, and the sign of the lower left element is defined
to be negative in the focusing direction and positive in the defocusing direction.
The only other purely focusing element used in the ReA beamline is the solenoid. Since

the solenoid rotates the beam about the beam axis, x and y are no longer independent after

passing through a solenoid, and the off diagonal elements of the transfer matrix are nonzero.
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The z/y transfer matrix for a solenoid is [25]

2 1 1 o2
c? 1sc sc 1S
—kSC  C?>  —kS? SC
T = (1.12)
-SC —158?  C? 1SC

kS?2 —SC —kSC (?

where

By
=3 (1.13)
C = cos(kL), and (1.14)
S =sin(kL). (1.15)

Here, L is the length of the solenoid, By is the magnetic field of the solenoid, and (Bp) is
the rigidity of the beam.

The other important type of element in the ReA beamline is the bending element, which
bends the trajectory of the beam using electric or magnetic fields orthogonal to the beam’s
direction of motion. Since there is no rotation of the transverse coordinates, the off diagonal
blocks are once again zero. However, due to the curved path of the reference particle through
the dipole, the transverse motion of the particle in the plane of the bend becomes correlated
with the longitudinal coordinates of the particle.

For a dipole which bends in the xz plane, a particle which enters a dipole at the reference
energy but with a displacement from the reference trajctory in x will see either a shorter or
greater path length through the magnet, and will therefore see a change in its longitudinal

position relative to the reference particle (Figure . Similarly, a particle entering on the
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Figure 1.6: Paths of three particles with Figure 1.7: Paths of three particles with
identical energies, but different initial dis- differing energies but identical starting
placements through a dipole. trajectories through a dipole.

reference trajectory but away from the reference energy will find itself traveling away from the
central trajectory for which the magnet is calibrated (Figure . This is used deliberately
in mass spectrographs such as the A1900, which are calibrated to prevent the passage of off
energy particles.

This correlation between the bending plane coordinates and the z coordinate can be seen
in the nonzero elements in the fifth row and sixth column of the transfer matrix for a bending

magnetic dipole with bend radius p and magnetic field in the y direction By [25]

1 1-C

Cy =Sy 0 0 0 hTf

—kySy Oy 0 0 0 hg—g
0 0 C Lo 0 0

T — Yoo kytY (1.16)

0 0 —kySy, Cy 0 0

Sz 31-Cy 1 (kzAsB?=S2) | As;y 1
T
0 0 0 0 0 1

22



where

B
n=— {ﬁﬂ} , (1.17)
ky = /(1 —n)h?, and (1.18)

ky = Vnh?. (1.19)

Here « is the bend angle of the dipole, k; and ky relate to the strength of the dipole (ky
is zero for a pure vertical field with no gradient), As is the path length of the reference
particle through the dipole, h is % and Cy = cos(kzAs), etc. Additional matrices can also
be applied to account for effects due to the curvatures and angles of the entrance faces for

dipole elements.

1.2.3 Transverse Emittance and CS parameters

Since accelerators are rarely tasked with accelerating a single particle at a time, it is valuable
to extend the dynamics developed in the previous section to a description of the motions
of ensembles of particles. Of particular value in this analysis is Liouville’s theorem, which
states that for a canonically conjugate pair of coordinates, the area occupied by a system in
the phase space defined by that pair is conserved. Classically, the canonical pair of variables
in each dimension is position and momentum. As indicated in Section [1.2.1], in situations
where the paraxial approximation holds and all magnetic field components are perpendicular
to the beam axis, 2’ may be expressed as a ratio of p; to p, and may therefore be considered
as conjugate to x. In the longitudinal direction, a classically conjugate form is z = v * (At),

where At is the time of flight and 2/ = § = % 126].
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Figure 1.8: The phase space ellipse described by the Courant-Snyder parameters.

With these coordinate pairs, z / 2/, y / 3/, and z / 2/, chosen to be canonically conjugate,
it is customary to plot each pair and examine the phase space represented. The total area
in each phase space occupied by the beam is referred to as the “emittance” of the beam
for that axis. Assuming the motion of the particles in each dimension is uncorrelated,
these emittances are ideally conserved by Liouville’s theorem. This is only strictly true for
unaccelerated motion.

An important caveat to the conservation of emittance is that as the momentum of the
beam particles increases, the beam becomes more “rigid” and oscillations reduce in ampli-
tude, thus reducing the emittance. If the emittance is normalized by the following formula
[,

en = 6(7%) (1.20)

the resultant normalized emittance should ideally remain constant in all cases. The primary
reasons why it still might not, such as space charge and beam-beam interaction, are not of

great concern in ReA, as mentioned above.
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The equations of motion for transverse oscillation in an accelerator are of the form:

"+ K(s)x =0 (1.21)

where s represents the position of the reference particle along its trajectory, and K(s) is a
piecewise function that represents the action of the magnetic and electric fields along the
accelerator. (For a full derivation, see Edwards and Syphers [I].) This differential equation

is known as Hill’s equation, and the solution can be written as:

z(s) = A\/B(s) cos[p(s) + 0]. (1.22)

Here, 5(s) is a function of the arrangement of fields in the accelerator, ¢(s) represents the
total phase advanced of the oscillating particle up to point (s) in the accelerator, and A and

0 are constants of integration. This can be rearranged to the form:

er = 2?4 2azx’ + Ba’? (1.23)

which is the equation of an ellipse with an area of er (Figure . (Note that 8 in this
equation is not the same as in equation ) Collectively, the values «, 3, and v are known
as the transverse Courant-Snyder (CS) parameters for the beam on the x axis, and € is called
the emittance. Conservation of momentum constrains individual particles to remain on a
given phase space ellipse as they move along the beamline, however, the ellipse itself changes
shape as different fields are applied. In a drift, the particles in the upper half with positive
2’ values will move to the left and those with negative 2’ to the right, causing the major

axis of the ellipse to sheer in a counterclockwise direction. In a thin lens quadrupole, the x
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values will remain unchanged while z’ values are altered, causing the ellipse to scale along
the vertical axis, etc. Thus, the CS parameters of the beam evolve along the accelerator
with the changing shape of the ellipse.

Intuitively, these parameters can help give a quick assessment of the beam properties at
a point - 3 is related to the z size of the beam, v is related to the spread in trajectories on
the x axis, and « relates to the angle the major axis of the ellipse makes with the origin.
(Since z is minimized when the axis is vertical, « is zero when the beam reaches a waist.)
If € is changed without altering the other parameters, the ellipse scales larger or smaller in
size but maintains the same basic shape.

Of the parameters, «, 3, and v, only two are independent, with the third being determined
by the relation

By —a?=1. (1.24)

An important note about emittance: While it is universally defined as a phase space
area, there are many different conventions for actually calculating a number for the value of
the emittance of the beam. The 7 in equation [1.23| may either be incorporated into the units
(as 10 7*mm™*mrad) or explicitly included in the number (as in 31.4 mm*mrad). Another
common definition is to take the root mean square (RMS) beam size o at a location where
the value of 8 is known, and use these quantities to define a fraction of the total beam, as
in Table [L.2]

As a result, it is critically important to determine which definition of emittance is in use
when using a specific value for the emittance, rather than simply using the general principle
of emittance conservation.

One other caveat - treating the x and y emittance as separate is only fully valid if the
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Table 1.2: Beam fractions for several definitions of emittance as a function of RMS beam
size o [1].

beam never passes through elements which correlate the two coordinates, such as solenoids.
After passing through a solenoid, it is still possible to define a 4D conserved phase space
area in z /2’ /y/y’ space, but this is a far more complex prospect, and no consensus exists on

how best to define such an emittance or how to apply it.

1.2.4 Longitudinal Dynamics

In some ways, longitudinal dynamics (dynamics in the direction of beam travel) are treated
similarly to transverse dynamics. Despite the wide range of possible choices for expressing z
and 2/, these are chosen to be canonically conjugate variables, and thus display phase space
conservation except in accelerating fields, or in situations (such as dipoles) where z and §
can become correlated to motion in other dimensions. However, there are some important
distinctions.

As will be discussed in more detail in Chapters 2 and 3, there are two primary types of
particle accelerator, those which use static electric fields for acceleration, and those which
use radio frequency (RF) accelerating fields. The dynamics for a simple static accelerating
gradient are simple - the Lorentz force law applied over a distance gives the change in

energy. However, even this simple case means that the beamline can no longer be modeled
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as a simple series of matrix multiplications, as many matrix elements are dependent on beam
energy. Once the particle has been accelerated by a static accelerating gap, the matrices for
subsequent elements must be recalculated for the new energy.

The problem becomes even more difficult for RF acceleration. The necessary phase
information can be extracted from the z coordinates of the particle distribution, but since
the field is changing with time, even an infinitely narrow accelerating gap will change the
energy of particles that arrive at different times by different amounts. Most commonly,
beamlines with accelerating elements will be modeled by a combination of transfer matrices
for portions of the beamline where energy is not changing, and direct calculation of the
change in energy for each particle where it is.

The simplest form of the energy change for a particle traversing an accelerating gap is
given by:

E = E, + qVysin(¢) (1.25)

where ¢ is the charge on the particle, V,, is the maximum voltage across the gap and ¢ is
the phase of the RF at the time of the particle’s arrival, with ¢ = 90 degrees giving the
maximum acceleration and ¢ = 0 degrees giving no acceleration. While this would seem to
be relatively straightforward to represent as a matrix,

z 1 0 Zo
= (1.26)

E qVosin(¢p) 1 E,

a problem arises because ¢ is not a fixed value, but changes with time. As such, the entire
transfer matrix for an RF gap becomes time dependent. (This simple example is also an

oversimplification, because while z and % are canonically conjugate, z and E are not.)
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The standard practice with RF accelerating structures is to fix the desired value of ¢ for
the reference particle and adjust the accelerator so that the reference particle passes each
accelerating station at the same phase, known as the “synchronous phase.” This does make
the transfer matrix above time-independent. However, the problem returns when we try
to describe the motion of an arbitrary particle with a phase or energy different from the

reference particle. In that case, the equations of motion become

(B — Es)f = (E — Es); + qVo(sing — sings) (1.27)

=6+ C(E—Ey); (1.28)

where E' and ¢ are the energy and phase of the particle in question, ; and f represent the
initial and final states before and after the gap, and C' is a factor which is related to the
geometry of the accelerator and the energy of the reference particle [I]. With the time
dependence on the phase reintroduced, this situation is once again not representable by a
static matrix.

A further complication is introduced by the fact that even the transverse matrix elements
for magnetic elements are dependent on particle velocities, due to the v x B dependence of
the Lorentz force law. As such, a single matrix representation for an accelerating structure
isn’t easily generated, since the matrices for later beamline elements depend on the properties
of the particles input to prior elements.

The accelerator simulation codes referenced in the document which DO treat complex
accelerating structures such as bunchers, do so by transporting distributions of particles using
the matrix formalism through non-accelerating elements, and then evaluating equations

and individually for each particle at each accelerating element.
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1.2.5 Longitudinal Emittance

As mentioned above, z and 2’ are always selected as canonically conjugate variables, so the
beam area in this phase space is generally conserved for unaccelerated beams (except when
correlated to another dimension, such as in a dipole). However, in actual practice, a beam’s
longitudinal emittance is often not well described by an ellipse, and as such CS parameters
are less often used in the z direction. For example, the continuous beam emitted by the
ReA3 EBIT appears as a simple rectangle on the phase space plot with a z width of 360
degrees and a 2’ height corresponding to the energy spread in the beam.

While the CS approach to describing the non-elliptical shape of the z/z’ phase space
is not always useful, Liouville’s theorem is not dependent on any particular geometry on
the phase plot, so the area of the plot (and thus emittance) is still conserved. This can be
extremely useful in making simple estimates of the effect of bunching or accelerating elements
on the beam time and energy spreads. For example, if a molecular hydrogen beam (A=2)
has a longitudinal emittance of 2.4 eV ns per period, for the case of the continuous beam

with period 12 ns the energy spread is

2.4 eV ns

— 0.2 V. 1.2
s 02V (1.29)

If that beam were then compressed to a length of 1 ns, the beam energy would expand
to a spread of

=24eV. (1.30)
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Chapter 2

Time Structure of Accelerated Beams

All accelerating structures can be divided into two broad classes: DC and AC. DC acceler-
ators are the simplest conceptually - an electrostatic field is used to provide acceleration in
accordance with the Lorentz force law. These types of accelerator suffer from the drawback
that they are limited to accelerating voltages on the order of a few megavolts [I], beyond
which electrostatic breakdown occurs, placing a limit on the final energy of such a machine.
Above that limit, radio frequency (RF) electric fields must be used.

The advantage of using RF fields for acceleration is that by using resonant cavities sig-
nificantly higher accelerating gradients can be produced. For example, the cavities planned
for FRIB will have peak electric fields at the average accelerating voltage from 26.5 - 30.8
MV/m [27]. The disadvantage is that the accelerated beam must be bunched in order to

avoid deceleration during the phase of the electric field when its direction is negative.

2.1 Original Time Structure of ReA

There are three sources of beam acceleration in ReA: First is the EBIT, which ejects the
beam at 12 keV/u via a DC bias. Second, the RFQ, which accelerates the beam to 600
keV/u. Finally, the linear accelerator (linac) itself, which accelerates the beam to a final
energy up to 3 MeV/u for A=238. The initial acceleration from the EBIT is electrostatic,

while the RFQ and linac use oscillating electric fields for acceleration. The RF frequency of
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the RFQ and linac is 80.5 MHz.

In order for the alternating fields of the linac to provide acceleration to more than half
of the beam particles, they must first be bunched before acceleration [28]. While there are
RFQ designs capable of providing bunching as well as focusing [29], it has been found that
the longitudinal emittance of the beam after the RFQ can be greatly improved with the
addition of an external buncher before the beam reaches the RFQ [30]. For this reason, the
LEBT section of ReA includes a multiharmonic buncher designed to longitudinally bunch
the beam prior to injection into the RFQ.

In principle, an external buncher can operate either at the RF frequency of the accelerator
or at any integer divisor (subharmonic) of that frequency. Bunching directly at the the RF
frequency is the simplest case, and this was implemented for the design of ReA. Using the
80.5 MHz MHB, the beam is bunched with a period of 12.4 ns, and therefore one bunch
occupies each RF “bucket” of the accelerator.

Within each bunch, the longitudinal structure is determined by a number of factors. In
an ideal perfectly monoenergetic beam, all the particles travel at the same speed. However,
in reality, there is always a range of energies in the beam. This leads to the beam spreading
out along the beam axis, as the faster particles move ahead and the slower ones fall behind.

The specific case of ReA is illustrated in figure 2.1 When the beam leaves the EBIT,
there is an initial energy spread ( AWW) on the order of 0.3% [16]. The time structure of the
initial beam is determined by the rate at which the ions leave the trap. However, since the
trap empties on a characteristic time scale on the order of milli- or micro- seconds depending
on the scheme used, the beam can be treated as continuous in time from the perspective of
a buncher with a period of tens of nanoseconds. When the beam leaves the buncher, the

energy spread of each bunch has been increased, and the time spread begins to decrease,
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Figure 2.1: Simulated longitudinal structure of the ReA3 beam at various points. From left
to right: the exit of the EBIT, immediately after the S0OMHz MHB, the start of the RFQ,
the exit of the RFQ, the exit of the linac, and the final target.
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Figure 2.2: The uncertainty in the time of flight t for a single zero-width pulse is determined
only by the pulse spread dt.

reaching a focus at the entrance of the RFQ.

As the total beam energy is increased in the RFQ and linac, the spread relative to that
energy decreases. Finally this spreading can be reduced further by using the final cavities of
the linac as rebunchers - the cavities are run at their non-accelerating phase in an attempt
to equalize the particle energies within each bunch as much as possible. However, the long
distance from the end of the linac to the experimental halls (30 meters) means that even with
the lowest achievable energy spreads, some beam spreading in time is inevitable. The effect
is more pronounced at lower energies, because the longer travel times mean that equivalent
fractional energy differences have longer times to spread out than at higher energies. The
worst case scenario occurs when the time spread of the bunch exceeds the bunching period

(12.4 ns) and it becomes impossible to temporally resolve individual bunches at the detectors.

2.2 Motivation for Different Time Structures

Many experimental protocols using reaccelerated beams involve making a measurement of
the time of flight of the particle from the source to the detector [21]. If a single bunch with
no time spread is launched from the accelerator, then the primary source of uncertainty in
the time of flight, ¢, of a particle within the bunch is the time spreading of that bunch (due
to its initial velocity spread) between the launch and the detector (Figure 2.2). If 6t is the

full time width of the bunch at the detector, then the uncertainty in the measured time of
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Figure 2.3: When multiple pulses are launched 7 seconds apart, the measurement of the time
of flight becomes uncertain by an integer multiple of 7. If ¢ is larger than 7, the measured
time of flight can take any value and becomes completely uncertain.

flight is:

‘tmeasm‘ed - t| < 5 (2~1)

However, if multiple bunches are launched with a separation of 7, then the final time of
flight is also uncertain by an integer multiple of 7, representing the inability to determine to

which initial bunch the detected particle belongs. (Figure

ot
|tmea5ured - t| <nx*xT+ D) (22)

To minimize the difference between t,,.qsured @nd t, the period between successive
bunches, 7, must be increased to the point that the value of n can be determined based
on considerations extrinsic to the immediate measurement. Once n is known, the time of
flight calculation reduces to the first case. At the same time, 0t must be made as small as
possible, and certainly smaller than 7. A value of §t larger than 7, as mentioned above, will
make it impossible to resolve individual bunches at all.

Discussions by nuclear scientists at NSCL and elsewhere concluded that even with a
low enough value of dt at the ReA detectors for temporal resolution, the original 12.4 ns
value of 7 for the bunch separation is not enough for an unambiguous determination of n

- which launched bunch corresponds to a detected particle at the end of the beamline [31].
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Finite detector reset times between bunches also contribute to the desire for a greater bunch

separation.

2.3 Methods for Achieving Greater Bunch Separation

Several possible methods are considered here for lengthening the gap between bunches at the
detectors of ReA. An ideal solution would have the same transmission efficiency as the 80.5
MHz buncher case, would have no particles in outlying bunches between the primary bunches,
and would minimize the time and energy spread on target. Obviously, a preferred solution
would also not consume undue resources, in terms of either money (either for equipment or

operational costs), installation time, or physical space required.

2.3.1 Modification of EBIT Time Structure

Conceptually, the simplest method for achieving greater bunch separation would be to simply
release the pulses from the EBIT at the desired time separation. If the trapping potential
on the EBIT could be opened and closed again within the MHB period of 12.4 ns, with
an acceptably low repetition rate between openings, that would immediately allow for any
desired bunch separation with no additional loss of particles from the bunching method.
However, this method turns out to be extremely difficult to achieve in practice.

In order to open and close the trap quickly enough, a square pulse would need to be
applied to the trapping electrodes with a combined rise / sustain / fall time under 12.4
ns. For comparison, the fastest available switch from Behlke at the time of writing had
a combined time of 62 ns with a maximum repetition rate of 3 MHz when operated in

liquid cooled mode [32]. A prototype driver developed at CERN by Mauro Paoluzzi could
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potentially have a very short pulse time on the order of 2 ns, with a voltage slew of up to
650 V [33]. However, the device operates with a 1 ms burst at a repetition rate of 2 Hz,
giving it a 0.2% duty cycle, which was determined to be unacceptably low.

Due to these technical limitations, pure EBIT switching is not likely to provide a short
term solution to the bunch spacing issue. However, some form of switching may be used in

the future to produce improved results combined with another device.

2.3.2 Subharmonic Bunching

As constructed, ReA bunches the continuous output beam from the EBIT into the RFQ
using a 80.5 MHz MHB. This fills each accelerating “bucket” of the RFQ and Linac. If a
buncher were to operate instead at an integer divisor n of the RF frequency, then it could
in principle bunch the beam into every nth bucket, increasing the spacing between bunches
to n times the RF period of 12.4 ns [34].

There are two main tradeoffs to such an approach. The first is that this method of
bunching necessarily increases the energy spread of the beam. The second is that unless
the bunching waveform is a perfect sawtooth wave, some particles will end up in satellite
bunches. Despite these potential drawbacks, this option was determined to be the most
practical of the available options, and the design and construction of such a device for ReA

is the subject of the remainder of this document.

2.3.3 Other Solutions

Two other possible approaches to increasing the bunch spacing were considered. The first

was a beam chopper. A chopper in its simplest form simply deflects unwanted beam away
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from the transverse acceptance of the accelerator. Regardless of the specific mechanism of
the deflection, this approach was deemed to be undesirable because choppers by definition
reduce beam transmission in proportion to the amount by which the spacing is increased. In
other words, to increase beam spacing by a factor of 5, a chopper would need to discard 4/5
of the beam. This level of decrease in beam transmission was deemed to be unacceptable.
A more exotic solution would be to modulate the amplitude of the accelerating cavities
along the entire length of the linac in such a way as to bunch the beam to a focus at the
detectors. While intriguing, it is unclear that the cavity amplitudes could be modulated
accurately on these sub-microsecond time scales, and the resulting energy spread would

likely be quite large.
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Chapter 3

Principles of Multiharmonic Bunching

The oldest and simplest types of particle accelerators are simple electrostatic devices. Parti-
cles are emitted from a source and are accelerated across a static voltage gap. However, these
types of accelerators are limited by electrostatic breakdown to gap voltages on the order of
10 MV. For more powerful machines, it is necessary to use time varying (RF) electric fields
for particle acceleration.

Since these time dependent fields alternate between accelerating and decelerating gradi-
ents over the course of a single period, it is necessary to first bunch the beam longitudinally
before injection into such a device for acceleration. (Some RFQs are an exception to this
rule, providing both bunching and acceleration in one device. The RFQ in ReA is not
of this type.) In the simplest case, the continuous beam is bunched at the frequency of
the accelerating device, and the bunch is timed to arrive near the peak of the accelerating
gradient.

As will be discussed below, it is also possible to bunch the beam at any integer divisor of
the accelerating frequency. It is a reasonable metaphor to think of each accelerating period
of an RF accelerator as a “bucket”, carrying particles within that period forward through
the accelerator. If the beam is bunched at half the frequency of the accelerating device, for
example, then every other “bucket” of the accelerator will be empty.

Of critical interest in the design of any buncher is the acceptance of the subsequent

beamline. The acceptance is defined as the region in phase space within which particles
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will be successfully transported through the accelerator. In particular, the longitudinal
acceptance in time / energy phase space is critical; particles must be compressed along
the time dimension from their initial continuous distribution far enough to enter the time
acceptance of the machine without being given so much energy they exceed the width of the

energy acceptance.

3.1 Ideal Bunching

The basic idea of a buncher is simple: particles which would arrive earlier than the optimum
phase of the accelerating device should be slowed down, and particles which would arrive
later should be sped up, to a degree proportionate to their time separation from the center of
the period. (As illustrated in Figure[2.1]) In the distance from the buncher to the accelerator,
the beam will then come to a time focus, as the (now) slower particles at the front of the
bunch and the faster particles at the rear converge on the unaffected particle at the center.
This speeding up and slowing down is accomplished by means of an oscillating electric field
directed parallel to the direction of beam travel.

An idealized buncher would have the following properties: The amplitude of the longi-
tudinal electric field would follow a pure “sawtooth” waveform with a perfectly linear ramp
and an instantaneous return to the starting voltage at the start of each period. The lon-
gitudinal field would be perfectly uniform in the transverse direction; there would be no
deviation in field strength away from the beam axis. In addition, the boost from the field
would be applied over an infinitely short distance, so that each particle would see no change
in field in time taken to pass through the buncher. Finally, the buncher would be completely

transparent to particles.
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Figure 3.1: Comparison of the effect of an ideal buncher with a realistic bunching waverform.
The upper plots show the beam bunched by a perfect sawtooth wave with zero reset time.
The lower plots show a bunching waveform made up of four sine waves.

Therefore, the idealized buncher would be a pair of infinitely wide plates infinitely close
together applying an infinite bunching voltage (to counteract the zero bunching distance)
via a pair of infinitely thin infinitely permeable planes, with an infinitely fast reset time for
the applied voltage. Thus far, no supplier has been located for such a device.

The pure sawtooth wave, in particular, is important. If the voltage could be applied with
an instantaneous change of field direction at the start of each period, then all of the initial
beam could in principle be brought to a focus in the final bunched pulse (Figure . The
fact that this instantaneous change in field direction is impossible in practice is the direct
cause of the “tails” of the particle distribution in longitudinal phase space visible in the

second line of plots. The effects of these unwanted tails will be discussed below.
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3.2 Simulation of a Sawtooth Wave Using Sine Waves

At first glance, it may appear that the simplest way to apply the bunching voltage to the
beam would be to connect a function generator producing a sawtooth wave to an amplifier.
However, the expected peak-to-peak voltage for our application is in the range of several
kilovolts, so power requirements render this approach impractical. Instead, the waveform
is typically approximated using a combination of sine waves which can be produced via a

resonant cavity or resonant circuit.

3.2.1 Fourier Synthesis

Constructing a periodic function using a series of sine waves is the well-known technique of
Fourier synthesis. To produce the desired function, a series of sinusoidal waves at integer
multiples of the fundamental frequency of the original function are added together at calcu-
lated amplitudes to produce the desired function. The list of amplitudes required to produce
a given function are referred to as the Fourier series for that function. While some functions
can be completely constructed with a finite number of terms, the Fourier series for many
periodic functions are infinite.

As an aside, Fourier series, which involve adding together only sine and cosine waves at
integer multiples of a fundamental frequency, can technically only reproduce infinitely re-
peating periodic signals. To express a non-periodic signal in terms of sinusuoidal components
requires sine waves over a continuous spectrum of frequencies, with a 