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ABSTRACT

DISSIPATION AND DYNAMICS IN QUANTUM MANY-BODY SYSTEMS

By

Brent Wendolyn Barker

In this thesis, we simulate the time evolution of quantum many-body systems and use comparisons to experimental data in order to learn more about the properties of nuclear matter and understand better the dynamical processes in central nuclear collisions. We further advance the development of a nonequilibrium Green’s function description of both central nuclear collisions and Bose-Einstein Condensates.

First in the thesis, we determine the viscosity of nuclear matter by adjusting the in-medium nucleon-nucleon cross section in our BUU transport model until the simulation results match experimental data on nuclear stopping in central nuclear collisions at intermediate energies. Then we use that cross section to calculate the viscosity self-consistently. We also calculate the ratio of shear viscosity to entropy density to determine how close the system is to the proposed universal quantum lower limit.

Next, we use the same BUU transport model to isolate the protons emitted early in a central nuclear collision at intermediate energy, as predicted in the model, using a filter on high transverse momentum, and we show the effect on the source function. We predict a recontraction of protons at late times in the central collision of $^{112}$Sn+$^{112}$Sn at 50 MeV/nucleon that results in a resurgence of emission of protons and show how to use the transverse momentum filter and the source function to test this prediction in experiment.

Next, we develop an early implementation of a more fully quantal transport model than the BUU equations, with our sights set on solving central nuclear collisions in 3D using
nonequilibrium Green’s functions. In our 1D, mean field, density matrix model, we demonstrate the initial state preparation and collision of 1D nuclear “slabs”. With the aim of reducing the computational cost of the calculation, we show that we can neglect far off-diagonal elements in the density matrix without affecting the one-body observables.

Further, we describe a method of recasting the density matrix in a rotated coordinate system, enabling us to not only ignore the irrelevant matrix elements in the time evolution, but also avoid computing them completely, reducing the computational cost. As an added benefit, we find that the rotation allows us to partially decouple the position and momentum discretization, permitting access to arbitrary regimes of kinetic energy without altering the resolution and range of the 1D box in position space.

Finally, we exhibited the wide applicability of this density matrix approach by applying it to a system of 2000 ultracold $^{87}\text{Rb}$ atoms in a Bose-Einstein condensate, as described by the Gross-Pitaevskii equation, successfully achieving a stable state in a harmonic oscillator trap.
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Chapter 1

Introduction

Central collisions between heavy nuclei are complex phenomena that involve many different types of processes. These collisions are a means to learn about properties of high density, hot, strongly interacting matter. The learning is contingent on proper modelling of the collisions. The proper modelling is difficult because of the simultaneous effects of different processes. Most often, it involves semiclassical approaches, and methods are often sourced from other fields. In this work, we attempt to progress in several different directions in understanding and modelling of the collisions.

To solve the full time-dependent, $N$-body wavefunction for the motion of $N \gtrsim 30$ particles interacting quantally would take far more time and resources than the world’s current computing facilities have available. Instead, we use approximations. The quest, then, of quantum many-body physics is to find those approximations that preserve enough of the physics to give accurate predictions, and to use intuition and persistent random walks of investigation to guide us to those approximations.

For central nuclear collisions, there are generally 2 approaches, microscopic and macroscopic. Macroscopically, the system can be modeled hydrodynamically, with the equation of state and transport coefficients, like viscosity and heat conduction, as inputs to the calculation that determine how the matter interacts as it evolves forward in time. However, the hydrodynamic approximation is strictly valid only when the particle mean free path is much smaller than the size of the system. In nuclear systems, though, the mean free path
is comparable to the size of the system, and the hydrodynamic limit is not strictly valid. Calculations have been performed using hydrodynamic models, and they do provide a coarse description of the dynamics, but they do not provide as accurate a description as microscopic models.

In the microscopic approach, the particles are modelled individually, and their interaction with each other determines the dynamics. For example, in the Boltmann-Uehling-Uhlenbeck (BUU) model, particles move in classical trajectories under the influence of a mean field potential, and they undergo binary collisions with each other. The scattering cross sections and mean field have parameters that are fit to experimental data, so these sorts of approaches are phenomenological. From this formalism, we can still derive, within the model, the macroscopic quantities used as inputs for hydrodynamics. In particular, in Chapter 2, we determine the viscosity of nuclear matter by adjusting the in-medium nucleon-nucleon cross section within a BUU model until the simulations match data from nuclear stopping, which is a good observable of how quickly momentum is transferred across the system, and, hence, the viscosity.

As a macroscopic quantity, viscosity is defined for a bulk system, not for individual particles. In particular, viscosity becomes useful for describing a system when there are many particles interacting repeatedly in a small space. In nuclear collisions, this occurs early in the collision, as the nuclei interpenetrate and mix with each other. To learn about the evolution of the collision as particles spread out and start acting more like a gas than a liquid, we must use other, microscopically-based methods. As the particles leave the high density overlap region, if they are traveling close enough to each other, they attract or repel each other, forming a correlation (or anti-correlation) between the momenta of those particles. We use that correlation signature to learn about the shape of the particle emission region.
in Chapter 3. Further, we use the shape of the resulting function, called a source function, and compare it with the detailed dynamics in our microscopic model, to distinguish between qualitatively different dynamics at late times in the collision. This gives us a closer look into the actual timescale of these femtosecond processes.

The simulation mentioned in the previous few paragraphs, the BUU model, is semi-classical in nature. Since most nuclear collision simulations are semi-classical, it is difficult to determine the validity of the approximation. In Chapter 4, we introduce the first steps of an implementation of a fully quantal time evolution model for nuclear collisions, and we show how we can smoothly approach the classical limit of the theory and explore the effect on the dynamics. What’s more, since fully quantal approaches have a much greater computational cost, in both time and storage, we demonstrate how to exploit the semi-classical nature of the physical system to reduce that cost.

Finally, towards the end of Chapter 4, we use this new implementation to also describe a 1D Bose-Einstein Condensate, a system of particles, in our case a gas of ultracold atoms, all in the same, lowest energy state, and discuss some stability constraints and issues. Thus, our model describes quantum phenomena across an energy range from GeV to neV.

1.1 Dynamics of central collisions

In a central ($b_{\text{red}} \lesssim 0.3$) collision$^1$ between heavy nuclei ($A \gtrsim 10$) at intermediate energy ($E_{\text{beam}} \approx 50$–2000 MeV/nucleon), the two nuclei approach each other and interpenetrate, forming a hot, dense region in the middle. The part of each nuclei whose cross-sectional

$^1$The centers of the nuclei are offset by a displacement $b$, called the impact parameter, illustrated in Fig. 1.1. For comparison across different collision system sizes, we use a reduced impact parameter, $b_{\text{red}} \equiv b/b_{\text{max}}$, where $b_{\text{max}}$ is the sum of the radii of the colliding nuclei.
area does not overlap with the other nucleus continues forward and is called the “spectator”, shearing off from the “participant” region. As the participant region compresses, the nucleons that comprise it interact repeatedly, partially equilibrating. Then, after enough longitudinal kinetic energy of the projectile is converted into internal degrees of freedom (tending to randomize the velocities of the particles inside), it then expands, emitting particles and fragments. Those fragments and the spectators continue through freeze-out, when they no longer interact with other particles. Then, if they are excited, they still will decay or “evaporate”, emitting other particles.

Emission from nucleus-nucleus collisions is generally divided into two regimes. The first is emission from the center of the collision very early in the time evolution, before the participant nucleons equilibrate. This is called nonequilibrium, pre-equilibrium, or dynamical emission in the literature. The second regime is after the equilibrium, where emission occurs as a result of decay of excited states. This is generally called slow, equilibrium, or evaporative emission. Since the entire collision event happens in $\sim 100 \text{ fm}/c$ ($1 \text{ fm}/c \sim 10^{-23} \text{s}$), while the typical time resolution in experiment is $\sim 1 \text{ ns}$, all particles from the event are perceived to be detected simultaneously, mixing emission from both fast and slow processes. Discerning fast versus slow decay requires comparison with a time-dependent theory, to see which experimental observables will select for a particular time or shape of emission. We implement a method for this in Chapter 3.

\footnote{For collisions with $E_{\text{beam}} \gtrsim 50 \text{ MeV/nucleon}$, the energy it takes to separate the peripheral, spectator nucleons from the interpenetrating ones (less than the binding energy per nucleon, 8 MeV) is less than the kinetic energy of each nucleon in the local rest frame. As a result, the spectator nucleons’ trajectories are not very affected by the collision.}
Figure 1.1: Stages of an intermediate-energy nuclear collision. From top to bottom: approach, compression, expansion (figure from Ref. [1]).
1.2 Boltmann-Uehling-Uhlenbeck equation

To describe central nuclear reactions, we use the Boltzmann-Uehling-Uhlenbeck (BUU) set of equations, describing the motion of a Wigner quasi-probability distribution in phase space,

\[ f_1 \equiv (r, p_1, t): \]

\[
\frac{\partial f_1}{\partial t} + \frac{\partial \epsilon_{p_1}}{\partial p_1} \frac{\partial f_1}{\partial r} - \frac{\partial \epsilon_{p_1}}{\partial r} \frac{\partial f_1}{\partial p_1} = \int dp_2 d\Omega v_{12} \frac{d\sigma}{d\Omega} \left( \tilde{f}_1 \tilde{f}_2 f_1 \tilde{f}_2 f_1' \tilde{f}_2' f_2 - \tilde{f}_1' \tilde{f}_2' f_1 f_2 \right), \quad (1.1)
\]

where the subscript 1 is used only to avoid confusion with the other momenta under the integral.

This equation starts with the single-particle Liouville equation on the l.h.s., describing the single-particle evolution of a phase space density in a mean field. For clarity, note that \( \frac{\partial \epsilon_{p_1}}{\partial p_1} \) is the single-particle velocity, and \( \frac{\partial \epsilon_{p_1}}{\partial r} \) is the force due to the mean field. The r.h.s. takes into account the effect of binary collisions. The first term on the right describes particles with \( p_1' \) and \( p_2' \) scattering into particles with \( p_1 \) and \( p_2 \), thus increasing the occupancy of \( f \) (gain). The second term describes, correspondingly, a decrease in the occupancy \( f \). Here, \( \tilde{f}_a \equiv 1 - f_a \) represents the Pauli principle blocking scattering into the final state \( p_a \). The rate of scattering is governed by the NN cross section \( \sigma \) (here, a function of \( p_1, p_2 \), and \( \Omega \), the angle between the relative momenta before and after the collision). It is this cross section that is modified by in-medium effects in Section 2.1.

In Chapters 2 and 3, an implementation of a time-dependent solution to this equation by Danielewicz and collaborators [8–13] is used to describe nuclear collisions. In this implementation, for each nucleon, \( \tilde{N} \) test particles are created in the simulation and tracked as particles. They move in classical trajectories under the influence of the mean field and encounter random binary collisions with other test particles that are close to them in position.
space. With an increase of test particle number, the simulation converges on a more average, stable solution.

### 1.2.1 Impact parameter comparison

Throughout this work, we will be comparing our simulation results to experimental data. In experiment, a range of impact parameters is selected for analysis. In the transport simulation, the initial state is prepared with one specific impact parameter. To save computation time, an effective impact parameter, $b_{\text{eff}}$, is chosen that represents the average cross-section for the impact parameter range. For a given $b_{\text{min}}$ and $b_{\text{max}}$, the effective impact parameter $b_{\text{eff}}$ is given by

$$
\pi b_{\text{eff}}^2 = \frac{\pi b_{\text{min}}^2 + \pi b_{\text{max}}^2}{2}
$$

(1.2)

$$
b_{\text{eff}} = \sqrt{\frac{1}{2} (b_{\text{min}}^2 + b_{\text{max}}^2)}
$$

For studies of central collisions, often experimental ranges set $b_{\text{min}} = 0$, so $b_{\text{eff}} = b_{\text{max}}/\sqrt{2}$. This single impact parameter is used in many simulations.
In this chapter, we focus on studying the transport of momentum through the equilibrated region, quantified by the shear viscosity, in order to learn more about the fundamental properties of nuclear matter.

Knowledge of the shear viscosity is important for understanding the stability of rotating neutron stars, the formation of black holes, and the evolution of supernovae. Additionally, there have been conjectures regarding a fundamental quantum lower limit on the ratio of shear viscosity to entropy density ($\eta/s$) in a substance [14], thought to be approached in the quark-gluon plasma and accessed in relativistic heavy ion collisions. The question remains as to whether quark degrees of freedom are needed to approach such a limit. We will be able to make a quantitative assessment of how close nuclear matter is to this “perfect liquid”.

Many groups have used giant resonances to determine the viscosity of nuclear matter (see references in [15]). Several groups have studied the $\eta/s$ ratio for nuclear collisions at intermediate energies using different models, including statistical multifragmentation [16] and quantum molecular dynamics (QMD) [17]. However, the group using QMD calculates viscosity using an approach that is valid strictly within BUU transport models, and neither group tunes their calculation to specifically reproduce observables directly related to viscosity.

In the present work, we use stopping, a phenomenon that is a measure of the degree to which the projectile nucleus transfers momentum to the target, to constrain the in-medium nucleon-nucleon cross section in a BUU transport model. We then use this
(model-dependent) cross section to calculate the viscosity of nuclear matter according to this same BUU model, thus determining this model-independent quantity in a consistent manner. Different cross section reductions can give the same amount of stopping, so we also test whether viscosity is, in fact, a quantity that matters for stopping, or whether the in-medium cross section matters while the viscosity is not as correlated with the stopping data.

Several groups (e.g. [18]) treat the in-medium cross section as half the free cross section [19], which gives approximately the same cross section reduction as effective mass scaling [20–22]. Gaitanos notes that this resolves some discrepancies with experimental data, but widens other differences. In the current work, we investigate in-medium cross section reductions that are dependent on density and/or energy.

2.1 The NN cross section in the nuclear medium

Looking ahead, it is clear that using the nucleon-nucleon (NN) cross section in the BUU equation (Eq. 1.2) overestimates the amount of stopping found in central collisions at intermediate energy. In this document, 3 approaches are explored. In practice, it is found that the NN cross section is reduced in the medium. For use in the BUU simulation, the in-medium NN cross section is applied as a reduced probability of each NN collision to occur. Thus, each reduced cross section is presented as a reduction factor multiplied by the free cross section.
2.1.1 Tempered

In the Tempered cross section reduction scheme [23], a limiting approach is considered. It assumes that some reduction happens as the local nucleon density, \( n \), increases, and in the limit of high density, the resulting cross section radius should not exceed the interparticle distance. So the resulting cross section \( \sigma \) should follow

\[
\sigma \lesssim \sigma_0 = \nu n^{-2/3}.
\] (2.1)

As this is a very schematic view, a tunable parameter \( \nu \sim 1 \) is used. Practically, to smoothly approach this limit, the following equation is used:

\[
\sigma = \sigma_0 \tanh \left( \frac{\sigma_{\text{free}}}{\sigma_0} \right),
\] (2.2)

where \( \sigma_0 \) is defined in Eq. 2.1 (in principle, other smoothing functions could be used).

2.1.2 Rostock

The Rostock in-medium cross section, developed at Universität Rostock [24], was found using a thermodynamic T-matrix approach. In their calculation, the reduction was due to Pauli blocking and self-energy effects [25]. To capture the essence of it without reproducing the entire method, the resulting reduction is crudely parameterized, independent of isospin:

\[
\sigma = \sigma_{\text{free}} \exp \left( -0.6 \frac{\rho/\rho_0}{1 + \left( \frac{T_{\text{c.m.}}}{150 \text{ MeV}} \right)^2} \right),
\] (2.3)
where $T_{\text{c.m.}}$ is the total kinetic energy of the two interacting particles, in the frame where the local medium is at rest. The Rostock cross section was derived assuming that the total momentum of the particles is zero, and the velocity of the local medium is also zero, to simplify the calculations. The cross section is used here in cases where, in the rest frame of the local medium, the total momentum of the particles is not zero.

### 2.1.3 Fuchs

Another group [26] notes that in the BUU equation (Eq. 1.2), the in-medium mean field that the matter is subject to on the l.h.s. should be derived consistent with the in-medium NN cross section $\sigma$ used in the collision integral in the r.h.s. The basis for both of these alterations is the in-medium Dirac-Brueckner T-matrix. This cross section reduction is parameterized here:

$$
\sigma_{\text{nn}} = \sigma_{\text{nn,free}} \exp \left( -1.7 \frac{\rho/\rho_0}{1 + \left( \frac{T_{\text{c.m.}}}{12 \text{ MeV}} \right)^{3/2}} \right) 
$$

$$
\sigma_{\text{np}} = \sigma_{\text{np,free}} \exp \left( -1.4 \frac{\rho/\rho_0}{1 + \left( \frac{T_{\text{c.m.}}}{33 \text{ MeV}} \right)} \right).
$$

Like the Rostock reduction, this cross section was derived for two particles with total momentum equal to zero in the rest frame of the local medium. Again, it is assumed that this can be applied to the case where the total momentum is not equal to zero.
2.2 Stopping observables

2.2.1 Linear momentum transfer

In a mass-asymmetric collision of a light projectile colliding with a heavy target, one can determine the amount of momentum per nucleon that is transferred to the target. As in the schematic in Fig. 2.1, one finds the momentum of the largest fragment emitted by the collision. Because of the high mass, that fragment is assumed to stem from the target (the “target-like residue”). The higher its momentum, the more momentum was transferred from the projectile. This corresponds to a higher degree of stopping. To compare the observable across reaction systems, this momentum is divided by the momentum of the center of mass. Since the velocities involved are non-relativistic, they can be used directly to find the linear momentum transfer (LMT). This observable was originally used to distinguish between direct and compound fission reactions in heavy nuclei [27, 28], then used more generally in nucleus-nucleus collisions [29]. The technique relies on a clear determination of the target-like fragment, and as the beam energy increases, there are more violent collisions and the largest fragment produced becomes smaller. Therefore, the practical energy range for this observable is from around the Coulomb barrier to around 150 MeV/nucleon or so. The observable LMT is defined as

\[
LMT = \left\langle \frac{v_{\parallel}}{v_{\text{c.m.}}} \right\rangle, \tag{2.6}
\]

where \(v_{\parallel}\) is the velocity of the target-like residue in the beam direction, \(v_{\text{c.m.}}\) is the velocity of the reaction center of mass. A higher LMT corresponds to a higher degree of stopping.

Results of LMT for \(^{40}\text{Ar} + \text{Cu}, + \text{Ag}, \) and + Au are shown in Figs. 2.2, 2.3, and 2.4, respectively. The experimental data was collected using the K1200 cyclotron at Michigan
Figure 2.1: (For interpretation of the references to color in this and all other figures, the reader is referred to the electronic version of this dissertation.) Schematic of asymmetric collision. Projectile transfers momentum to the target. To measure linear momentum transfer, the longitudinal velocity of the target-like fragment is compared to the velocity of the center-of-mass of the collision.

State University’s National Superconducting Cyclotron Laboratory to collide the beam with targets inside the 4π detector. A Si detector array was used to detect the time-of-flight and energy of emitted charged heavy fragments ($A \geq 10$), yielding the kinetic energy and masses of those fragments [30]. To determine $V_\parallel$ in the equation above, a filter on just the heaviest fragments was used. We assume that these heaviest fragments are a good estimate of the target-like fragment.

In the BUU calculation, the target-like residue is explicitly tracked throughout the collision, and its velocity is directly calculated from the constituent particles. The various cross section (CS) reductions described in Section 2.1 are tested, with the results shown with lines in Figs. 2.2–2.4. The Rostock and Fuchs reductions, as well as the case with no reduction (“free”) are labeled, while the Tempered CS is marked by its tunable parameter $\nu$.

It is clear from the LMT figures that the free cross section overestimates the stopping in all three reaction systems, and that the Tempered CS with $\nu = 0.2$ underestimates it. The Rostock and Fuchs reductions produce LMT values that are very close to each other in all
Figure 2.2: Linear momentum transfer for $^{40}\text{Ar}+\text{Cu}$. Lines show the effects of different in-medium reductions of the NN cross section. The “Tempered” reductions are marked with their tunable parameter $\nu$. Symbols are experimental data [2].

Figure 2.3: Linear momentum transfer for $^{40}\text{Ar}+\text{Ag}$. Lines show the effects of different in-medium reductions of the NN cross section. The “Tempered” reductions are marked with their tunable parameter $\nu$. Symbols are experimental data [2].
cases, with Fuchs resulting in about 7% higher values than Rostock in the 65 MeV region.

Focusing on the trends, the free CS results in a linear dependence of LMT on beam energy in all three systems at about 27 MeV and higher, while the reductions all exhibit a positive concavity in the $^{40}$Ar + Cu and $^{40}$Ar + Ag cases that more closely resembles the data. In the case of $^{40}$Ar + Au, all calculated lines show a roughly linear beam energy dependence, while the experimental data shows an even larger concavity compared to the smaller systems.

Judging by eye, the cross section that best fits the $^{40}$Ar + Cu and $^{40}$Ar + Ag data is the Tempered with $\nu = 0.4$ or 0.6. In the $^{40}$Ar + Au reaction, however, due to the confluence of effects described in the previous paragraph, the cross section that best fits the data seems to be the Tempered CS with $\nu = 0.8$. Note that this determination of the in-medium cross section is only valid within the context of this specific model, the Boltzmann transport
simulation described in Section 1.2. The model-independent viscosity is calculated from this CS in Sec. 2.3.

2.2.2 Rapidity variance ratio \( \text{var}_{xz} \)

If particles in the hot, dense region of a nuclear collision undergo many collisions (because the particle cross section is large), the region tends to equilibrate, and particles will lose memory of which direction they were originally travelling in. Emission from that region will be isotropic in the reaction center of mass. The observable \( \text{var}_{xz} \) probes this isotropy. The FOPI Collaboration defines it thusly [31]:

\[
\text{var}_{xz} = \frac{\Delta y_x}{\Delta y_z},
\]

(2.7)

where \( \Delta y_x \) is the variance of particle rapidity\(^1\) in the direction that is transverse to the beam and fixed in the laboratory frame, which is a random transverse direction in the reaction center-of-mass system. \( \Delta y_z \) is the variance of the longitudinal rapidity (along the beam direction).

Fig. 2.5 shows the experimental results from FOPI [31] as well as the BUU transport simulation with the various in-medium NN CS reduction schemes used, for Au + Au, looking at the distribution of protons. The experiment was performed using the heavy ion accelerator SIS at GSI/Darmstadt, and charged particles were detected with a good coverage of angles throughout the 4\(\pi\) region, using the FOPI detector and a set of other detectors that pro-

\(^{1}\)Rapidity, \( y_k \), is a measure of a particle’s velocity in a certain direction \( k \), defined by \( \tanh y_k = v_k \), where \( v_k \) is the component of particle velocity in direction \( \hat{k} \). This is convenient for relativistic calculations, for if \( y_{p/S} \) is the rapidity of a particle \( p \) in frame \( S \), and \( y_{S'/S'} \) is the rapidity of frame \( S \) in frame \( S' \), then the rapidity of the particle in frame \( S' \) is given simply by \( y_{p/S'} = y_{p/S} + y_{S'/S'} \).
Figure 2.5: Stopping observable $varxz$ for protons in Au + Au collisions at different beam energies at $b_{\text{red}} < 0.15$. Lines show the effects of different in-medium reductions of the NN cross section. The “Tempered” reductions are marked with their tunable parameter $\nu$. Symbols are experimental data from FOPI [3].

Inelastic scattering becomes more important than elastic scattering as the beam energy increases. (The pion has a mass of 135 MeV/$c^2$ [32], so its production becomes energetically allowed in individual NN collisions when $E_{\text{beam}} > 300$ MeV/nucleon). Since only the elastic scattering cross section has been modified for the medium and not the inelastic channels, comparison for the purposes of determining the in-medium cross sections should be made at beam energies $\lesssim 400$ MeV/nucleon, the energy at which the pion production cross section starts to become significant in the dynamics. Given that caveat, it seems the CS reduction that best fits the data below 300 MeV/nucleon is either $\nu = 0.8$ or Rostock.
Figure 2.6: Same as Fig. 2.5, except that particle coalescence is enabled in the simulation, so comparison to different particle species in experiment is possible.

The observable $varxz$ can also be produced for particles other than protons. The BUU transport simulation includes composite production that was not enabled for Fig. 2.5 — that is, no nuclear fragments heavier than $A = 1$ are produced in the code. If composite production is activated in the simulation [8], then particles up to $A = 3$ are produced (i.e. deuterons, tritons, helium-3). In this case, comparison with experiment for other particle species are possible and shown in Fig. 2.6.

Looking first at the experimental data, stopping decreases with increasing $A$, with the exception of a large enhancement of $varxz$ for tritons at 400 and 600 MeV/nucleon. As
the beam energy decreases, especially for tritons, the experimental \( \varvarvec{xz} \) decreases, while the simulation shows no such behavior. This is because at low energies in experiment, the projectile- and target-like residues have secondary decays that are not present in the transport calculations, making them less accurate. There is an increasing sensitivity to the NN CS with increasing \( A \). If one focuses on those middle energies, then \( \nu = 0.8 \) or Rostock continue to best reproduce the experimental stopping (especially Rostock for the case of tritons).

Results for \( \varvarvec{xz} \) in Ca + Ca collisions are shown in Fig. 2.7. Looking at \( E_{\text{beam}} \lesssim 700 \text{ MeV/nucleon} \), one is left with one experimental point that is straddled by theory results for \( \nu = 0.4 \) and \( \nu = 0.6 \). However, the uncertainty of impact parameter in experiment is quite large (1–2 fm for Au + Au collisions [33]). If the impact parameter gate used in experiment was twice as much (\( b_{\text{red}} < 0.3 \) instead of \( < 0.15 \)), then theory would give the results shown in Fig. 2.8. In this case, stopping is less sensitive to the CS reduction, but still gives the best fit for either \( \nu = 0.4 \) or \( \nu = 0.6 \).
Figure 2.7: Stopping observable $varxz$ for Ca+Ca collisions at $b_{\text{red}} < 0.15$. Lines and symbols are the same as Fig. 2.5.

Figure 2.8: Stopping observable $varxz$ for Ca+Ca collisions at $b_{\text{red}} < 0.3$. Lines and symbols are the same as Fig. 2.5.
2.2.3 Isospin tracer

Another observable that we use as a measure of stopping is based on the isospin tracer technique, which is used to determine the relative yield of particles from the target and projectile in a given region of momentum space. This is done by using collisions between mirror nuclei and comparing to symmetric collisions of each of those two mirror nuclei.

The method is described here:

“The \((N/Z)\)-tracer method is based on the following idea: let us assume that we are observing the final number of protons, \(Z\) in a given cell of the momentum space. The expected yield \(Z_{\text{Ru}}\) measured for the \(\text{Ru} + \text{Ru}\) reaction is higher than \(Z_{\text{Zr}}\) of the \(\text{Zr} + \text{Zr}\) reaction since \(\text{Ru}\) has 44 protons as opposed to 40 for \(\text{Zr}\). Such measurements using identical projectile and target deliver calibration values \(Z_{\text{Ru}}\) and \(Z_{\text{Zr}}\) for each observed cell. In the case of a mixed reaction, \(\text{Ru} + \text{Zr}\) or \(\text{Zr} + \text{Ru}\), the measured proton yield \(Z\) takes values intermediate between the calibration values \((Z_{\text{Ru}}, Z_{\text{Zr}})\). If, e.g., \(Z\) is close to \(Z_{\text{Ru}}\) in a \(\text{Ru} + \text{Zr}\) reaction, means that the cell is populated predominantly from nucleons of the \(\text{Ru}\) projectile while if it is close to \(Z_{\text{Zr}}\), it is mostly populated from nucleons of the \(\text{Zr}\) target. In this way it is possible to trace back the relative abundance of target to projectile nucleons contributing to a given cell.” [4]

The method yields the observable \(R_z\), defined as

\[
R_z = 2 \times \frac{Z - Z_{\text{Zr}} - Z_{\text{Ru}}}{Z_{\text{Zr}} - Z_{\text{Ru}}}. \tag{2.8}
\]

In this case, \(R_z = 1(-1)\) corresponds to a momentum cell that is populated by protons completely from the \(\text{Zr}\) (\(\text{Ru}\)) nucleus. The case of complete stopping would mean that the protons completely mix and lose memory of which nucleus they were from. Thus, full stopping corresponds to \(R_z = 0\).

The experimental results, along with results from the BUU transport model, for collisions between \(^{96}\text{Zr}\) and one of its mirror nuclei, \(^{96}\text{Ru}\), are shown in Fig. 2.9, for a beam energy of
Figure 2.9: Isospin tracer observable for central collisions of $^{96}\text{Zr} + ^{96}\text{Ru}$ (bottom) and $^{96}\text{Ru} + ^{96}\text{Zr}$ (top) at 400 MeV/nucleon vs. scaled center-of-mass rapidity, where $y_0 = -1$ is the initial projectile rapidity. Data is from FOPI [4]. A value of $R_z$ closer to zero indicates a higher degree of mixing, and thus stopping.
400 MeV/nucleon and $b_{\text{red}} < 0.12$. The experiment was performed at SIS/ESR-Darmstadt using the FOPI apparatus, TOF-wall, and the HELITRON and CDC drift chambers [4].

As center-of-mass rapidity gets more negative, the momentum cells are increasingly populated by protons from the target. This makes sense, as the target’s particles are more likely to backscatter in the center-of-mass (opposite the direction of the beam). As the bins closer to midrapidity are examined, it is seen that those bins are populated by protons from both colliding nuclei, as $R_z$ is close to zero there.

It is clear from Fig. 2.9 that use of the free NN cross section overestimates the stopping (mixing in this case). It seems that the CS best fitting the data here is either Rostock, Fuchs, or Tempered with $\nu \sim 0.8$. Statistical uncertainty is a difficulty with this observable, due to the subtraction of similar values, $Z^{\text{Zr}} - Z^{\text{Ru}}$, as well as division by the resulting small number.

### 2.2.4 Sensitivity to Equation of State

The equation of state (EOS) of nuclear matter describes how the energy changes with density and pressure, and is an important part of understanding the nuclear force and the effect on bulk systems [34]. In particular, the compressibility of nuclear matter, $K$, is a key input to calculations of neutron stars and some supernovae. It is commonly defined [35] as

$$K = 9\rho_0 \frac{\partial^2 (E/A)}{\partial \rho^2} \bigg|_{\rho = \rho_0}.$$  \hspace{1cm} (2.9)

The FOPI Collaboration found dependence of the stopping on the EOS [36], specifically the compressibility of nuclear matter, using the Isospin Quantum Molecular Dynamics (IQMD) model [37]. In Fig. 2.10, effects of two choices of compressibility, as well as a momentum-
dependent mean field, are shown. ‘S’ refers to a soft compressibility, \( K = 210 \text{ MeV} \), while ‘H’ refers to a stiff or “hard” compressibility, \( K = 380 \text{ MeV} \). ‘M’ refers to the inclusion of a momentum-dependent mean field, achieved by attributing to the nucleon an effective mass \( m^* \), here using \( m^*/m = 0.7 \).

The combinations of SM and H give very similar results with our BUU transport model. The effects range as large as 16% for linear momentum transfer in \(^{40}\text{Ar} + \text{Au} \) at high energy, and as low as within statistical and theoretical uncertainty in the case of \( \text{varxz} \) in \( \text{Au} + \text{Au} \) and the isospin tracer \( R_z \). Given a momentum-dependent mean field, the case is certainly distinguishable between stiff and soft compressibilities in stopping in \( \text{Au} + \text{Au} \).

For the observables \( \text{varxz} \) and isospin tracer, the difference between the two plausible choices, soft with momentum-dependent mean field and stiff with momentum-independent mean field, is smaller than the difference between in-medium cross section reductions that we investigated. However, LMT is sensitive enough to this choice to render it less reliable for selecting the best cross section reduction.

### 2.2.5 Optimal cross section reduction

The determination of the in-medium NN cross section that best fits stopping data is not especially clear. The results are summarized in Table 2.1. There is a system size dependence, in that for all the reactions with \( A < 150 \), a stronger CS reduction is favored, while in heavier systems, less reduction in the cross section is needed to reproduce stopping. As speculation, this could be explained by the fact that in larger systems, each particle undergoes more chances to collide, since it must travel through a larger interaction volume. This means that the CS reduction is applied in more instances and has more of an effect on the stopping.
(a) Linear momentum transfer (LMT)

Figure 2.10: EOS dependence of stopping observables. S (H) refers to a soft (stiff) compressibility, while M refers to the inclusion of momentum-dependence in the mean field. SM and H are both reasonable combinations, and they give similar predictions for stopping observables $\text{varxz}$ and isospin tracer $R_z$. However, LMT is as sensitive to these settings as it is to cross section reductions, so that observable is less reliable for selecting the best reduction.
<table>
<thead>
<tr>
<th>observable</th>
<th>reaction system</th>
<th>energies [MeV]</th>
<th>best cross section reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMT</td>
<td>$^{40}$Ar + Cu</td>
<td>17–115</td>
<td>Tempered w/ $0.4 \leq \nu \leq 0.6$</td>
</tr>
<tr>
<td>LMT</td>
<td>$^{40}$Ar + Ag</td>
<td>17–115</td>
<td>Tempered w/ $0.4 \leq \nu \leq 0.6$</td>
</tr>
<tr>
<td>LMT</td>
<td>$^{40}$Ar + Au</td>
<td>27–115</td>
<td>Tempered w/ $\nu = 0.8$</td>
</tr>
<tr>
<td>varxz</td>
<td>Au + Au</td>
<td>90–1500</td>
<td>Tempered w/ $\nu = 0.8$ or Rostock</td>
</tr>
<tr>
<td>varxz</td>
<td>Ca + Ca</td>
<td>400–1500</td>
<td>Tempered w/ $0.4 \leq \nu \leq 0.6$</td>
</tr>
<tr>
<td>$R_z$</td>
<td>$^{96}$Zr+$^{96}$Ru</td>
<td>400</td>
<td>Tempered w/ $\nu = 0.8$, Rostock, or Fuchs</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of cross section determination results. No cross section reduction is favored universally, though Tempered with $\nu = 0.6$ or 0.8 appears to be the best compromise.

### 2.3 Viscosity

As a toy model to introduce the concept of viscosity, we describe laminar shear in a classical system. Consider two plates, with fluid between them, moving in antiparallel directions, in the steady state. The movement of one plate induces a shear stress, $\tau$, on the layer of fluid below it, causing that layer to have a velocity $u < u_{\text{plate}}$. That layer induces a shear stress on the layer under it, and so on. In the linear approximation, these velocities can related using the equation $\tau = \eta (\partial u / \partial y)$, where $\hat{y}$ is perpendicular to the plates. Here, $\eta$ is the coefficient of shear viscosity, which is a measure of the momentum transfer in the fluid.

#### 2.3.1 Viscosity from BUU

The shear viscosity coefficient $\eta$ can be derived from the BUU equation [38]. The result, for symmetric matter, is reproduced here:

$$
\eta = \frac{5T}{9} \left( \int \frac{d\mathbf{p}_1 f_1 p_{11}^2}{\sigma_{\text{NN}}} \right) \frac{\left( \int \frac{d\mathbf{p}_1 d\mathbf{p}_2 d\Omega f_1 f_2 \tilde{f}_1 \tilde{f}_2 v_{12}^4 \sigma_{\text{NN}}^4 p_{12}^4 \sin^2 \theta}{d\Omega} \right)}{(2.10)}
$$

Note that the NN cross section, $\sigma$, enters into the denominator. Since this equation is derived using the same assumptions as the transport model used to constrain the in-medium
Figure 2.11: Viscosity for different temperatures, densities, and CS reductions. Note that for $\rho/\rho_0 = 1$, the Fuchs reduction overlaps with $\nu = 0.8$ up to about $T = 40 \text{MeV}/k_B$, after which it overlaps with the Rostock reduction.

NN cross section, that cross section can be inserted into this equation to find a viscosity coefficient $\eta$ that is model-independent. The calculation was performed with the effective mass described in Section 2.2.4, which tends to increase the viscosity somewhat.

The results of such calculations are found in Fig. 2.11. In all of the densities and CS reductions presented, the viscosity blows up at low temperature. At this temperature, the relative velocity between particles is low. Looking at Eq. 2.10, $v_{12}$ is in the denominator, so this behavior makes sense. As the temperature increases, $v_{12}$ increases while $\sigma$ first drops very quickly and then flattens out. The combination of these causes a local minimum of $\eta$ to appear. As the density increases, the NN reduction becomes stronger, directly causing an increase in viscosity, which is observed.

We now use our newly determined viscosity to explore how close nuclear matter is to being a “perfect fluid”.

2.3.2 Lower quantum limit of ratio of viscosity to entropy density

It has been theoretically found that certain strong coupling limits of gauge theories have a constant ratio of shear viscosity to entropy density regardless of metric used,

\[ \frac{\eta}{s} = \frac{\hbar}{4\pi k_B}, \quad (2.11) \]

where \( k_B \) is the Boltzmann constant [14]. Moreover, it is speculated that this value is a lower limit for all relativistic, finite temperature quantum field theories with zero chemical potential, and for single-component nonrelativistic gases of particles with spin 0 or 1/2 [14].

At Brookhaven’s Relativistic Heavy Ion Collider (RHIC), in Au + Au collisions with energy \( \sqrt{s_{NN}} = 200 \) GeV, they found a value for \( \eta/s \) of \( 0.1\hbar/k_B \), quite close to the conjectured lower limit [39] and represented as a filled, red hexagon in Fig. 2.12. We calculate this ratio at our intermediate energies (IE) studied in this chapter, the entropy density having been estimated from cluster yields [8]. Represented as open hexagons in Fig. 2.12, the trend of the nuclear matter looks to match the findings at RHIC, at a much lower energy. The critical temperature \( T_c \sim 170 \text{MeV}/k_B \) for nuclear matter was taken from lattice QCD calculations [40].
Figure 2.12: This work’s estimate for $\eta/s$ (in open hexagons) with the ratio given for other materials. RHIC has found a very low value, close to the proposed quantum lower limit (filled, red hexagon). We find that nuclear matter at intermediate energies approaches this value. The lines are to guide the eye. Compilation and figure from Ref. [5].
2.4 Conclusion

In this chapter, we investigated the viscosity of nuclear matter by adjusting the in-medium nucleon-nucleon cross section to fit nuclear stopping data with several different stopping observables across a wide range of nuclear mass and beam energy. We found that an in-medium reduction in the \( \text{NN} \) cross section is necessary to match experimental data. We calculated the shear viscosity and found that it is enhanced due to the medium effects, especially at higher densities. We also calculated the ratio of shear viscosity to entropy density, \( \eta/s \), to determine the proximity of our reaction systems to the conjectured lower quantum limit. We found that the ratio follows a trend that matches with relativistic heavy ion collisions, suggesting that quark degrees of freedom may not be necessary to approach the limit of the “perfect liquid” seen at RHIC.
Chapter 3

Dynamics

3.1 Introduction

To explore the nature of nuclear matter at supranormal densities through observations, one must study either neutron stars or heavy ion collisions. Experimentally, we have just collisions between heavy nuclei, which generate brief pockets of nuclear matter at densities 2–4 times nuclear saturation density. It would be helpful to be able to focus on just the particles that are emitted from the high-density region. Unfortunately, the spatial and temporal resolution of current detectors are many orders of magnitude too coarse to directly trace back the position and time of emission of particles. Instead, for nuclear collisions, the detectors detect, among other observables, the momentum and energy spectra of emitted particles. Fortunately, the emitted particles affect each other in transit to the detectors, if they are close enough and move at similar velocities, developing observable correlations between the momenta of those particles. These correlations, coupled with information gained from transport simulations, allow us to identify particles that are emitted specifically from these high-density regions, giving an opportunity to study how nuclear matter acts at that scale.

Correlations between particles emitted in nuclear collisions develop in transit from the source of emission to the detector. Those correlations depend on the particles’ relative scattering wavefunction, as well as the phase-space distribution of emitted particles. Thus,
correlations between particles emitted from collisions of nuclei can be used to determine the spacetime extent of the source of emission, giving an indication of the size and shape of the emitting region. This is loosely analogous to using light wave interference to determine the size and shape of a thin object, like a human hair. If we understand how the wave interplays with itself, then we can measure the interference pattern with millimeter resolution to discover the width of the hair at micrometer resolution.

For photons and other noninteracting, identical particles, intensity interferometry utilizes the Hanbury Brown and Twiss (HBT) effect, illustrated in Fig. 3.1. It was first used to study radio sources of galaxies by the eponymous authors [41]. Later, it was generalized to include correlations induced by Coulomb and strong interactions, when it found utility in elementary particle physics [42], relativistic heavy ion collisions [43], Bose-Einstein condensates [44], and intermediate energy heavy ion collisions (see Refs. in [45]). For these applications, especially heavy ion collisions, the generalized technique is now also called femtoscopy.

There are some methods of experimentally determining the timescale of the particles emitted during a collision, other than the one we show. Generally they involve determining which types of particle or fragments are emitted first, either using correlation functions of different species [46] or the $N/Z$ ratio of the fragment [47]. The lifetime of individual emission sources has also been investigated [48]. For obvious reasons, these do not give the scale of the time relative to some initial start of the collision.

If particles are emitted from different regions of the collision that are moving with different velocities, then it stands to reason that filtering on these laboratory velocities would lead to isolating those different sources. For example, one group has identified several different sources of emitted particles from experimental data [49]. These are the source from the projectile-like fragment, from the target-like fragment, and from the interacting region.
They can be identified by their different laboratory velocities. Further, they have identified two sources in the interacting region: one from the emission as the fragments start to interpenetrate, and again after the participants have equilibrated and possibly formed a neck region connecting the projectile- and target-like fragments. These have been identified using a filter on total momentum of the particle pair in the center of mass of the collision. We use a similar filter to isolate the early emitting source in Section 3.3.

In studying the nuclear collision with BUU, it is important to identify the regime in which it is valid. In particular, it works fairly well for the liquid phase of nuclear matter, where the dynamics are affected by the mean field, as well as binary collisions. This is a good approximation for the early stage of a nuclear collision, when particles are close together, interact fairly often, and fluctuations are stochastically washed out. At later stages, once the interacting volume starts expanding, the particles become far enough away from each other that the dynamics follow the individual particles, the mean field is no longer a good description, and initial fluctuations will influence the evolution of the system. BUU is not equipped to handle this situation. Further, fragments of all sizes are produced, while the particular BUU model only produces fragments up to $A = 3$. It stands to reason that a way of filtering the output of experiment to focus on the early stage of the reaction would be important for accurately comparing to the BUU model.

In Section 3.2, I introduce the HBT interferometry and discussion extraction of the emission source. In Section 3.3, I will show how filtering the particles can emphasize the early emission. Finally, in Section 3.4, I show that the model predicts a much stronger resurgence in emission in heavy systems compared to light systems, explore why this is the case, and show how this can be detected in an experiment.
Figure 3.1: Schematic of HBT effect. Two particles with momenta $p_1$ and $p_2$ are emitted from the collision and observed at detectors A and B. If the particles are identical, then the emission is a quantum superposition of the left and right cases, leading to interference (figure from Ref. [6]).

### 3.2 HBT effect

When two photons with momenta $p_1$ and $p_2$, respectively, are emitted from a nuclear collision with a small relative momentum $q = (p_1 - p_2)/2$, they will interplay with each other on the way to the detectors. Even for noninteracting, identical particles, their entanglement is described by a superposition of the two product states shown in Fig. 3.1. This superposition leads to a correlation in 2-particle intensity. Hence, the technique of learning about the size and shape of the emission source is called intensity interferometry.

For protons and other charged particles, another effect causes most of the correlation. If the protons are moving along with a similar velocity, and if they were emitted close enough together in time, then they will be subject to elastic scattering between them, either being repelled from each other by the Coulomb force or attracted by the strong nuclear force. This will lead to a correlation (or anti-correlation) within their relative momentum, from the perspective of the detectors. Since both this mechanism and the HBT effect give resolution on the level of femtometers, the techniques of using the correlations in reactions to learn about the size and shape of the emission region is called femtoscopy.
3.2.1 Correlation function

At the heart of observing the HBT effect is the 2-particle correlation function, which describes the correlation (or anti-correlation) between momentum states, \( \mathbf{p}_1 \) and \( \mathbf{p}_2 \). Experimentally, it can be observed as the ratio of the 2-particle yield, \( dN/(d\mathbf{p}_1 \, d\mathbf{p}_2) \), to the multiplication of two single-particle yields, \( dN/d\mathbf{p} \):

\[
C(\mathbf{p}_1, \mathbf{p}_2) \propto \frac{dN/(d\mathbf{p}_1 d\mathbf{p}_2)}{(dN/d\mathbf{p}_1)(dN/d\mathbf{p}_2)}. \tag{3.1}
\]

In nuclear collisions, the event mixing technique is often used, where the 2-particle coincidence yield is taken from a single collision event and the single-particle yields are taken from different events, to avoid autocorrelation effects. At large relative momenta \( q = |\mathbf{p}_1 - \mathbf{p}_2|/2 \), the emission tends to be uncorrelated and \( C \) approaches a constant. It is typically normalized such that the constant is unity.

To incorporate wider momentum volumes and thereby decrease statistical error, the angle-averaged correlation function is sometimes used. Here, \( C \) is integrated over all possible pair total momenta. The resulting function is dependent on the relative momentum \( \mathbf{q} = (\mathbf{p}_1 - \mathbf{p}_2)/2 \):

\[
C(q) \propto \int d\mathbf{p} d\Omega_{12} \frac{dN/(d\mathbf{p}_1 d\mathbf{p}_2)}{(dN/d\mathbf{p}_1)(dN/d\mathbf{p}_2)}, \tag{3.2}
\]

where \( \mathbf{p} = \mathbf{p}_1 + \mathbf{p}_2 \) and \( \Omega_{12} \) is the direction of \( \mathbf{q} \).

If the particles are uncorrelated, the probability of detecting a particle with \( \mathbf{p}_1 \) should not be affected by detecting a particle with \( \mathbf{p}_2 \). In that case, the probability of detecting both particles (numerator of Eq. 3.1) is proportional to the multiplication of the probabilities of detecting each individual particle (denominator) and \( C(q) = 1 \).
An example of a $p-p$ correlation function is shown in Fig. 3.2. Below $q = 20$ MeV/c, it is less than one, which represents anticorrelation as the Coulomb force and Pauli blocking deplete low relative momenta. At large $q$, the protons are uncorrelated, since the probability for them to interact is so low, and thus $C(q)$ tends to unity. In the middle, $C > 1$ shows correlation, here caused by the $^{1}\text{S}_0$ strong nuclear attraction.

In order to quantitatively analyze the correlation function and resolve the size and shape of the emitting source, we need to use the scattering wavefunction between the two particles and the Koonin-Pratt equation. This is described in the next section.

### 3.2.2 Source function

In experiment, the correlation function can be directly calculated from observables using Eq. 3.2. We would like to use it to learn about the size and shape of the region that emitted these particles. To resolve the actual size and shape of the emission source, the Koonin-Pratt
equation [50,51] is used:

\[
C(q) = \int \text{d}r \left| \Psi_q(r) \right|^2 S(r)
\]  

(3.3)

The source of correlated particles is characterized by the source function, \(S(r)\), which is defined as the probability of two particles to be emitted at a relative distance \(r\) in their center of mass. \(\Psi_q(r)\) is the scattering wave function of the two particles involved. This is analogous to the Young double-slit experiment, where the intensity of light on a screen (correlation function) is related to the superposition of the waves (wave function) and the width and orientation of the slits (source function).

The corresponding angle-averaged source function \(S(r)\) is found by inverting the equation

\[
C(q) - 1 = 4\pi \int \text{d}r \left( r^2 K(r, q) S(r) \right)
\]  

(3.4)

where \(K(r, q)\) is the scattering kernel \(\left| \Psi_q(r) \right|^2 - 1\), averaged over all angles.

To find the source function, an Ansatz is used, generally consisting of a Gaussian function \(e^{-r^2/(2R^2)}\). The width \(R\) is adjusted to fit the experimental source function. This typical Ansatz assumes that the shape of the source is Gaussian, and that there is only one source of emission during the collision. As noted in Section 1.1, there are several different dynamical stages of the nuclear collision, which implies that particles will be emitted in different patterns in different dynamical stages, and thus there are several different emission sources. This makes interpretation of the Gaussian width more difficult.

Instead, the source function can be found directly by projecting Eq. 3.3 onto basis splines and inverting the resulting matrix. This allows the determination of the source with less prior assumptions about its shape [52].

In BUU, the source function can be directly calculated from the relative positions and
momenta of emitted particles, at the time of their emission. This is advantageous, as one need not rely on a theoretical wave function $\Psi_q(r)$ to construct the source. Since correlation is only built up between particles with similar momentum, the emitted particles are sorted into cubic momentum bins that are 25 MeV/c wide in each direction (in the laboratory frame). Within each bin, the distance between them, $r = |r_1 - r_2|$, is calculated, and this particle pair is counted as contributing to that part of the source function $S(r)$.

To determine whether a test particle is “emitted” in our BUU model, each particle is marked with the time of its last collision. At the end of the time evolution, if the density of the local medium is less than 1/15th nuclear saturation density $n_0 = 0.16 \text{ fm}^{-3}$, then the test particle is considered emitted (if it is still in a higher-density region, then it would probably collide again, given more time).

### 3.3 Timescale of emission

To explore the dynamics of collisions, we choose one collision between high-mass nuclei, and one between low-mass nuclei, $^{112}\text{Sn} + ^{112}\text{Sn}$ and $^{40}\text{Ar} + ^{45}\text{Sc}$. Both have the same beam energy (50 MeV/nucleon) and impact parameter selection ($b_{\text{reduced}} < 0.46$), as well as similar ratio of protons to neutrons (isospin asymmetry). In order to exclude emission from evaporation of the residues and isolate the high-density region, an angular filter is used to only accept particles that are emitted transverse to the beam direction in the center of mass ($70^\circ \leq \theta_{\text{cm}} \leq 110^\circ$) [53].

The source functions $S(r)$ for the two systems, calculated from the transport theory, are seen in Fig. 3.3, with a zoomed view of the long-range tail inset in log scale. Since $S(r)$ is a probability density, its 3D integral sums to unity, and thus the height at a given distance
Figure 3.3: Source functions from BUU transport code. Inset is a close-up in log scale of the long-range part. The source for the smaller system is more peaked at short range, and it falls off faster at long range, compared to the larger system.

shows the relative weight of different ranges of the relative distance between 2 particles $r$. In the simulation, the integral of $S(r)$ is normalized in the range from 0 to 50 fm. Looking at the two sources, $^{40}\text{Ar} + ^{45}\text{Sc}$ shows a greater relative weight of the short-range component of the source, even as $^{112}\text{Sn} + ^{112}\text{Sn}$ has a greater number of particle pairs emitted with that relative distance, as witnessed by the smaller statistical error bars. At long range, visible in the inset, the source function of the smaller system falls off more rapidly, though both exhibit roughly exponential behavior.

Next, we describe a more systematic way of characterizing the shape of the source, in order to use it to understand the collision dynamics better.
3.3.1 Interpreting the source function

We want to have a quantitative method to compare source functions with each other, so that when we apply filters to emitted particles and produce the resulting source functions, we are able to more precisely notice any interesting effects. Additionally, experimental correlations are often fitted using analytic source functions, rather than inversion as described in Section 3.2.2. Therefore, it can be helpful to analyze the source function produced by the transport model in terms of such functions. To do this, we investigate different parameterizations that are fit to the source functions.

Different groups have come up with different ways of quantifying the size or shape of the source. If all that is wanted is the source size, then $r_{1/2}$, the half width at half maximum, could be used. This has the advantage that it is widely used and gives an estimate independent of any parametrization used. However, it loses details, especially in the behavior of the source at longer ranges. For this, one can use various fits to the source. Some have used generic cubic splines [54], 2-gaussian “hump fits” [55], or a superposition of Gaussian and decaying exponential behavior. Since this last one is the behavior of the source functions in Fig. 3.3, this is what we use\(^1\).

However, a decaying exponential has a nonzero derivative of the form $e^{-r}$ at $r = 0$. Since this is a one-dimensional function projected from three dimensions, the function should be smooth across $r = 0$. To compensate, the following form is used [56]:

$$S(r) = \frac{\lambda_{\text{gau}}}{N_{\text{gau}}} \exp \left[ -\frac{r^2}{2R_{\text{gau}}^2} \right] + \frac{\lambda_{\text{exp}}}{N_{\text{exp}}} \exp \left[ -\frac{\sqrt{r^2 + \beta^2}}{R_{\text{exp}}} \right]$$ (3.5)

\(^1\)We also tried the convolution of two Gaussian sources with different widths and strengths, but it did not match the simulated behavior.
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where \( \beta = \frac{R_{\text{gau}}^2}{R_{\text{exp}}} \), and \( N_{\text{gau}} \) and \( N_{\text{exp}} \) are chosen to make each term have a 3D integration equal to unity when ignoring the \( \lambda \)s (these factors are given in Eq. B.3). Thus, since \( S(\mathbf{r}) \) is a probability and should integrate to unity, \( \lambda_{\text{gau}} \) and \( \lambda_{\text{exp}} \) are the fractions of particle pairs that contribute to each term and should add to unity, if the equation accurately represents the source. At short distances, the second term acts as a Gaussian with the same radius as the first term, while at long distances, it behaves as \( e^{-r} \), thus enabling the parameterization of the source into two components: Gaussian and exponential decay.

To find out the relative weight of the Gaussian and exponential components, it is insufficient to use the \( \lambda \) parameters above, since the \( \lambda_{\text{exp}} \) term contains part of the Gaussian component. Instead, to find the fraction of proton pairs that contribute to the Gaussian part of the source, the square root in the second term is expanded to the 2nd order in \( r \), and the resulting Gaussian is integrated over the sphere to get the exponential fraction \( f_{\text{exp}} \) (see Eq. B.3 for the derivation).

The results of the fitting procedure (using MINUIT [57]) for the reaction systems studied are shown in Table 3.1. The resulting curves are shown along with the simulation results in Fig. 3.4. The Gaussian fraction \( f_{\text{gau}} \) is also listed in Table 3.1.

Table 3.1: Fit parameters for source functions. \( \lambda_{\text{gau}} \) and \( \lambda_{\text{exp}} \) are the fractions of particle pairs that contribute to the first and second terms of the equation. \( R_{\text{gau}} \) and \( R_{\text{exp}} \) are the widths of the Gaussian and exponential components, respectively. The fraction of particle pairs that contribute to the Gaussian shape, \( f_{\text{gau}} \), is higher for the smaller system, while the larger system has a correspondingly longer exponential tail. Uncertainties are statistical from fit and do not include uncertainties of underlying model.

<table>
<thead>
<tr>
<th>Collision</th>
<th>( \lambda_{\text{gau}} )</th>
<th>( \lambda_{\text{exp}} )</th>
<th>( R_{\text{gau}} ) (fm)</th>
<th>( R_{\text{exp}} ) (fm)</th>
<th>( f_{\text{exp}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^{40}\text{Ar} + ^{45}\text{Sc} )</td>
<td>0.100(5)</td>
<td>0.915(4)</td>
<td>3.47(5)</td>
<td>5.09(5)</td>
<td>0.783(8)</td>
</tr>
<tr>
<td>( ^{112}\text{Sn} + ^{112}\text{Sn} )</td>
<td>0.006(3)</td>
<td>1.046(4)</td>
<td>4.16(15)</td>
<td>6.18(3)</td>
<td>0.87(2)</td>
</tr>
</tbody>
</table>

Looking at the source function, the smaller system has a smaller Gaussian width and a
Figure 3.4: Source function $S(r)$ from BUU transport simulation for $^{112}\text{Sn} + ^{112}\text{Sn}$ (triangles) and $^{40}\text{Ar} + ^{45}\text{Sc}$ (squares). Also shown are curve fits using a short-range Gaussian and long-range exponential (seen in the logscale plot inset).

slightly smaller exponential tail, as expected. Overall, $f_{\text{exp}}$ is smaller for $^{40}\text{Ar} + ^{45}\text{Sc}$ than $^{112}\text{Sn} + ^{112}\text{Sn}$. Next, we use our time dependent model to investigate when and where these different components are emitted, and see if we can enhance one versus the other and thereby isolate one emission source for future study.

3.3.2 Time dependence of the source function

To determine when the protons are emitted that contribute to the various parts of the source, we use the BUU transport model described in Section 1.2 to simulate the collisions. Then, we use the explicit timing information given in the simulation to filter on different times and look at the result.
Naively, if the source function is constructed from only particles at early times, then the source should be smaller, since particles have less time to travel away from each other before being emitted. This suggests that particles from early time are correlated strongly with the short-range part of the source. Conversely, particles that are emitted from a source that has been expanding for some time will be, on average, farther apart from one another, leading to late emitted particles contributing primarily to longer ranges of the source function. A caveat here is that, in the calculation of the source function from the simulation, all particles are paired with others with similar momentum, regardless of time, so the early particles can contribute to longer ranges by being paired with a particle from a later time.

Using the transport code, we can test this by constructing a source function from particles that are emitted at selected times. This is done in Fig. 3.5 for $^{40}\text{Ar} + ^{45}\text{Sc}$. The early-time function matches the rationale given in the previous paragraph.
Figure 3.5: Source function for $^{40}$Ar + $^{45}$Sc constructed from only early time (green, long dash) and only late time (blue, short dash).
3.4 Late-time resurgent emission

Now that we have a qualitative understanding, using a transport code, of how the emission time affects the source function, we examine the history of particle emission directly, from our transport model. Such a timeline of emission of protons is shown in Fig. 3.6. In both systems, there is one early peak, and in $^{112}$Sn + $^{112}$Sn, one broad hump is seen at later times. This resurge in emission has not previously been predicted, to the author’s knowledge. If it were evaporation (deexcitation of excited fragments), it should start immediately after the initial interpenetration. Instead, there is a lull in emission followed by a burst. To learn more, we inspect the phase distribution of these particles to find out what is happening.

3.4.1 Analysis of second emission

To start, we look at the spatial distribution of nucleons during the collision. Fig. 3.7 shows the nucleon density for both collision systems. Initially they have a similar evolution: interpenetrating spheres lead to a large density in the middle of the collision. The collision of the heavier system takes longer, since the nuclei are larger in volume. Around $\sim 80\text{ fm/c}$, the spectator regions have passed each other and continue on their merry way. A dilute region of nuclei are left in the middle, the so-called “neck” region (seen around $120\text{ fm/c}$). At later times, around $230\text{ fm/c}$, a qualitative difference emerges — in $^{112}$Sn + $^{112}$Sn, the particles in the neck region draw close together to form two sizable high-density regions, while in the lighter system, a single recontracted higher-density region is barely visible in the middle of the neck. Comparing with Fig. 3.6, this recontraction happens at the same time that proton emission increases.

To confirm that the protons are being emitted from these recontracting fragments, one
can see where the emitted particles are coming from, spread out over time. Fig. 3.8 shows this. Indeed, the emission is coming from the higher density region at early time, and at later times, an increase in emission occurs at the same time and location as the recontraction of the 2 fragments in the neck region.

To determine what causes this recontraction and emission, we compare the two collisions we are studying. The most significant difference between the two (for central collision dynamics, at least) is the volume of the interaction region and number of nucleons participating. One effect is that there is more volume in which NN collisions occur in the larger-\(A\) collision. Perhaps the nucleons collide so much that enough of them are pulled out of the projectile- and target-like fragments and into the neck region, where the mean field then causes them to seek higher densities (closer to the nuclear saturation density) and recontract into fragments.

To test this theory, the nucleon-nucleon cross section (\(\sigma_{NN}\)) in the heavier system can
Figure 3.7: Density contours at selected times after the beginning of collision of (a) $^{40}\text{Ar} + ^{45}\text{Sc}$ and (b) $^{112}\text{Sn} + ^{112}\text{Sn}$. The heavier system has a recontraction of density at later times. Time is normalized so that the centers of the nuclei cross at 51 fm/$c$ (as predicted with Coulomb effects, not including stopping).
Figure 3.8: 2D histogram that shows where along the beam axis ($z$) protons are emitted as time goes on, for a) $^{40}\text{Ar} + ^{45}\text{Sc}$ and b) $^{112}\text{Sn} + ^{112}\text{Sn}$. In the Sn collision, a second emission is quite pronounced, starting at about 125 fm/c. At late times, the emission is seen to come from 4 distinct regions, which are the positions of high density in Fig. 3.7b.

be reduced artificially, to mimic the effects of fewer collisions. To get a qualitative look, we reduce it by 5 times. The reduction causes the resurgent particle emission to vanish, as seen in the timeline of emission in Fig. 3.9, while not significantly altering the early emission. In Fig. 3.10, we see that there is no recontraction of particles in the neck region at later times, and in Fig. 3.11, the source function shows a slight reduction in the long-range exponential part, which may be consistent with the behavior of the source function of the $^{40}\text{Ar} + ^{45}\text{Sc}$ collision. Thus, we learn that the formation of recontracted fragments in the neck region is due to the certain ratio of nucleon mean free path to the size of the interacting region$^2$.

Now we show how to detect whether this recontraction occurs in reality, since we cannot

---

$^2$ Production of composite particles (deuterons, tritons, and $^3\text{He}$) was turned off for these simulations, as the model used for composite production [8] is derived for higher energies and might not be valid at this energy [58]. Turning it on changes some of the dynamics, including causing some recontraction in the lighter system. It still shows and even reaffirms the effect of late-time recontraction causing emission of particles.
Figure 3.9: Emission timeline for $^{112}\text{Sn} + ^{112}\text{Sn}$ compared to the same with an *ad hoc* reduction in the NN cross section. The reduction suppresses the late emission, while leaving the early emission mostly unaffected.

manually adjust this ratio in experiment.
Figure 3.10: Density contours at selected times after the beginning of collision of $^{112}\text{Sn} + ^{112}\text{Sn}$ with an *ad hoc* reduction of $\sigma_{\text{NN}}$ by a factor of 5. Unlike the unreduced case seen in Fig. 3.7b, there is no formation of dense fragments from the neck region at late times.

Figure 3.11: Source function for $^{112}\text{Sn} + ^{112}\text{Sn}$ calculated in a transport model with a nominal NN cross section (triangles) and with an *ad hoc* reduction in that cross section (squares). The lines represent a fit using the Chung parameterization.
3.4.2 Detection in experiment

To determine whether this recontraction occurs in experiment, we need an observable that is based on the momentum structure, since that is all we have access to, and sensitive to the shape of the emitting source. As mentioned in the introduction, Ghetti and collaborators have used filters on laboratory velocity and total cms momentum of the pair to focus on sources of emission coming from different spacetime regions of the collision. Thus, it stands to reason to look at the spectrum of particles in transverse (to the beam) momentum. Such a 2D histogram is shown in Figs. 3.12 and 3.13 for $^{40}$Ar + $^{45}$Sc and $^{112}$Sn + $^{112}$Sn, respectively.

The figures show how many protons are emitted at a given cell of transverse momentum ($p_\perp/m$) and time ($t$). The two emission regions at early and late time are clearly seen. In $^{112}$Sn + $^{112}$Sn, the second re-emission is visible, showing that it only occurs at low $p_\perp/m$ (below $\sim 0.2c$), while the early emission extends to $\sim 0.4c$ for both systems.$^3$ We learn that for both systems, a filter on high $p_\perp/m$ suppresses the later emission, emphasizing the protons emitted during the initial interpenetration. Thus, we correlate a theoretical quantity, time, with an experimental observable, transverse momentum — by filtering on high $p_\perp$, we can access the particle sample dominated by the early emitted protons.

The effects of this filter in the source function $S(r)$ are seen in Figs. 3.14 and 3.15 for $^{40}$Ar + $^{45}$Sc and $^{112}$Sn + $^{112}$Sn, respectively. Also included are best-fit lines using the Chung fit parameterization, Eq. 3.3.1, including a short-range Gaussian and a longer-range exponential. In both cases, the relative proportion of protons contributing to the short-range Gaussian component is increased, as reflected by an increased value (since the source function

---

$^3$A feature for future study is the 2 distinct regions at early time in $^{112}$Sn + $^{112}$Sn, 1 at low $p_\perp/m$ and 1 at high. Turning composite production on shifts the lower one later in time relative to the more energetic region.
Figure 3.12: 2D Histogram of $p_{\perp}/m$ vs. $t$ for protons emitted from collisions of $^{40}\text{Ar} + ^{45}\text{Sc}$. Also displayed are 1D histograms projected onto both axes. Emphasis on early emission in an experiment is possible with a filter on $p_{\perp}/m \gtrsim 0.15 \, c$. 

\[ \frac{d^2 N}{d(p_{\perp}/m)dt} [\text{fm}^{-1}] \]
Figure 3.13: Same as Fig. 3.12, but for $^{112}\text{Sn} + ^{112}\text{Sn}$. The second surge in emission is very visible at late times.
Figure 3.14: Source function for $^{40}\text{Ar} + ^{45}\text{Sc}$. Inset employs logscale to illuminate the effects of the high $p_{\perp}$ gate at far-away distances.

is a probability distribution). To more precisely see this effect, the best-fit Gaussian width and exponential width are given in Figs. 3.16 and 3.17.

In other work, it was found that the short-range size of the source, characterized by $r_{1/2}$, the half width at half maximum, was different by about 0.2 fm, depending on the momentum filter used [59]. Looking more closely into the shape of the source using the Chung fit, we see that the width of the Gaussian source, $R_{\text{gau}}$, changes very slightly (The error bars only reflect the uncertainty and goodness of the fit, not the model uncertainties). Meanwhile, the width, or shallowness, of the exponential tail is affected greatly, suggesting that this region was primarily populated by protons with low $p_{\perp}/m$. This notion is verified by the calculation of the fraction of protons contributing to the exponential component, $f_{\text{exp}}$, also given in Figs. 3.16 and 3.17 — when we filter on high transverse momentum, we greatly
Figure 3.15: Source function for $^{112}$Sn + $^{112}$Sn. Inset is in logscale, to see the effects of the high $p_\perp/m > 0.15c$ gate at long range.
Figure 3.16: Fit parameters for source functions created with filters on the emitted protons, for $^{40}\text{Ar} + ^{45}\text{Sc}$. The filter allowing only early $t$ (open squares) results in similar parameter values as for high $p_{\perp}/m$ (open triangles), showing that filtering on high $p_{\perp}/m$ selects for early $t$. Further, these filters enhance the Gaussian fraction $f_{\text{gau}}$, showing that the Gaussian component is primarily at early time.

To verify that this is really representing the early part of the collision, we also construct the source function including only protons emitted before 100 fm/c and show the fit parameters as well. For all the parameters but $R_{\text{exp}}$ for $^{112}\text{Sn} + ^{112}\text{Sn}$, it shows the same trend as for high-$p_{\perp}/m$, indicating that this momentum filter indeed does allow a dependence on early time. For $R_{\text{exp}}$, they have diverging behaviors. However, the uncertainty for this width for the early time filter shows that there is still suppression of the exponential component, as there is less of an exponential trend to fit precisely.

According to Figs. 3.16 and 3.17, the source functions of both collisions under consider-
Figure 3.17: Same as Fig. 3.16, but for $^{112}$Sn + $^{112}$Sn.

...ation are affected qualitatively similarly by the filter $p_\perp/m > 0.15c$. Since $^{40}$Ar + $^{45}$Sc does not have any late-time recontraction and $^{112}$Sn + $^{112}$Sn does, then this behavior of the source function is not a good indicator of this recontraction that we can search for in an experiment.

Instead, we look at the collision in which we made an ad hoc reduction in the NN cross section in Section 3.4. The effect of the $p_\perp/m$ filter on the source function is shown in Fig. 3.18. The width of the Gaussian and exponential components of the source, $R_{gau}$ and $R_{exp}$ respectively, are quite similar to that of the calculation with a nominal cross section, as is the effect of the $p_\perp/m$ filter on $R_{exp}$. Thus, the shape of each source is about the same as in the nominal case, which gives credence to using this calculation as a prediction of dynamical behavior, even though it has an unphysical NN cross section. The major difference is in the fraction of proton pairs that contribute to the long-range exponential component, $f_{exp}$, with the calculation with the reduced NN cross section having a substantially suppressed...
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Figure 3.18: Parameters describing the shape of the source function for \(^{112}\text{Sn} + ^{112}\text{Sn}\), calculated with a filter on transverse momentum, \( p_\perp/m > 0.15c \) (squares) and without (triangles), as well as having the simulated reaction calculated with a nominal NN cross section (open shapes) and with an \emph{ad hoc} reduction in that cross section, \( \sigma = \sigma_{0/5} \) (filled shapes), which leads to no late-time recontraction. In the \( \sigma/5 \) case, the \( p_\perp \) cut does not affect the exponential fraction \( f_{\exp} \) like it does in the nominal case. Therefore, the sensitivity of \( f_{\exp} \) to a cut in \( p_\perp \) is a signal of this recontraction.

The summary of \( f_{\exp} \) results is shown in Fig. 3.19. In the simulation with the \emph{ad hoc} \( \sigma_{\text{NN}} \) reduction, this fraction is not affected by the \( p_\perp/m \) filter, as it is in the nominal \( \sigma \) case. This suggests that in the nominal case, there are two emission sources and one is suppressed by the filter more than the other, where in the \( \sigma/5 \) case, there is one source that is suppressed universally. Thus, if in experiment, the exponential fraction in the source function
Figure 3.19: Fraction of proton pairs, $f_{\text{exp}}$, that contribute to the long-range exponential component of the source function, for the heavy system (left), light system (middle), and heavy system with *ad hoc* reduction in $\sigma_{NN}$ (right). The first two collision systems produce a recontraction in the neck region and resurgent emission. Here, a filter on high $p_{\perp}/m$ causes a preferential suppression of the exponential component. With reduced $\sigma_{NN}$, the heavy system exhibits no re-emission, and the filter does not noticeably change $f_{\text{exp}}$, suggesting that the filter is only acting on 1 emission source, rather than 2.

is significantly suppressed by a filter on high $p_{\perp}/m$, then there is probably a recontraction of nucleons occurring after the initial compression and expansion stages of the reaction.

### 3.5 Conclusion

In this chapter, we investigated the dynamics of central nuclear collisions at intermediate energies. In particular, we used the source function to learn about the size and shape of the proton emission region and provided an observable that correlates with late-time dynamics of the collision.

We learned that the formation of recontracted fragments in the neck region is connected with a certain ratio of nucleon mean free path to the size of the interacting region. To study
this effect, we demonstrated the correlation between a theoretically accessible quantity, time, with an experimental observable, transverse momentum.

Finally, we predicted a second emission source, coming from a recontraction of particles in the neck region at late times. We showed that with a transverse momentum filter, we see this late-time source being affected differently than the early-time source, as evidenced by the exponential fraction changing significantly with the application of the filter. This is unlike many analyses of experiments at intermediate energies, where, in the end, only one source size was seen, no matter the transverse momentum filter. We showed that to test the theory of a late-time recontraction, one can use a high-$p_\perp$ filter and compare the relative contributions to the short- and long-range parts of the source function. If the relative contribution is the same, then only one source was present; if it changes, then two sources are present in the collision.
Chapter 4

Towards a fully quantal approach

In this work so far, we have simulated central nuclear collisions with a BUU transport model. While it has been and continues to be very useful and retains much predictive power, it has some drawbacks that we would like to overcome. The approach is inherently semi-classical, with an arbitrary divide between mean field and collision effects, and it is disconnected from approaches to nuclear structure. In this chapter, we take some early steps in implementing a transport model that does not have the above drawbacks.

Nonequilibrium Green’s function (NGF) techniques [58,60–62] represent a powerful tool to describe the evolution of correlated quantum many-body systems. The study of the Kadanoff-Baym (KB) dynamics in different quantum many-body systems is an ongoing challenge for theorists. The first direct implementations of NGF in homogeneous nuclear systems saw light almost 30 years ago [58]. Later advances include, among others, the extension to homogeneous electronic systems [63], small atoms [64], small molecules [65], quantum dots [66], and, more recently, double excitations in electronic systems [67,68]. The advancement of dynamical quantum many-body methods is necessary for our understanding of systems that range from ultracold atoms [69] to nuclei [70] and atoms [64], a range of phenomena spanning 15 orders of magnitude in energy (neV to MeV).

Within nuclear physics, NGF techniques have been mostly used for derivations rather than exploited directly [62,71,72]. With so few quantitative studies on the impact of correlations in the time evolution of nuclear systems, one might wonder about the validity of
nuclear reactions simulations that are based on the mean-field picture or on semiclassical approaches. To clarify these issues, we would like to develop nuclear reaction simulations beyond the Hartree-Fock approximation. Nonequilibrium Green’s functions, their time evolution described by the KB equations, represent a large step in that direction. However, with a naive algorithm, the KB equations are too computationally costly; therefore, we present a method to reduce this cost. We then apply a simplified model to the problem of 1D Bose Einstein Condensates (BEC), as they are an example of a physical quantum system in one dimension.

Historically, just a handful of methods have been developed to describe central nuclear reactions. Few of these are general enough to be employed in generating practical predictions. The time-dependent Hartree-Fock (TDHF) method has been exhaustively employed in describing low-energy reactions [73]. Nowadays, TDHF simulations can be performed in full 3D and involve nuclei as heavy as uranium [74]. However, the validity of TDHF requires correlations to play a negligible role in the dynamics [72]. At low energies, one expects that the role of correlations is minimal due to antisymmetrization effects. Conversely, one would expect correlations to dominate at higher beam energies, where the Pauli principle plays less of a role in the reaction dynamics.

In the semiclassical limit, the two-time KB equations reduce to a single-time Boltzmann equation, like the one used in the previous chapters. The Boltzmann equation approach deals with the increasing complexity of the reaction by using simplifying assumptions with an average, single-particle approach. Because of its inherently semiclassical nature, however, this kind of description remains genuinely disconnected from the quantum methods employed for nuclear structure [75–77]. More importantly, there is no systematic way of extending Boltzmann equation-type approaches to include more quantal effects.
Correlations can lead to a fast thermalization of the occupation of single-particle states and to enhanced stopping, compared to what can be found in TDHF [78–80]. Further, quantum effects may dominate in high-density regions and thus affect reaction observables. Therefore, if one is aiming at increasing incident energies, it is important to develop a quantal approach to central nuclear reactions that, besides the mean field effects, can also incorporate correlations. Unfortunately, even at the single-particle level, NGF techniques require handling vast amounts of information that can easily overwhelm the capabilities of computing systems, rendering this approach impractical in the naive approach.

In this chapter, we first introduce briefly the Kadanoff-Baym equations, which describe the time dependence of nonequilibrium Green’s functions, followed by the mean field approximation that we use in the rest of the chapter. Next, in Section 4.3, we implement the mean field approximation in 1D, describing the time evolution of a collision of nuclear “slabs”, including the solution of the initial ground state using the same framework as the time evolution and a discussion of the off-diagonal elements of the density matrix. In Section 4.4, we test the importance of those far off-diagonal elements, in anticipation of truncating them to reduce the computational cost.

Next we describe a coordinate rotation of the density matrix that allows us both to partially decouple the position and momentum domain, increasing the efficiency of accessing arbitrary momentum regimes, as well as straightforwardly truncating the density matrix in the off-diagonal direction to reduce the computational cost. Finally, we implement the density matrix evolution to describe the initial state of a Bose-Einstein Condensate of ultracold atoms.
4.1 Kadanoff-Baym equations

We aim to describe the dynamics of correlated nuclear systems using the KB equations. They are, in general, derived without any particular assumption on the physical system under consideration. They describe the time evolution of the single-particle Green’s functions for fermions or bosons,

\[
G^<(x_1, t_1; x_1', t_1') \equiv i \left\langle \hat{a}^\dagger(x_1', t_1') \hat{a}(x_1, t_1) \right\rangle,
\]

\[
G^>(x_1, t_1; x_1', t_1') \equiv -i \left\langle \hat{a}(x_1, t_1) \hat{a}^\dagger(x_1', t_1') \right\rangle,
\]

where \(\hat{a}^\dagger\) and \(\hat{a}\) are the single-particle creation and annihilation operators, respectively, and where the expectation values, \(\langle \cdot \rangle \equiv \text{Tr}\{\hat{\rho}_i \cdot\}\), are taken with respect to an initial density matrix, \(\hat{\rho}_i\), at \(t = t_0\). We consider initial states that are uncorrelated, even though the theory can incorporate correlated initial states [58].

The KB equations for 1D systems, governing the evolution of Green’s functions in their arguments, follow from considerations of the equations of motion for creation and destruction operators [60]:

\[
\left\{ \begin{array}{l}
  \frac{i}{\hbar} \frac{\partial}{\partial t_1} + \frac{\hbar^2}{2m} \frac{\partial^2}{\partial x_1^2} \\
  \frac{-i}{\hbar} \frac{\partial}{\partial t_1'} + \frac{\hbar^2}{2m} \frac{\partial^2}{\partial x_1'^2}
\end{array} \right\} G^\hat{\Sigma}(11') = \int dx_2 \Sigma_{HF}(x_1, x_2; t_1) G^\hat{\Sigma}(x_2, t_1; 1')
\]

\[
+ \int_{t_0}^{t_1} dt_2 \Sigma^+(12) G^\hat{\Sigma}(21') + \int_{t_0}^{t_1'} dt_2' \Sigma^\hat{\Sigma}(21') G^-(21'),
\]

\[
\left\{ \begin{array}{l}
  \frac{i}{\hbar} \frac{\partial}{\partial t_1} + \frac{\hbar^2}{2m} \frac{\partial^2}{\partial x_1^2} \\
  \frac{-i}{\hbar} \frac{\partial}{\partial t_1'} + \frac{\hbar^2}{2m} \frac{\partial^2}{\partial x_1'^2}
\end{array} \right\} G^\hat{\Sigma}(11') = \int dx_2 G^\hat{\Sigma}(1; x_2, t_1') \Sigma_{HF}(x_2, x_1, t_1')
\]

\[
+ \int_{t_0}^{t_1} dt_2 G^+(12) \Sigma^\hat{\Sigma}(21') + \int_{t_0}^{t_1'} dt_2' G^\hat{\Sigma}(12) \Sigma^-(21'),
\]

(4.2)
where the notation $\mathbf{1} \equiv (x_1, t_1)$ has been introduced. The retarded (+) and advanced (−) Green’s functions are defined according to

$$
G^{\pm}(\mathbf{1}, \mathbf{2}) = G^\delta(\mathbf{1}, \mathbf{2}) \pm \Theta[\pm(t_1 - t_2)] \left[ G^>(\mathbf{1}, \mathbf{2}) - G^<(\mathbf{1}, \mathbf{2}) \right],
$$

(4.3)

where $G^\delta$ stands for a possible singular contribution at $t_1 = t_2$. The self-energies $\Sigma^{\pm}$ are defined similarly, except that the singular contribution is instead explicitly included in the first term on the r.h.s. of Eq. 4.2 as $\Sigma_{HF}$, to emphasize its mean field nature and to foreshadow the approximation in the next section. The generalized self-energy $\Sigma(\mathbf{1}, \mathbf{2})$ introduces interaction effects on the time evolution and also describes excitation processes within the system [58,60].

The self-energy in the previous equations has been separated into two different components. The first one involves the Hartree-Fock (HF) contribution, $\Sigma_{HF}(x_1, x_2; t)$, which accounts for the instantaneous, one-body interaction of the considered particle with the mean-field produced by the other particles of the system. The term involving $\Sigma^{=}$ describes time-dependent excitation processes, beyond the mean-field changes. Such contributions account for the effect of correlations on the dynamics and need to be included for a complete description of nuclear reactions.

1D calculations are rather economical in terms of CPU and storage. Let us consider, though, the difficulties associated to storing density matrices (or Green’s functions) in $D$ dimensions without explicit spin or isospin degrees of freedom. A uniform mesh of size $N_x$ in each direction will yield matrices of size $N_x^{2D}$. Fairly sparse meshes with $N_x \sim 10$ are already computationally demanding for $D > 2$. For 1D this is not an issue, and we present results with $N_x \sim 100$, which can be carried out straightforwardly, so that we may study a
tractable situation and see how to reduce the computational cost before moving to 3D.

In addition to spatial variables, NGF requires a suitable infrastructure to keep track of the time degree of freedom, as memory effects come into play. From Eq. 4.2, one can see that the time derivative of the Green’s function $G^<$ at times $t_1$ and $t_{1'}$ depends on the Green’s functions and self-energies at all the previous times $t$, $t_0 < t < t_1$ and $t_0 < t < t_{1'}$, via the time integrals on the r.h.s. Consequently, to find a solution of the KB equations, one must keep track of all the previous time-steps. For a uniform mesh of $N_t$ points in time, the $G^<$ functions thus require handling $N_x^{2D} \times N_t^2$ matrices. For $D > 1$, this becomes a major concern in the numerical implementation of the KB equations [81].

4.2 Mean field approximation

The KB equations simplify substantially when the correlation effects, described in terms of $\Sigma^<$, are neglected. In that case, the evolution equations for $G^<$ and $G^>$ can be decoupled. Since the single-particle observables are more straightforwardly expressed in terms of $G^<$, we concentrate on the evolution of that function. Thanks to the instantaneous nature of $\Sigma_{\text{HF}}$, the set of equations for the time-diagonal elements of the Green’s function, $t_1 = t_{1'}$, can also be closed and there is no need to consider explicitly time off-diagonal terms. Note, in particular, that this reduces the dimensionality of the problem to $N_x^{2D}$, as one can update $G^<$ at every timestep, and there is no need to keep explicit track of expectation values involving the past.

The evolution equations simplify even more when assuming a negligible range for the
particle-particle interactions. In that case, the evolution equation becomes

\[ i\hbar \frac{\partial}{\partial t} G^<(x_1, x_{1'}; t) = \left[ -\frac{\hbar^2}{2m} \left\{ \frac{\partial^2}{\partial x_1^2} - \frac{\partial^2}{\partial x_{1'}^2} \right\} + U(x_1, t) - U(x_{1'}, t) \right] G^<(x_1, x_{1'}; t), \]  

(4.4)

where \( U \) is related to \( \Sigma_{\text{HF}} \), in the local limit, with \( \Sigma_{\text{HF}}(x_1, x_2; t) = \delta(x_1 - x_2)U(x_1, t) \). This can easily be linked to TDHF by expanding the Green’s functions in terms of single-particle states [70]. For the same initial state and mean-field parametrization, both approaches yield identical dynamics. Our goal here is not so much to provide an accurate description of 1D nuclear mean-field dynamics, as this has been a path well tread by others in the past, but rather to explore its implementation in terms of Green’s functions.

### 4.3 Collision of one-dimensional nuclear slabs

As a first example of implementation, we investigate the collision of two one-dimensional slabs of spin-isospin saturated nuclear matter. Thus, each shell (energy state) contains 4 nucleons, a combination of spin-up and spin-down neutrons and protons. Consider the evolution of the one-body density matrix, found via the Green’s functions,

\[ \rho(x, x'; t) = -iG^<(x, t; x', t) \]  

(4.5)

In the 1D interpretation, the nucleon density is given by

\[ n_1(x, t) = \nu \rho(x, x; t), \]  

(4.6)

where \( \nu \) is the nucleon degeneracy, \( \nu = 4 \), multiplied by the diagonal of the density matrix.
In this mean field approximation, we would like to interpret the results in a 3D situation, even though it is a 1D simulation. The 3D density, \( n \), can be related to the 1D density by [70]

\[
n(x,t) = \sqrt{\frac{5}{3}} \left( \frac{\pi n_0^2}{6\nu^2} \right)^{1/3} n_1(x,t),
\]

(4.7)

where \( n_0 \) is the nuclear saturation density, \( n_0 = 0.16 \text{ fm}^{-3} \). This relation allows us to employ well-known 3D mean field parameterizations for 1D calculations. We choose a simple nuclear mean field parameterization for our calculations,

\[
U(t) = \frac{3}{4} t_0 n(x,t) + \frac{2 + \sigma}{16} t_3 [n(x,t)]^{1+\sigma},
\]

(4.8)

with the free parameters, \( t_0, t_3, \) and \( \sigma \), fitted to the saturation properties of nuclear matter [70] (Here, \( \sigma \) has no relation to the cross section. It is merely an unfortunate homonym). For such a local mean field, the time evolution of the density matrix can be implemented numerically in a rather straightforward way using the Split Operator Method [70,82]. This involves a repeated switching between position and momentum space, optimally accomplished using Fast Fourier Transforms (FFT) [82], implemented here with the FFTW library [83].

4.3.1 Preparation of the initial state

To describe the time evolution of a system, one needs a well-defined initial state. To describe a collision between nuclei, the nuclei start in their ground state (besides the necessary center-of-mass motion). However, the potential described in Eq. 4.8 does not have an analytic solution for the ground state, so some numerical method needs to be used to produce it. In the BUU implementation used in Chapters 2 and 3, the Thomas-Fermi approximation is used. Instead,
we would like to use the same computational framework to initialize the ground state as we do for the time evolution. This becomes important for describing correlated initial states, and it reduces development time due to code reuse.

In particular, the initial state for a reaction (or any other dynamical process) should be a ground state within the same approximation scheme as used in the dynamics. This guarantees that observables for the ground state do not change with time, and thus it is actually a ground state.

Since it is more reliable to start with an analytic ground state, we slowly switch from a potential with such a state to our desired potential as we evolve forward in time, a method known as adiabatic switching [84]. If switched smoothly and slowly enough, then the density matrix will move to be, at every step, in the ground state of the current potential. Therefore, at the end of the switching, the density matrix represents the ground state of the desired, non-analytic potential.

For the collision of 1D nuclear slabs, we use a harmonic oscillator (HO) initial state [70]. With the adiabatic switching, the single-particle potential acquires an explicit time dependence and we adopt the switching potential

\[ U_{\text{switching}} = F(t)U_0 + [1 - F(t)]U, \quad (4.9) \]

where \( U_0 \) is the initial HO potential, \( U_0 = \frac{1}{2}m\Omega^2x^2 \), \( U \) is our mean field potential, and \( F(t) \) is the switching function. \( \Omega \) is chosen to minimize the shape difference between the ground state of the two potentials, to speed up the transition. For the switching time evolution from time \( t_i \) to \( t_f \), we choose \( F(t) \) such that it transitions monotonically and smoothly from 1 to 0 with a transition timescale \( \tau \), which should be longer than any characteristic time of the
Slower adiabatic switchings should provide better approximations to the mean-field ground states. In the top panel of Fig. 4.1, we show the evolution of the energy per nucleon for a HO slab with initial time $t = -1000 \text{ fm/c}$. We concentrate on a single case, with $N_s = 2$ HO shells filled (i.e. $A = 8$ nucleons in the 1D interpretation). We consider different transition times, $\tau$, that characterise the adiabaticity of the transition. For any of the employed transition times $\tau \geq 5 \text{ fm/c}$, the energy evolves to a value very close to that for the static Hartree-Fock solution (see inset). Judging the quality of the adiabatic transition on the basis of the energy alone is potentially treacherous, though, as the energy is quadratic in the deviation of wave function from the ground state. In principle, final states for the adiabatic evolution might be found, with a wavefunction poorly approximating that of the mean-field ground-state, but giving an energy close to the ground-state value.

Alternatively, the total density, $n$, is linear in the deviation of the wavefunction from the ground state, so it may provide a better measure of the wavefunction quality. With this in mind, in the bottom panel of Fig. 4.1, we show the evolution of the size of the slab, defined as twice its average extent in 1D. Indeed, for $\tau = 5$ and $10 \text{ fm/c}$, slab sizes exhibit significant oscillations in the final state, indicating that the ground state has not been yet satisfactorily reached. Instead, the final state in the dynamics is an excited state of the final hamiltonian and thus fluctuates over time. For $\tau \gtrsim 30 \text{ fm/c}$, the oscillations become insignificant, with the slab sizes practically coinciding with that of the static Hartree-Fock solution.

Now we have the initial state of one nuclear slab. To simulate a collision, they must be made to collide with each other. In practice, this is achieved with a momentum translation or “boost” operator [85]:

$$\rho_K(x, x') = e^{iKx}\rho_0(x, x')e^{-iKx'}$$

(4.10)
Figure 4.1: Time evolution of the energy per particle (upper panel) and the size of the slab (lower panel) when adiabatically switching from a starting HO configuration to a final mean field state. Different values of the transition time $\tau$ are considered. The inset in the top panel shows a magnified portion of the time evolution of the energy. For reference, mean field results from static Hartree-Fock solutions are shown as straight solid (dark yellow) lines.
where $\rho_K$ corresponds to a moving slab with momentum per nucleon $hK$, while $\rho_0$ is that of a stationary slab. The complete initial state of the colliding system consists of two such slabs moving towards each other.

### 4.3.2 Dynamics of colliding slabs

In order to explore the importance of the off-diagonal elements of the density matrix, we take as an example the case of colliding nuclear slabs. Here, we examine the dynamics of this collision to provide firm ground to investigate the off-diagonal elements in the next section.

The relatively simple 1D model of nuclear collisions discussed here demonstrates a surprisingly rich range of phenomena [70, 86, 87]. Qualitatively different physical processes are observed within the model when changing the center-of-mass (CM) energy for the reactions. At low collision energies ($E_{\text{CM}}/$nucleon $\sim 0.1 - 0.5$ MeV), the nuclear slabs fuse into one compound slab that remains excited for long times. For intermediate energies ($E_{\text{CM}}/$nucleon $\sim 0.5 - 15$ MeV), a fusion process is observed, followed by a break-up into a number of smaller slabs. Higher reaction energies ($E_{\text{CM}}/$nucleon $> 15$ MeV) yield a pile-up of density at the system center, followed by a violent break-up phase with the formation of a low-density neck. The process is reminiscent of multifragmentation in nuclear reactions and the results of the 3D transport model used in Chapter 3.

We do not explore this wide phenomenology here, but rather focus on one particular case that will highlight the importance of off-diagonal matrix elements in $\rho(x,x')$, since we will be truncating those elements later. Specifically, we concentrate on the collision energy range immediately above fusion reactions. When the two colliding slabs fuse, the compound system is too excited in energy to remain bound and the system undergoes a fission process into three fragments. Because of the symmetry of this specific collision, the final state is formed
by a central fragment and two outgoing, identical slabs. Fig. 4.2 provides the snapshots for the time evolution of one such collision at $E_{CM}/\text{nucleon} = 4 \text{MeV}$. Following the fusion of the original slabs at $t \sim 50 \text{fm}/c$, two density peaks form at the edges of the compound system and subsequently emerge from the central region to opposite sides. The central region eventually recontracts and oscillates, as it is a highly excited state of an $A \sim 8$ system. The $A \sim 4$ fragments remain excited too, as evidenced in the small changes with time of their central density.
4.3.3 Off-diagonal structure of the density matrix

In order to determine whether we can neglect the far off-diagonal elements in the density matrix, we first investigate how the structures there are created.

At equal arguments in a specific basis, the density matrix $\rho$ of Eq. (4.5) yields the single-particle density in that representation. For example, in the reciprocal basis, $\rho(k, k' = k, t)$ yields the single-particle momentum occupation. At different arguments (e.g. $k \neq k'$), the off-diagonal matrix elements reflect correlations between the density at different locations in the domain. As we have discussed earlier, the task of following all the elements in 3D is likely to overwhelm present computer storage capabilities. Nevertheless, the quantities of most direct physical interest, including densities, tend to be associated with either diagonal or near-diagonal elements of the matrix [60]. If the physical system is such that we can safely neglect far off-diagonal elements, NGF calculations would become practical, due to a drastic reduction in dimensionality. We argue that central nuclear reactions are good examples of this, as the late stages involve limited phase coherence between different nuclear fragments.

To examine and quantify the importance of elements far from the diagonal in space representation, let us explore the off-diagonal structure of $\rho(x, x')$ in the same reaction as presented in Fig. 4.2. The upper (lower) panels of Fig. 4.3 show intensity plots for the real (imaginary) parts of $\rho(x, x', t)$ for three different times in the reaction, chosen to represent the initial, overlap and late (“freeze-out”) stages. The diagonal of Re$\{\rho\}$ (upper panels), $x = x'$, coincide with the density profiles displayed in Fig. 4.2. The complex character of the density matrix at initial time reflects the fact that the slabs have been boosted to have a momentum directed toward the center of the system.

To understand off-diagonal structures, it is useful to consider the expansion of the density
Figure 4.3: Intensity plots representing the real (upper panels) and the imaginary part (lower panels) of the scaled density matrix, $\rho(x, x', t)$, for a collision at $E_{cm} = 4$ MeV/nucleon. Off-diagonal correlations develop as the slabs interpenetrate and fragments continue on.
matrix in terms of wavefunctions,

\[ \rho(x, x', t) = \sum_{\alpha} n_{\alpha} \phi_{\alpha}(x, t) \phi_{\alpha}^*(x', t), \]  

(4.11)

where \( n_{\alpha} \) is the occupation fraction of the state \( \alpha \). The wavefunctions of the initial slabs are confined to within the size of the slab and, consequently, \( \rho \) will have a limited, square support in the \((x, x')\) plane. The left panels of Fig. 4.3 show this structure around the two initial slabs.

At this collision energy, a compound slab is formed (central panel, 75 fm/c) in the center-of-mass. The two outgoing fragments and the central compound system are clearly identified as blobs near the diagonal, \( x = x' \). Cross-correlations develop between individual fragments, as signalled by the patches of significant values of the density matrix far away from the \( x = x' \) diagonal. As an example, the structure at \((x \sim 0, x' \sim 15)\) fm for \( t = 200 \) fm/c in Fig. 4.3, both for the real and imaginary parts of the matrix, signal the overlap of single-particle states between the central fragment and the fragment that is leaving in the positive direction. That is, a state that was localized within one of the fragments is now spread between these two fragments, carrying with it its correlated phase.

The discussed correlation patches may be understood in terms of the fragmentation of natural orbitals. Orbitals can have components in each fragment rather than being split among them. Consequently, if those two fragments are in positions \( x_1 \) and \( x_2 \), when taking the product in Eq. (4.11), one will find non-zero elements of \( \rho \) around \((x_1, x_2)\). Physically, this is a reflection of the fact that, during the breakup process, the nucleons from the original orbitals have finite probabilities of ending up in different fragments. The amplitudes for those probabilities maintain a phase relationship leading to correlations in the density matrix. The
entanglement of the internal wavefunctions is thus the sole reason for the persistence of the far-away off-diagonal patches in the density matrix. The real and imaginary parts for those structures are comparable in magnitude, as seen in Fig. 4.3. This points to the involvement of significant relative phases, as expected from the large difference in momentum and position. Note that these entanglement correlations persist for fragments that are 30 fm apart for the $t = 200 \text{fm}/c$ panels of Fig. 4.3.

The entanglement between these far-away fragments, represented by the nonzero off-diagonal elements, will only affect the dynamics if the fragments interact again — a consequence of the irrelevance of global phase. In the context of a nuclear collision, this is unlikely, as particles tend to experience a Hubble-like expansion, no longer interacting with particles that have dissimilar momenta. This suggests that perhaps the off-diagonal elements can be safely ignored, leading to truncating them and reducing the computational cost. We test this in the next section.

4.4 Testing importance of off-diagonal elements

Physics beyond the mean-field dynamics (short-range correlations, particle and gamma decays, etc.) are likely to introduce additional decoherence between the separating fragments, beyond that stemming only from different mean-field orbitals. Correspondingly, higher values for the off-diagonal elements are likely to persist more in a mean-field approach than in any simulation with correlations. As a corollary, if one finds out that the far off-diagonal elements may be disregarded within the mean-field dynamics, then it should be even more possible to disregard such elements in more realistic approaches.

To quantify the importance of off-diagonal elements, we want to force them to be zero
at all times and see how it affects the dynamics. This suppression must be done smoothly, however, to avoid the density matrix elements reflected from the suppression and creating spurious oscillations. To achieve this in the evolution, we employ an *ad hoc* procedure based on super-operators\(^1\) that eliminates off-diagonal elements in the time evolution [70]. Fig. 4.4 sketches the spatial structure of the super-operator. White areas, beyond \(|x - x'| > x_0 + d_0\), are artificially eliminated at each time step. The remaining blue areas are left unaffected. Note that because we are using a Fourier transform to access the momentum space, the structure is periodic in position space. Any operation we perform should preserve this periodicity, thus the lack of suppression at the \((-L, L)\) and \((L, -L)\) corners. Fixing the smoothness factor \(d_0 = 2\) fm, one can progressively eliminate more and more off-diagonal matrix elements by decreasing \(x_0\). For the break-up reaction explored here, the results of this procedure are shown in Fig. 4.5. Neither the total energy nor its kinetic or potential components (upper panel) are significantly affected by these cuts. The spatial extent of the system, presented in the bottom panel, is also mostly unaffected, pointing towards a good description of the density distribution. Overall, the elimination procedure we have devised indicates that off-diagonal elements play a very small feedback effect on the dynamics.

The off-diagonal suppression procedure we have just presented, though, does not directly involve any savings in terms of storage or CPU time, since though these off-diagonal elements are now zero, we are still using them for computation. The most substantial savings can be achieved by using an alternative spatial discretization scheme in a rotated coordinate frame. With this, we can also control the sparseness and lengths of the mesh in the relative coordinate while keeping the average (physical) direction unaffected. This is investigated in

\(^{1}\text{A super-operator is an operator that acts on other operators. In this case, it acts on the density operator.}\)
Figure 4.4: Schematic of suppression of off-diagonal elements. White (non-shaded) areas are heavily suppressed. The upper-left and lower-right corners are not suppressed, to preserve periodicity in both coordinates.
Figure 4.5: Time evolution of the energy per particle (upper panel) and of the spatial extent (lower panel) in a collision between 1D nuclear slabs at $E_{CM}/\text{nucleon}= 4 \text{ MeV}$, for different values of the cutoff parameter $x_0$ at fixed smoothness $d_0 = 2 \text{ fm}$. 
the next section.
4.5 Rotated density matrix

Now that we’ve shown that the far off-diagonal elements of the density matrix can safely be suppressed, we describe a technique to practically truncate the matrix in the off-diagonal direction by recasting it into a rotated coordinate frame. We also show how this rotation partially decouples the position and momentum discretization, permitting access to arbitrary regimes of kinetic energy without altering the resolution and range of the 1D box in position space. First we provide justification for why it is helpful to rotate the coordinate system, rather than simply rewrite the Fourier transforms.

Naively, in order to not compute the unnecessary off-diagonal regions of the density matrix, we could rewrite the Fourier transform code to simply not consider them. If we used an off-the-shelf FFT library, then each row would also have a different periodicity, since each row has a different range. However, much work has gone into making FFT libraries very efficient, especially for rectangular multi-dimensional transforms. Therefore, our first step is to set up a rectangular density matrix, with one of the directions being the direction that we truncate. The next step, not explored here, would be to use parallel processing FFT implementations. Adaptive Mesh Refinement (AMR) should also be explored, so as to only compute important regions, irrespective of where they lie in the density matrix.

To be able to truncate in this way, we need one direction of the grid to be in the off-diagonal direction of the \((x, x')\) matrix. As one travels in this direction away from the \(x = x'\) diagonal, we notice that \(|x - x'|\) increases, while \((x + x')\) remains constant. This suggests that a convenient coordinate system would be the average and relative coordinates, which we call \(x_a\) and \(x_r\), respectively. Note that this is not a transform into a center-of-mass system, since \(x\) and \(x'\) refer to different positions of the same object. In this new representation, the
line that gives the probability density is now \( x_r = 0 \), compared to \( x = x' \) in the previous coordinate system.

### 4.5.1 Fourier transform in the new coordinates

In the unrotated, \((x, x')\) system, the transform to momentum space takes the form

\[
\rho^{(k)}(k', k) = \frac{1}{2\pi} \int dx \, dx' \rho(x, x') e^{-ikx} e^{ik'x'}
\]  

(4.12)

The second exponential factor has no negative sign in the argument, tied to the fact that the density matrix is hermitian-symmetric under exchange of position or momentum arguments, \( \rho(x, x') = \rho^\dagger(x', x) \). The \( 1/(2\pi) \) prefactor is in both the transform and inverse transform, in order to produce the suitably normalized probability density in momentum space.

In the rotated, \((x_a, x_r)\) system, we make the substitutions

\[
q_a = \frac{q + q'}{2}, \quad q_r = q - q',
\]  

(4.13)

where \( q \) represents \( x \) or \( k \). Since these are not actually center-of-mass and relative coordinates of a 2-particle system, we do not need to ensure that \( k_a \) is the conjugate of \( x_a \). Therefore, we are free to choose \( 1/2 \) as a factor in both of those coordinates. This allows a straightforward interpretation of \( x_a \) as the “physical coordinate” — that is, if \( q_r = 0 \), then \( q_a \) gives the physical position or momentum, where \( q \) stands in for \( x \) or \( k \) in turn.

Substituting these coordinates in Eq. 4.12, we arrive at the transform

\[
\rho^{(k)}(k_r, k_a) = \frac{1}{2\pi} \int dx_a \, dx_r \rho(x_a, x_r) e^{-ik_a x_r} e^{-ik_r x_a}.
\]  

(4.14)
This substitution gives a new transform that is identical in structure to the previous one, making it amenable to direct use of FFT libraries. Note that $x_r \ (x_a)$ transforms into $k_a \ (k_r)$.

### 4.5.2 Discrete Fourier transform

Since we are assuming periodic boundary conditions in position space, this creates a discrete spectrum of allowed momenta, the resolution $\Delta k$ being inversely proportional to the length of the periodic box in position space, $x_{\text{max}}$. Further, as we are approximating a continuous space with a discrete position basis with a finite number of positions, there is a maximum momentum, $k_{\text{max}}$, that can be described by the calculation, inversely proportional to the resolution in position space, $\Delta x$ (the closer together the positions are, the more-quickly-varying density can be described, which corresponds to a higher momentum). These relations are true for both $x$ and $x'$. In particular, for a box that has a length $2x_{\text{max}}$, the relations are

$$\Delta k = \frac{\pi}{x_{\text{max}}}, \quad k_{\text{max}} = \frac{\pi}{\Delta x}, \quad (4.15)$$

and similar for $\Delta k'$ and $k'_{\text{max}}$. Note that this is for the choice of position range $-x_{\text{max}}$ to $x_{\text{max}}$ and momentum range $-k_{\text{max}}$ to $k_{\text{max}}$.

In the rotated system, $k_a \ (k_r)$ is conjugate to $x_r \ (x_a)$ in the Fourier transform, and the relations become

$$\Delta k_{a(r)} = \frac{\pi}{x_{\text{max}}}, \quad k_{a(r)}^{(\text{max})} = \frac{\pi}{\Delta x_{r(a)}}. \quad (4.16)$$

Thus, we can independently vary the resolution and range of $x_a$ and $k_a$, by modifying the characteristics of the relative coordinates. In the unrotated system, for a given size in position
space, for increasing the maximum momentum, the computational storage scales as \((DN)^2\), where \(D\) is the number of physical dimensions and \(N\) is the number of grid points in each \(x\) and \(x'\) direction (for an \(N \times N\) density matrix). In this rotated system, one can vary the number of points in the relative direction independently, making the computational storage scale as \((DN)\) for an increase in maximum momentum described by the system.

### 4.5.3 Testing the rotated matrix

To validate the method, we first obtain exactly the same results as in the unrotated case. In order to perform exactly the same operations, we must match the periodic of the original system. This periodicity, illustrated in Fig. 4.6, is such that \(\rho(x, x') = \rho(x + 2x_{\text{max}}, x') = \rho(x, x' + 2x_{\text{max}})\). In this schematic example, we give a physical system that consists of a large and small slab, represented as filled circles centered on the diagonal. The circles could represent quantum harmonic oscillator states. There is a correlation between them (a non-zero phase factor), as evidenced by the fainter ellipses in the far off-diagonal region. We show this assymetric, correlated system to provide orientation throughout the following rotation and subsequence truncation in the relative direction.

When rotated into \((x_a, x_r)\) coordinates, we select an area that is a) rectangular, to be convenient for the FFT, and b) is periodic in both the average and relative directions. Fig. 4.7 shows our choice.

However, this area is twice the original area, hence twice the computational storage of the original matrix (and over twice the computation time for the FFT). This is because the orginal \((x, x')\) matrix appears twice in the rotated one. The maximum extent in \(x_r\) is \(x_{r(\text{max})} = 2x_{a(\text{max})}\). In Fig. 4.8, regions with the same pattern are representing the same region of the unrotated matrix. Using this duplication, we rewrite the Discrete Fourier Transform.
Figure 4.6: Schematic of density matrix in \((x, x')\) coordinates, with example of periodic boundaries and the resulting physical system that is simulated. Each square contains an identical copy of the physical system.
Figure 4.7: With the density matrix rotated, the smallest rectangle that is periodic in both the average coordinate (left-to-right) and relative coordinate (down-to-up) is marked in dashed lines.
(DFT) to span only the innermost 4 rectangles, reducing the maximum extent in the relative direction to $x_r^{(\text{max})} = 2x_a^{(\text{max})}$, producing the rectangle in Fig. 4.8 that is bounded in the $x_r$ direction by dot-dashed lines.

However, this configuration leads to a surprising result — in momentum space, $\rho^k(k_r, k_a)$, every grid point where the sum of the indices, $k_a + k_r$, is odd, the density is identically zero, creating a checkerboard pattern. In the derivation, this results from a factor in the DFT, $[1 + (-1)^{k_a+k_r}]$, that appears when the duplicated density matrix from Fig. 4.8 is rewritten as a non-duplicated sum. Conceptually, this can be seen to arise from the rotation itself, as seen in Fig. 4.9.

We remove this duplication by separating the Fourier transform into two — one for even $k_r$ and $k_a$, and one for odd. These transforms do not communicate between each other, and so the $N \times N$ Fourier transform is reduced to two $N \times N$ transforms, regaining the original order of computational cost.

With this work done, we now have a rotated density matrix that can be computed with the same computational cost as the original. Now we can perform the work we set out to do at the beginning of this chapter — reduce the computational cost by truncating the matrix in the $x_r$ direction.

Fig. 4.10 illustrates the implementation. In the left-most panel, the suppression of far-off-diagonal elements is displayed. Again, a smooth transition to total suppression is used, seen by the shading (blue) gradient in the figure. The resulting suppression of the original $(x, x')$ density matrix in Fig. 4.10b (due to the duplicated regions described earlier) can be compared to Fig. 4.4, showing that the suppression is identical, leaving the corners of large $|x - x'| = |x_r|$ unsuppressed. To perform the actual truncation, we simply reduce the extent of the matrix in the $x_r$ direction, producing the matrix bordered with a dot-dashed line in
Figure 4.8: Schematic illustrating duplication of original density matrix. Regions with the same pattern have the same exact part of the unrotated \((x, x')\) density matrix in them.
Figure 4.9: Rotation of matrix and creation of fictitious points. The $x = x'$ line is shown as a dotted line, for orientation ($x_r = 0$ line in rotated system). When the matrix in (a) is rotated into (b) and the system is modeled with a rectangular Fourier transform, extra grid points are created, shown as open circles in (c).

the right-most panel. The duplicated regions, bordered with dashed lines, are still modeled, since they are duplications of the computed matrix.

Here, there is a complication regarding the use of stock FFT libraries. The standard DFT is

$$\tilde{f}_k = \sum_{j=-N/2}^{N/2-1} f_j e^{-i2\pi jk/N}$$

(4.17)

If we reduce the extent in $x_r$ without changing the number of points, then the DFT remains the same and we get the exact result compared to the suppressed, untruncated case. Since this increases the resolution in $x_r$, the maximum momentum $k_d^{(\text{max})}$ is increased and we can access higher energy regimes without increasing the computational cost. However, if we want to change the number of points while keeping the DFT the same, we run into a problem. If we reduce the number of points by a factor $\nu$ and only change the range of indices in the
Figure 4.10: Implementation of off-diagonal ($x_r$-direction) suppression. Suppressed areas are blue (shaded). Implementation is in (a), while the resulting suppression of the original density matrix shown in (b) (compare to Fig. 4.4). Truncation of the matrix is shown in (c), with the computed matrix bordered with a dot-dashed line and periodic extensions shown with dashed borders. The empty space is not computed at all, reducing the computation cost. This benefit is amplified geometrically with an increase in the number of dimensions.

Transform, while keeping $\Delta x$ the same, we get

$$\tilde{f}_k = \sum_{j=-\nu N/2}^{\nu N/2-1} f_j e^{-i2\pi jk/N}$$  \hspace{1cm} (4.18)$$

However, if we feed these $\nu N$ points to a stock DFT algorithm, it will compute

$$\tilde{f}_k = \sum_{j=-\nu N/2}^{\nu N/2-1} f_j e^{-i2\pi jk/(\nu N)}$$  \hspace{1cm} (4.19)$$

thus raising each phase factor to the power $1/\nu$. Until we learn how to rewrite this in the standard form, we resort to using our own Fourier transform algorithms. Since Fortran 95 introduced built-in, optimized matrix multiplication routines, there is not a large sacrifice in computation time.

We have shown how to practically truncate the density matrix to reduce the computational cost. This method also results in the ability to tune independently the resolution and
range of position and momentum. In the next section, we show a practical application of this 1D density matrix time evolution in modeling the Bose-Einstein condensate (BEC).

4.6 Bose-Einstein Condensates

Before moving to a 3D simulation or adding correlations (both are beyond the scope of this thesis), we demonstrate the use of this code in a physical 1D quantum system, in particular the Bose-Einstein condensate (BEC).

A BEC is a collection of bosons, the majority of which are in the same ground state. In magneto-optical trap (MOT) experiments, there are typically $\gtrsim 10^4$ atoms in this ground state, their wavefunction spread out across $\sim 0.1$ mm. An ideal BEC has all of the particles in the ground state. This occurs below a certain critical temperature associated with Bose statistics.

In this section, we first describe the mean field model for BECs. Then, we use the density matrix formalism developed in this chapter to find the ground state of that model to find the density distribution of the BEC ground state.

4.6.1 Modeling with the Gross-Pitaevskii equation

The mean field description of the BEC is given by the Gross-Pitaevskii equation (GPE) [88]. This models a dilute gas of atoms interacting with a contact potential, with particles moving slowly enough to only scatter with binary s-wave interactions. The resulting equation is the Schrödinger equation with a potential term that is linearly dependent on the density. And since the condensate is all in one quantum state, a single wave function can be used to
describe all the atoms,

\[ \left\{ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(\mathbf{r}) + g |\phi(\mathbf{r})|^2 \right\} \phi(\mathbf{r}) = \mu \phi(\mathbf{r}), \quad (4.20) \]

where \( V_{\text{ext}}(x) \) is an external potential, typically a harmonic oscillator trapping potential, and \( g \) is the interaction strength. \( g \) is dependent on the \( s \)-wave scattering length \( a_s \) and the mass \( m \) of the particle, \( g = 4\pi\hbar^2 a_s/m \).

For a 1D condensate, an elongated trap is used, where a steep potential is created in 2 perpendicular directions, called transverse or radial (HO with frequency \( 2\pi\omega_\perp \)), and a much shallower potential is used in the third, longitudinal direction (frequency \( 2\pi\omega_z \)). Due to this anisotropy, excitations in the transverse direction are limited to zero-point fluctuations, and thus the dynamics in the transverse direction are frozen.\(^2\) When these directions are integrated over, we arrive at the 1D GPE,

\[ \left\{ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial^2 x} + V_{\text{ext}}(x) + g_{1\text{D}} |\phi(x)|^2 \right\} \phi(x) = \mu \phi(x), \quad (4.21) \]

where \( g_{1\text{D}} = 2a_s \hbar \omega_\perp \) [89]. Thus, the interaction potential is dependent on the number of particles in the trap, unlike in the 3D case.

In general, this equation cannot be solved analytically. In the Thomas-Fermi approximation (the limit where potential energy is much greater than the kinetic energy) and with a harmonic oscillator external potential \( V_{\text{ext}}(x) = (1/2)m\Omega^2 x^2 \), the kinetic term is neglected,\(^2\)Strictly speaking, this is a so-called quasi-1D condensate, as the critical temperature for condensation in 1D tends to zero (see Appendix C).
and the probability density of the ground state is an inverted parabola,

$$|\psi(x)|^2 = \begin{cases} \frac{1}{g} \left( \mu - \frac{1}{2} m \omega^2 x^2 \right) , & |x| < \sqrt{\frac{2\mu}{m \omega^2}} , \\
0 , & \text{otherwise} \end{cases}$$  \hspace{1cm} (4.22)$$

the piecewise continuous function being necessary to preserve the positive-definiteness of the probability density. Note that this sudden change in the wave function in position will cause an extended population of momentum states. The practical effects of this are addressed in a following section.

For the case where the Thomas-Fermi equation does not apply, a numerical method to arrive at the ground state must be used. We use the adiabatic switching technique described in Section 4.3.1. For this technique, we start with a wave function and potential that is analytically solvable. Since most BECs are produced and contained in a harmonic oscillator potential produced by a magneto-optical trap (MOT), we use this as our external potential. An intuitive choice for the initial, analytic potential would be the bare harmonic oscillator potential, with no density dependent interaction term. To minimize the number of switching steps required, we select by eye the initial HO frequency that results in a similar physical extent of the system as the final, density-dependent potential, as measured by $\langle |x| \rangle$. Another method would be to variationally solve for the frequency of the harmonic oscillator potential whose ground state (a Gaussian) has the lowest energy in the final, density-dependent potential. The resulting Gaussian width, $\sigma$, can be solved iteratively with

$$\sigma = 4 \sqrt{\frac{1}{m \omega z} \left( \sqrt{\frac{2}{\pi} g_{1D} \sigma + \frac{\hbar^2}{2m}} \right)}$$  \hspace{1cm} (4.23)$$
and the HO frequency is given by $\Omega_{\text{HO}} = \hbar/(\sigma^2m)$.

To do this, we need to choose a physical system, preferably one that has been experimentally realized. We choose for our system a gas of ultracold $^{87}\text{Rb}$ atoms, placed in an elongated trap so as to be nearly one-dimensional and thus describable by our 1D code [90]. $^{87}\text{Rb}$ has an $s$-wave scattering length of $a_s = 5.29$ nm. Since it is positive, the interaction is repulsive, and thus we need a trapping potential to contain them and actually form the condensate. The trap frequencies used in the experiment were 840 Hz in the transverse (radial) direction and 14 Hz in the longitudinal (axial) direction. With a trap potential anisotropy ratio of $\omega_r^2/\omega_a^2 = 3600$, this is a clear candidate for the use of the 1D simulation — there will be a large spectrum of excitations in the axial direction before any radial excitations are produced.

### 4.6.2 Initial state

To produce the ground state of the BEC, we considered several different initial, analytic potentials for which we could calculate the ground state. These included the infinite square well, finite square well, harmonic oscillator, and Kronig-Penney model. The finite square well and harmonic oscillator (HO) have the disadvantage that they are not periodic, while our system is assumed to be periodic through our use of the Fourier transform. The infinite square well, while not strictly violating periodicity, does not lend itself easily to adiabatically switching to a different, finite potential. The Kronig-Penney model is perhaps the potential that gives a ground state best suited to the periodic nature of our system. This potential is a periodic system of rectangular potential barriers. Thus, the ground state is that of the infinite periodic system that the Fourier transform assumes, and thus the ground state of the Kronig-Penney model should be closer to our true ground state than the ground state of
other, nonperiodic potentials.

In the end, however, the Kronig-Penney ground state is complicated and not as intuitive as that of the HO, so we use the HO potential, in order to manipulate it by hand more easily. Its nonperiodic nature is not so relevant, since its ground state density is effectively zero near the edges of the box.

The system of $^{87}$Rb atoms described in the previous section was realized experimentally with $5 \times 10^5$ atoms. To discover what the resolution and range for position and momentum should be to maintain a stable evolution, we start simulating the system with just 1 particle, then increase the number of particles in subsequent trials, since the interaction potential is dependent on the number of particles $N$, as seen in Eq. 4.21. To maintain a similar shape of the resulting condensate across different numbers of particles, the trap frequency is proportionally reduced, keeping constant the ratio $\omega_z^2/N$ and thus the shape of the potential.

To verify that the system smoothly transitioned to the new ground state, we examine how the energy and spatial extent vary over time, shown in Figs. 4.11 and 4.12. For a very small number of particles, $N = 256$, the resulting system is quite stationary, the energy varying by about 0.6% over 1 s and the spatial extent varying by about 2% over 1 s at the end of the adiabatic switching. Given that the relevant timescale of dynamics is $\sim 1$ ms, this is a very good approximation of the ground state. For greater numbers of particles, with a matching increase in the trapping potential, the resulting ground state is less stationary, with the spatial extent varying by about 3% over 0.5 s. As $N$ increases and the trapping potential frequency increases, we must adjust the position and time discretization to obey stability constraints (see Appendix D).

We satisfy the momentum-space stability constraint in Eq. D.4 for the BEC ground state found in the previous section. For that system, we also satisfy the position-space constraint,
Figure 4.11: Total energy of system while adiabatically switching from an external HO potential to the Gross-Pitaevskii potential. A reasonably stable energy is reached as the number of atoms in the condensate, \( N \), increases. However, as seen in the inset, as \( N \) increases, the total energy exhibits an increasing oscillation, suggesting higher excitations.

Figure 4.12: Extent of system in position space while adiabatically switching from an external HO potential to the Gross-Pitaevskii potential. The ground state is more closely reached for a fewer number of particles in the condensate, as seen by a slower, lower-amplitude oscillation at late times than for larger numbers of particles.
Eq. D.5, for $N \lesssim 50$. As $N$ increases, we increase the trap frequency $\Omega$ to maintain the same shape of the potential. If $\Omega$ and $N$ were to be increased to match the experiment described, with $\Omega = 2\pi \times 14\text{ Hz}$ and $N = 5 \times 10^5$, the position-space constraint would be exceeded by 7 orders of magnitude, and satisfying this constraint would require a substantial change in $x_{\text{max}}$ and $\Delta t$, potentially to degrees that unacceptably increase the computational cost. This is mitigated, somewhat, by the fact that the BEC never reaches the edge of the grid, and thus it never experiences the maximum potential. If it only approaches, for example, half the distance to the edge, then this would relax the position-space constraint by a factor of 4. Still, more work needs to be done to allow the increase in particle number to the typical size of experimentally realized condensates.

Fig. 4.13 shows the probability density $\rho(x) \equiv \rho(x, x' = x)$ before and after the adiabatic switching procedure. During the switching, the external HO transitions to a higher frequency, and the density dependent potential turns on, pushing the density to spread out. In this stationary system, with large $N$, the potential energy is much higher than the kinetic, resulting in the applicability of the Thomas-Fermi approximation, with the solution for the density given in Eq. 4.22 — an inverted parabola. In fact, this is the shape that is seen in the figure, except for the edges of the parabola. Analytically, the Thomas-Fermi solution is piecewise continuous here, with an undefined first derivative. Such a sharp change in the density in position space would be represented as an infinite sum of waves in momentum space, akin to the Fourier series of a square wave. Because of our finite grid, and a limited maximum momentum, sharp boundaries cannot be represented. Instead, the edge becomes softened, as seen in the inset in Fig. 4.13.

The 2D density matrix $\rho(x, x')$ is shown in Fig. 4.14, both before and after the adiabatic switching. During the switching, the amplitude spreads in both the average direction, $(x +$
Figure 4.13: Probability density at beginning (solid line, red) and end (dashed line, green) of adiabatically switching from the harmonic oscillator potential to the Gross-Pitaevskii potential. Since the potential energy is much stronger than the kinetic, the resulting distribution is the Thomas-Fermi approximation, an upside-down parabola, as in Eq. 4.22. The transition between the parabola and zero density, seen inset, is smoother than the piecewise continuous solution and more realistic.

$x'/2$, and relative direction, $x - x'$. The circular support for the HO state has shifted to a square-shaped support for the GPE state. The square shape means that the more distant regions of the density (the upper right and lower left regions of density matrix) have a stronger correlation with each other than in the HO case. This makes sense for a BEC since the whole system is one coherent macroscopic state.
Figure 4.14: Density matrix for (a) the analytic harmonic oscillator ground state before adiabatic switching and (b) after adiabatic switching to the Gross-Piteavskii equation, yielding the Bose-Einstein Condensate. The local density lies along the diagonal $x = x'$, shown in Fig. 4.13. The square support in the BEC shows a stronger correlation between distant regions of the condensate, exhibiting stronger long-range coherence than in the HO case.

4.7 Conclusion

With the goal of eventually describing 3D nuclear collisions including correlation effects beyond the mean field with the Kadanoff-Baym equations, we have developed the apparatus to simulate 1D systems in the mean field limit, showing that we can successfully reduce the computational cost of the calculation by truncating the density matrix in the off-diagonal direction. We used this model to describe 1D Bose-Einstein Condensates, thus using the model to describe physical phenomena across 15 orders of magnitude in energy.
Chapter 5

Conclusion

In this thesis, we have simulated the time evolution of quantum many-body systems and used comparisons to experimental data in order to learn more about the properties of nuclear matter, understand better the dynamical processes in central nuclear collisions, and advance the development of a nonequilibrium Green’s function description of both central nuclear collisions and Bose-Einstein Condensates.

In Chapter 2, we determined the viscosity of nuclear matter by adjusting the in-medium nucleon-nucleon cross section ($\sigma_{NN}^{(\text{med})}$) in a BUU transport model, using theory-motivated reductions, until the simulation results matched experimental data on nuclear stopping. Then we used that cross section to calculate the viscosity self-consistently. We confirmed that it is necessary to reduce the $\sigma_{NN}^{(\text{med})}$ to agree with experiment. Using our new viscosity determination, we showed that the ratio of shear viscosity to entropy density, $\eta/s$, of nuclear matter in intermediate energy collisions follows a trend that is qualitatively consistent with results from collisions at relativistic energies.

In Chapter 3, we used the same BUU transport model as in the previous chapter to isolate the protons emitted early in a central nuclear collision at intermediate energy, as predicted in the model, using a filter on high transverse momentum. We predicted that there is a detectable effect that this filter has on the experimentally observable source function. Then we explored the prediction of a recontraction of protons at late times in the central collision of $^{112}$Sn+$^{112}$Sn at 50 MeV/nucleon that results in a secondary emission of protons. We
showed that the existence of this reemission would be detected by how the source function changed with the filter on high transverse momentum.

In Chapter 4, we developed an early implementation of a more fully quantal transport model, with our sights set on solving central nuclear collisions in 3D using nonequilibrium Green’s functions. In our 1D, mean field approximation, density matrix model, we demonstrated the initial state preparation and collision of 1D nuclear “slabs”, showing the successful ground state calculation and qualitative features of low-energy nuclear collisions. With the aim of reducing the computational cost of the calculation, in anticipation of more dimensions and costly correlations, we showed that we can neglect far off-diagonal elements in the density matrix, exploiting the proximity of the nuclear system to the classical limit, without affecting the one-body observables.

Further, we described a method of recasting the density matrix in a rotated coordinate system, enabling us to not only ignore the irrelevant matrix elements in the time evolution, but also avoid computing them completely, reducing the computational cost. As an added benefit, we found that the rotation allows us to partially decouple the position and momentum discretization, permitting access to arbitrary regimes of kinetic energy without altering the resolution and range of the 1D box in position space. Finally, we exhibited the wide applicability of this density matrix approach by applying it to a system of 2000 ultracold $^{87}\text{Rb}$ atoms in a Bose-Einstein condensate, as described by the Gross-Pitaevskii equation, successfully achieving a stable state in a harmonic oscillator trap.
APPENDICES
Appendix A

Equations for Source Imaging

Chapter

Momentum of a projectile nucleon in the reaction center of mass, \( p_{1,\text{cm}} \), given the kinetic energy in the laboratory frame \( T_{\text{lab}} \), mass of a nucleon \( m_0 \), and mass number of projectile and target \( A_1 \) and \( A_2 \) is given by

\[
p_{1,\text{cm}}^2 = -\frac{1}{2} \frac{A_1^2 + A_2^2}{A_1^2} m_0^2 \\
- \sqrt{\left( p_{1,\text{cm}}^2 + m_0^2 \right) \left( p_{1,\text{cm}}^2 + \left( \frac{A_2}{A_1} m_0 \right)^2 \right)} \\
+ \frac{1}{2} \left( \left( \frac{A_1 + A_2}{A_1} m_0 \right)^2 + \frac{A_2}{A_1} T_{\text{lab}} m_0 \right). \tag{A.1}
\]

This equation is solved iteratively. The momentum of a target nucleon is correspondingly

\[
p_{2,\text{cm}} = \frac{A_1}{A_2} p_{1,\text{cm}}. \tag{A.2}
\]
Appendix B

Parameterizations of the source function

B.1 Half-width at half-maximum

The most leading-order approximation for describing the source function is $r_{1/2}$, the half-width at half-maximum. As the source function is generally seen to be Gaussian at short ranges, this value could be used to find the width of the Gaussian (if there are no other components super-imposed at short range). The other benefit is that it is agnostic to the actually details of the source function, and provides a coarse, understandable description.

The primary question is then how to determine the maximum of the source function. Fitting the source with a single Gaussian function is problematic, as the source falls off exponentially at large distances (see Fig. 3.4 inset). The HiRA group has fit the value of the source between 0.5 and 2.5 fm to a parabola symmetric around $r = 0$,

$$S(r) = a + br^2,$$  \hspace{1cm} (B.1)

using $a$ as the maximum [7]. They did not use the value of $S(r)$ near zero, as that value had a large uncertainty.
B.2 Hump fit

To fit the entire source function, one can also assume that it the combination of two Gaussian sources, one short- and one long-range. An example of this is the so-called hump fit, used in RHIC physics [55] (here abbreviated for one dimension):

\[
S(r) = \exp \left[ -F_s \left( \frac{r}{2r_s} \right)^2 \right] \times \exp \left[ -F_l \left( \frac{r}{2r_l} \right)^2 \right],
\]

where \(F_s = 1/(1 + (r/r_0)^2)\) and \(F_l = 1 - F_s\). At short range, the first exponential dominates as a Gaussian and the second goes as \(e^{-r^4}\). At a longer range, the first exponential reduces to a constant while the second acts as a Gaussian.

B.3 Chung fit

However, looking at Fig. 3.3, the long-range behavior of \(S(r)\) is exponential. Naively, one would use a function that is the superposition of a Guassian and an exponential. However, since this is a one-dimensional function projected from three dimensions, the function should be smooth across \(r = 0\), and an exponential of the form \(e^{-r}\) has a nonzero first derivative at the origin. Thus, one could use a functional form like [56],

\[
S(r) = \frac{\lambda_{\text{gau}}}{(\sqrt{2\pi} R_{\text{gau}})^3} \exp \left[ -\frac{r^2}{2R_{\text{gau}}^2} \right] + \frac{\lambda_{\text{exp}}}{N(R_{\text{gau}}, R_{\text{exp}})} \exp \left[ -\sqrt{\frac{r^2 + \beta^2}{R_{\text{exp}}^2}} \right],
\]

\[
N(R_{\text{gau}}, R_{\text{exp}}) = 4\pi \beta^3 \left( \frac{K_0(z)}{z} + \frac{2K_1(z)}{z^2} \right), \quad \beta = \frac{R_{\text{gau}}}{R_{\text{exp}}}, \quad z = \frac{\beta}{R_{\text{exp}}}
\]

\(f_{\text{gau}}\) is the fraction of proton pairs that contribute to the Gaussian part of the source within this source function parametrization, found by expanding the second term of Eq. B.3.
in small $r$ and integrating over all space.

\[
\begin{align*}
  f_{\text{gau}} &= \frac{4\pi}{\lambda_{\text{gau}} + \lambda_{\exp}} \int_0^\infty \mathrm{d}r r^2 S_{\text{short-range}}(r) \\
  &= \frac{4\pi}{\lambda_{\text{gau}} + \lambda_{\exp}} \int_0^\infty \mathrm{d}r \frac{\lambda_{\text{gau}}}{(\sqrt{2\pi R_{\text{gau}}})^3} \exp \left[ -\frac{r^2}{2R_{\text{gau}}^2} \right] + \frac{\lambda_{\exp}}{N(R_{\text{gau}}, R_{\exp})} \exp \left[ -\frac{\beta + r^2/2\beta}{R_{\exp}} \right] \\
  &= \frac{4\pi}{\lambda_{\text{gau}} + \lambda_{\exp}} \left\{ \frac{\lambda_{\text{gau}}}{(\sqrt{2\pi R_{\text{gau}}})^3} + \frac{\lambda_{\exp}}{N(R_{\text{gau}}, R_{\exp})} \exp \left[ -\frac{R_{\text{gau}}^2}{R_{\exp}^2} \right] \right\} \int_0^\infty \mathrm{d}r r^2 \exp \left[ -\frac{r^2}{2R_{\text{gau}}^2} \right] \\
  &= \frac{1}{\lambda_{\text{gau}} + \lambda_{\exp}} \left\{ \lambda_{\text{gau}} + \lambda_{\exp} \frac{(\sqrt{2\pi R_{\text{gau}}})^3}{N(R_{\text{gau}}, R_{\exp})} \exp \left[ -\frac{R_{\text{gau}}^2}{R_{\exp}^2} \right] \right\}
\end{align*}
\]
Appendix C

Existence of the BEC in one dimension

The occupation probability, \( f(\epsilon) \), for a system of bosons in thermal equilibrium is

\[
f(\epsilon) = \frac{e^{-\beta(\epsilon-\mu)}}{1 - e^{-\beta(\epsilon-\mu)}}, \quad (C.1)
\]

where \( \beta \) is the inverse temperature, \( \epsilon \) is the energy of the state in question, and \( \mu \) is the chemical potential. Thus the occupation probability approaches infinity as \( \mu \) approaches \( \epsilon \) from below — that is, as it costs less and less energy to increase the occupation of this state. This divergence leads to the phenomenon of BECs [91].

Therefore, if there exists a critical density that makes the chemical potential go to zero, then we have a condensate. This density \( \rho \), in a volume of dimension \( D \) (in the non-relativistic case), is

\[
\rho(\mu \to 0^-, T) = (2s + 1) \int \frac{d^D p}{(2\pi \hbar)^D} \frac{e^{-p^2/(2mT)}}{1 - e^{-p^2/(2mT)}} \int \cdots \sum_{n=1}^{\infty} e^{-np^2/(2mT)} = (2s + 1) \left( \frac{\sqrt{mT}}{2\pi \hbar} \right)^D \left( \int d^D x \ e^{-x^2/2} \right) \sum_{n=1}^{\infty} n^{-D/2} \quad (C.2)
\]
For $D = 1$ and $D = 2$, the sum over $n$ diverges — hence, strictly speaking, an ideal BEC cannot form in 1 or 2 dimensions.
Appendix D

Numerical stability in the density matrix time evolution

Since we are describing continuous space with a finite set of discrete points, we must choose suitable parameters for the resolution and range of position and momentum such that the numerical approximations do not affect the physics predictions. We also use a finite timestep, which leads to its own constraints.

We approximate continuous time with a series of discrete timesteps, and assume that the Hamiltonian is constant over that timestep. Thus the time evolution operator for the wave function is approximated,

\[ \hat{U}(t + \Delta t, t) = \exp \left\{ -\frac{i}{\hbar} \int_{t}^{t+\Delta t} d\tau \, \hat{\mathcal{H}}(\tau) \right\} \approx \exp \left\{ -\frac{i}{\hbar} \hat{\mathcal{H}}(t) \Delta t \right\} \]

Since there is a density-dependent mean field potential, and the density changes with time, the Hamiltonian changes with time. So, to maintain the validity of the approximation in Eq. D.1, the density should change slowly with time, and thus, the time evolution operator that the density matrix is multiplied by should be not too far away from unity. In addition, the Split Operator Method (SOM) that we are using for the time evolution (described in Section 4.3) is accurate to \( O((\Delta t)^3) \), so \( \Delta t \) must itself be kept small, as we shouldn’t
evolve too much with the part of the Hamiltonian that is diagonal in the position basis before evolving with the momentum-diagonal part. Since we are employing the SOM, we can address the momentum- and position-dependent terms of the time evolution operator separately to determine the constraints on the resolution, range, and timestep parameters.

The factor that must be kept close to unity is the one multiplied by the density matrix. The time dependence of the density matrix can be related to the its definition in terms of wave functions (Eq. 4.11). Combining this with the wave function evolution in Eq. D.1, we arrive at

$$\hat{\rho}(t + \Delta t) = \hat{U} \hat{\rho}(t) \hat{U}^\dagger = \hat{U} \left\{ \sum_\alpha n_\alpha |\phi_\alpha \rangle \langle \phi_\alpha | \right\} \hat{U}^\dagger. \quad (D.2)$$

In momentum space, using just the kinetic term of the Hamiltonian, this becomes

$$\rho^{(k)}(k, k', t + \Delta t) = \exp \left[ -i\hbar \frac{k^2}{2m} \Delta t \right] \left\{ \sum_\alpha n_\alpha \phi_\alpha(k, t) \phi_\alpha^*(k', t) \right\} \exp \left[ i\hbar \frac{k'^2}{2m} \Delta t \right]. \quad (D.3)$$

Thus, the most significant phase factor that a grid point in momentum space will be multiplied by is $\exp[i\hbar \frac{k_{\max}^2}{2m} \Delta t]$. This maximum value for $k$ is given by Eq. 4.15 (or Eq. 4.16 for the rotated system), which is in terms of $\Delta x$. The argument of the exponential should be small compared to $\pi/2$, since that would make the phase factor equal to $i$. This yields the constraint

$$\frac{\hbar \pi^2}{2m} \frac{\Delta t}{(\Delta x)^2} \ll \frac{\pi}{2}. \quad (D.4)$$
A similar result is attained for the position-basis evolution. In general, the constraint is

$$\left( \frac{V_{\text{max}} - V_{\text{min}}}{\hbar} \right) \Delta t \ll \frac{\pi}{2}. \quad (D.5)$$

For the case when the largest part of the potential is an external harmonic oscillator, which is the case in the trapped BEC system we study in Section 4.6, and when it is much larger than the minimum potential at any position, the constraint becomes

$$\frac{m\Omega^2}{2\hbar} x_{\text{max}}^2 \Delta t \ll \frac{\pi}{2}. \quad (D.6)$$
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