ABSTRACT

COMPOSITE PARTICLE PRODUCTION: -

-

IN INTERMEDIATE ENERGY HEAVY ION COLLISIONS

By

Michael William Curtin

In this thesis, we present experimental and theoretical
studies of composite fragment production in intermediate energy
heavy ion collisions. Inclusive yield measurements were undertaken
to differentiate between the various theoretical approaches. The

reaction 14N 4 nat

Ag at incident energies of 20A, 30A, and 35A MeV
leading to complex fragments in the range 3 < Z < 24 was examined.
Our theoretical studies had suggested that the production cross
sections of such complex fragments might provide evidence for the
occurrence of a Tliquid-gas phase transition in nuclear systems.
Since other reactions mechanisms also lead to complex fragment
production, these processes were also investigated.

The coalescence and thermal models, for examp]e,} predict
complex fragment cross sections that depend on the proton production
Cross section raised to the power A, where A is the mass of the
complex fragment. This formalism underpredicts our measured yields,

but the discrepancy can be explained by other models. Several of

these approaches are discussed, including Compound Nucleus Fission,
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Cold Shattering of the Spectator, Mechanical Instability, a Coulomb
Tunneling Model, as well as the Liquid-Gas Phase Transition. Pos-
sible applications of percolation theory, which also predict
critical behavior, are discussed. The nontherma] nature of this
theory, and related vramifiqations, could mdké it an--important
approach for nuclear collisions where the degree-of thermalization
is still a topic of current debate. The time scales are discussed
as are several complicating experimental caveats. )

The experimental data indicate that further experiments are
required before a definitive conclusion can be reached regarding the
occurrence of critical phenomena such as predicted in the phase

transition theories. Our results suggest that further experiments

on heavy ion reactions are necessary in the energy range 40A MeV <
Einc < 100A Mev.

The critical behavior discussed in this thesis is Tess exotic
than the phase transitions conjectured to occur at much higher
incident energies, for example when hadronic matter is compressed
and heated to a quark-gluon plasma. The significance of this work
rests on the fact that it may help in understanding the conditions

relating to this more exotic behavior and, in doing so, lead us to

experimentally accessible signatures.
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CHAPTER 1

INTRODUCTION

-

The primary motivation for the present endeavor is the
interest 1in the equation of state of nuclear matter under extreme
conditions of temperature and density. Figure 1.1 depicts the
anticipated behavior of nuclear matter as a function of temperature,
T, and density, p (CUG 84a). The current state of knowledge is
restricted to essentially two points: (po, T=20), i.e. normal
nuclear density and zero temperature corresponding to the cold
nuclear matter comprising nuclei of the matter around us; and the
physically uninteresting, extremely dilute nuclear gas of (p = 0,
T=0). Inlight of the present knowledge, or lack thereof, it is
most instructive to delineate boundaries where the domination of one
aspect of physics gives way to another, thus resulting in a phase
transition. Figure 1.1 denotes the current estimates of where the
ambient temperature and density are sufficiently large that com-
posite nuclear systems (liquid droplets) are no longer stable,
resulting in a phase transition from a liquid to a hadronic gas
composed primarily of individual nucleons. Further increases in
density could result in the formation of free pions as opposed to
the virtual pions familiar as a mediator of the nuclear force at Tow
energy. Still further increases in temperature and density may

liberate the constituent quarks and gluons  comprising " the




l / Early Universe

Te < Beconfined Quarks
200 MeV and Gluons
® | no Hadrons
t
2 |
(-]
s || Hadrons,
E | “Massless” Pions
-]
= |l
Tl.ll) —GAS
s CRIT ., Neutran Stars(?)
%, = 2
2phaseregion) 2’ Supernavae(?)
0 Prm 2204y =100

Baryon Density

Figure 1.1  The anticipated behavior of hadronic matter as a function of density and

temperaturs (CUG 84a) .




individual nucleons, pions, and other particles. The finite width
of the boundaries reflects not only the uncertainties associated
with extrapolation to such extreme states from our present knowledge
but also the belief that such transitions may not take place
abruptly. ‘ | -

The topic of this thesis concerns composite particle produé-
tion in intermediate energy heavy ion collisions, defined,rouahly as
the energy range from 10A to 250A MeV. As alluded to e;rlier,
composite particle production represents an unstable condition of
nuclear matter for a temperature T > TC = 20 MeV, i.e. the region of
Figure 1.1 outside the two-phase region. The intermediate energy
regime is conjectured to produce energy densities equivalent to
temperatures roughly in the 5 < T < 50 MeV range, thus providing a
fertile testing ground for a liquid-gas phase transition. However,
the interest 1in the intermediate energy regime is not confined
solely to this phase instability, since collisions at intermediate
energy are also expected to encompass regions where the average
energy density per nucleon exceeds the binding energy per particle
(=8 MeV/A at o = po) as well as the Fermi energy (= 38 MeV for
p = po), which marks the nominal boundary between the quantal
behavior of fermions or bosons and classical physics.  Another
interesting threshold encompassed by nuclear collisions in this

energy regime 1is the velocity of sound in normal density nuclear

matter (= .2c).




Heavy ion collisions can serve as a possible probe of extreme
-states of nuclear matter, though by no means is their usefulness
Timited to this purpose. It is important to recall some charac-
teristics of the heavy ion reaction mechanism which will be impor-
tant in the interpretation of the observables. One ™ important
feature of heavy ion collisions, as opposed to proton induced col-
Tisions, is the possibility of a compressional phase. The'avérlap
region between the projectile and the target of a heavy 15; col-
Tision will produce densities of the order 2p0 while a corresponding
collision involving a proton will result in a system where JENTE
One generally anticipates that the energy density will increase with
increasing incident energy, for both proton and heavy jon induced
collisions, although the amount of energy deposited may saturate, a
phenomenon commonly referred to as limiting fragmentation.

The inherent ephemeral nature of collision phenomena may
introduce complications in their use as a probe of static or quasi-
static descriptions of nuclear matter. Possible measures of the
transient nature of such collisions are the interaction times or the
decay time of the resultant system which are energy dependent. A
measure of the time necessary for quasi-static behavior to manifest
itself is the relaxation time of the system. It has been estab-
1fshed for relatively low energy collisions that compound nuclear
complexes are formed with subsequent emission of radiation charac-

teristic of global equilibration; on the other hand, collisions at

higher energy exhibit only localized equilibration in the nuclear



fireball or hot spot (SCO 80). If time scales are considered rele-
vant then dynamics may also influence the physical observables.
Several dynamical scenarios are being developed which demonstrate
the resultant modifications to quasi-static behavior; these include
various  hydrodynamical descriptions (STO 81) and infranuclear
cascade codes (BER 81). However, one very intefesting, inherently
dynamical, self-consistent field theoretical model has,recentiybbeen
developed (KNO 84) which predicts dynamical instabilities duf;ng the
expansion phase that follows the compressional phase in a heavy ion
collision.

To understand one of the major advantages of such a dynamical
description it is necessary to digress for a moment. Experimen-
tally, the detection of nuclear fragments occurs at o = 0. However,
since strongly interacting nucleons have relatively short interac-
tion ranges, when their separation becomes commensurate with the
internucleon separation, the system is said to have "frozenk out."
Aside from final state interactions and sequential decays, the
fragments then travel undisturbed to the detectors. Thus the
physics observed at the detectors is reminiscent of the physics
which occurred at p = Pes rather than at o = 0. The freeze out
density 1is a loosely defined term and is most likely dependent on
fragment mass and energy density. It is also Tikely that the freeze
out mechanism is not very abrupt. The mass and energy dependences
of the freeze out density can be ascertained from coincidence

experiments (CHI 85). The dynamical model obviates the necessity of




a freeze out concept, since it models each individual collision
directly.. From our point of view in this thesis, it is intriguing
that the result of such a calculation predicts critical behavior of
mass spectra similar to that predicted in quasifspatic macroscopic
approaches and in the same general temperature‘range. bue to the
finite number effects, however, the transition-is broadened con-
siderably (GOO 83). T

As stated earlier, for increasing incident energy the f;éction
of the system which equilibrates may decrease. Figure 1.2 illus-
trates schematically how this localization of the deposited energy
may occur. If fragments are emitted on the average before attain-
ment of global equilibrium, then these fragments will carry a signa-
ture of emission from a localized source. This behavior is depicted
in Figures 1.2b and c. Figure 1.2a reflects the condition of global
equilibration and Figure 1.2d illustrates the fireball geometry
where the geometric overlap of the projectile and target defines
three distinct entities. Firstly, a projectile remnant composed of
projectile nucleons whose trajectories do not coincide with the
target nucleon trajectories, may be formed. This projectile-like
fragment will possess a velocity near the beam velocity and will
carry a small transverse momentum. Secondly, the target remnant
will be composed of fragments trave]]ing'with a very small velocity
compared to the projectile velocity. These fragments are classified
as spectators. We now consider the intermediate participant

nucleons. These are comprised of both projectile and target
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Figure 1.2  lllustration of nuclear collisions at various anergiss and impact parameters.
a) At relatively small incident snergy the projectile involved in a central
collision produces a compound nucleus where the energy density has
sutficient time to equilibrate. b) Peripheral collisions at low incident snergies
must equilibrate different degrees of freedom across the neck of the dinuclear
system; thus the degree of equilibration will vary depending on energy, impact
parameter and relaxation time scales. c) In this collision the time scales do not
permit global equilibration prior to “break-up.” d} A firehall geometry where
the high energy density region hreaks away. Shaded regions denote higher
than normal energy densities.




nucleons in the overlap region, possessing a velocity intermediate
between that of the projectile and that of the target. If a suf-
ficient number of collisions takes place among the constituent
participant nucleons, the system will achieve thgrma]ization. Thus,
the participant system forms a heated, densé; finite —System of
nuc]eaf matter. The gross features of the fireball, as this systém
is genéra]]y referred to, are determined by simple kinematiéél'con-
siderations. The inelasticity of the collision determin;s the
amount of energy supplied to the thermal degrees of freedom of the
system.  Proton emission 1is described utilizing a Boltzmann dis-
tribution of the nucleon velocities. Composite particle production
was initially described by superimposing a coalescence mechanism
upon the statistical.distribution of nucleon momenta, i.e. if the
relative momenta of the two nucleons lie within a sphere of radius
defined by Pg (the coalescence radius in momentum space) then the
nucleons form a composite fragment such as a deuteron. Larger
fragments are formed in an analogous manner (MEK 81).

At incident energies far in excess of typical nuclear binding
energies, for example in high energy collisions (E > 250A MeV) at
the Bevalac, the fireball model works quite well (GOS 77). However,
it is less clear for the intermediate energy regime
(10A -MeV < E < 100A MeV) that this approach remains valid. Rather,
the localization, if it occurs, in this energy domain may be
described by hot spot formation (FIE 84). With the advent of

accelerators capable of accessing this energy regime, the intrinsic



interest in critical phenomema and in energy localization, for
example, has been rekindled. A multitude of physically relevant
benchmarks regarding nuclear matter fall into this realm, e.g. the
Fermi Energy (= 38 MeV), velocity of sound (v = -2c), and the criti-
cal temperature (= 20 MeV). ) | =

Let us consider some of the interesting spetulations. Nuclear
scattering experiments demonstrate that the nuclear fotce,haéybdth.a
Tong range attractive and a short range repulsive nature.yﬂ It is
well known from mechanics and from atomic and molecular physics that
such forces give rise to regions of instability. In nuclear matter
the nuclear incompressibility modulus, K, plays a crucial role in
determining the boundary between the stable and unstable regimes.
Phenomenological parameterizations (ZAM 73) of the nuclear force
indicate the region for which the nuclear matter should be unstable.
However, the manner in which the instability manifests itself is a
subject of current debate. A mechanical instability (BER 83) pic-
tures the disassembly as a large scale monopole oscillation along a
given isentrope until the system enters an unstable region whereupon
it fractures into light composite fragments. The proponents of
models of liquid-gas phase transitions (CUR 83a; FIN 82; MIN 82)
envision an evolution of the system where compression leads to the
formation of the liquid component and the ensuing expansion gives
rise to the gaseous component, the constituent ratios of which are
determined by the temperature and density of the system. The'system

proceeds until it reaches the freeze-out density (MEK 81) where the



10

liquid and gas primary distribution is "frozen." The theory further
contends that the fragments thus produced travel undisturbed, aside
from final state interactions, to the detectors. If the temperature
is sufficiently high at freeze-out then only a gaseous system will
remain since the system can no longer support é.liquid phase.

Another interesting model (AIC 84a; AIC 84b) has been proposéd
which describés the evolution of the system in terms of a,1oé§1fzed,
hot subset of nucleons which emits energetic nucleons. These ;n turn
are absorbed by the surrounding cold nuclear matter thus exciting it
above the Coulomb energy threshold necessary for the cold nuclear
matter to shatter. The latter is similar in nature to the shatter-
ing of glass, thereby displaying an aspect of the nucleus charac-
- teristic of a solid as opposed to a liquid or gas. These concepts
led to the experiments to measure fragment production which are
described in this thesis.

The thesis is organized in the following manner. In Chapter 2
we examine two types of nuclear instabilities. First, we discuss a
liquid-gas phase instability and the predicted complex fragment
yield of such a model. Second, we discuss a mechanical instability.
We then focus our attention on the relevant time scales for each of
these phenomena. We estimate the time necessary for each to develop
and compare to the time estimated for disassembly. In addition, we
will discuss briefly several complicating factors such as Coulomb
tunneling effects on mass yields, finite number effects, evaporation

and final state effects and how each will modify conclusions and
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predictions. Chapter 3 describes other theories of complex particle
production; early statistical models (thermal and coalescence), as
well as Compound Nucleus Fission and the Co1d Shattering Model are
discussed, together with the associated predictions of the resultant
fragments.  Subsequently, 1in Chapter 4 our eXbériments onr complex
fragment production 1in heavy ion reactions are described. In
Chapter 5 the results and interpretations of the experjments' are
presented, and placed in the context of other experiments. Detailed
comparisons of the data are made with the predictions of the
Compound Nucleus Model, the Cold Shattering Model, and Liquid-Gas
Model. In Chapter 6 we present our conclusions regarding the
different models, and suggest future experiments and theoretical
avenues to pursue.

In conclusion, our present knowledge of nuclear matter

3,7 20), thus indi-

n

centers around (p =0, T = 0) and (pO z ,17 fm™
cating that the Tlogical course to pursue entails investigating
phenomena relatively close to familiar conditions, where theoretical
extrapolations and experimental complications are minimal. It is
our belief that an understanding of a lower density, Tower tempera-
ture phase transition can serve as a springboard to explore even

more exotic and interesting states of nuclear matter. (A recent

review is given by Cugnon (CUG 84a).)



CHAPTER 2
CHEMICAL AND MECHANICAL INSTABILITIES

2.1 Introduction

In this chapter we examine the chemical and mechanical _insta-
bilities associated with hot, dense nuclear matter.- Time_scales
relevant to these instabilities will also be discussed. Most of
the contents of this chapter are the theoretical contribution of
the author to the field.

First, the chemical instability will be examined utilizing a
Skyrme interaction. (A simpler treatment has been given by Boal
(BOA 84b).) Since this approach does not readily yield information
regarding experimental observables, it was necessary to augment our
investigation using a macroscopic approach. Our phenomenological
approach to phase instabilities also stimulated the application of
percolation theory to nuclear collisions, and we, therefore, include
a brief description of the underlying tenets and predictions.
Surface and Coulomb effects on the liquid-gas phase instability are
also presented. Second, the mechanical instability is presented in
a manner analogous to the chemical instability and the alternate
physical interpretation of the negative incompressibility region is
emphasized. The experimental observables are’ then explored.
Several effects that could influence the application of this theory

to nuclear systems are enumerated. Finally, the time scales

12
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relevant to thermal and chemical equilibration are compared to
typical nuclear transit times and the oscillation times charac-

teristic of the mechanical instability.

2.2 Chemical Instability

2.2.1 Theoretical Formulation for Nuclear Physics

To derive the condition for a Tiquid-gas instability, we start

from the relation (CUR 83a) ' :

K2 -1
o T UM
p = -—4—§fd3k 1+ exp<2m = , (2.2.1)
(27)

from which the chemical potential, u, is determined as a function of

the density e and the temperature T. The thermal contribution to

'the internal energy is given by

Er g 3, K% 5 )|
-V=(—2")—3[dk7-ml+exp——1-—. , (2.2.2)

using the calculated values of u. The pressure due to the thermal
motion is then ZET/3V corresponding to a zero point pressure of
% sF(p), where ep is the Fermi energy. | The total pressure is the
sum of the thermal pressure and the pressure, Pv, due to the inter-
action among the constituents of the system. To derive Pv we

express the energy per nucleon in the form (ZAM 73) obtained from a

Skyrme type interaction, ignoring the effective mass contribution,
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= -Ap + Bp (2.2.3)

where A and B are constants determined by the constraint E/A =

-16 MeV (for nuclear matter) where o = °g> together with the further

—_

condition for stability of normal density nuclear matter,
3(E/A)/3p = 0. _

Solving for A and B with eF(p = po).= 38 MeV and 0 = 2/3 we
find Ap, = 74.2 MeV and 508/3 = 35.4 MeV. In general A and B have
some temperature dependence but here we assume that the thermal and
interaction energies and pressures are separable.  The pressure due
to the interaction (at T = Q) is pz (E/A)/30, resulting in

P
7¥ = -Ap + g §05/3 . (2.2.4)

The total pressure as a function of density for constant
temperature is plotted in Figure 2.2.1, which shows that the equa-
tion of state has the form typical of a Van der Waal's system with
1iquid and gaseous phases. For the unphysical region (shown only
for T = 15 MeV) where the slope is negative (implying a negative
incompressibility) a Maxwellian construction is employed, along
which the liquid and gas phases coexist. The region of coexistence
is indicated in Figure 2.2.1. The range of densities compatible
with coexistence becomes smaller as the temperature increases until
the apex of the coexistence region coincides with the inflection

point  of the critical temperature curve. At this critical
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1.0

P (MeV/fm?)
o
(8}

Figure 2.2.1 Nuclear pressure versus density for fixed temperature is plotted. Solid
curves indicate paths traversed by a system with fixed T. Liquid, gas, and
coexistences (hatched) regions are indicated. The significance of PprpP and
T are discussed in the text.
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temperature, TC = 20 MeV, the coexistence of liquid and gas phases
is possible only at P = 0.07 fm'3 and only a gaseous phase exists
for all higher temperatures. Our results are in good agreement with
recent calculations (FRI 81; ROP 82)}

Our choice of parameters leads to an incompress%bﬁ]ity of
312 Mev (K-s 168 + 216 g; PRE 75). Current estfmates from nuclear
monopole excitations indicate that the incompressibility is aﬁproxi-
mately 210 MeV (SER 80). In our calculation we let E/A = :16 MeV
(ignoring surface effects) and ¢ = 2/3 in the Skyrme interaction.
The thermodynamic treatment implies a large system and hence E/A is
approximately fixed at -16 MeV. If ¢ is allowed to change to repro-
duce K = 210 MeV, a critical temperature of 17 MeV is predicted.

In order to discuss the observable consequences of the . phase
instability at TC, several points must be assessed. First, the
relevance of the isotherms in Figure 2.2.1 to the actual evolution
of the disassembling nuclear system must be assessed. According to
cascade model calculations (GUD 79) at incident energies < 250A MeV,
the temperature does not vary rapidly as a function of time and
consequently the time evolution of the system may be considered
isothermic for a temperature in the critical region of 20 MeV,
corresponding to incident energies of = 100A MeV. In contrast to
the cascade model, hydrodynamical calculations indicate that
entropy, as opposed to temperature, may remain constant during
expansion.  Recent hydrodynamical calculations (STO 81) indicate

that constant temperature in the critical range 1is, however, a
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plausible assumption. In this section we assume that a constant
temperature is appropriate to the disassembly process.

Finally, we must note that during the disassembly phase of the
hot region, the density decreases until the thermal freeze out
density (pf) is reached. This density is roﬁéh]y defined when the
mean free path becomes commensurate with the physSical size of the
hot region. Collisions cease at os and thé fragments trave]luhdis?
turbed to the detectors aside from final state intef;ptions
(MEK 81). To observe both 1iquid and gas phases at a given tempera-
ture, the Maxwellian construction must encompass the regibn of
freezeout, defined by Pge If Pe is large then the system wil]jbe in
the liquid phase at freeze out, whereas if Pe is small only the gas
phase will exist signifying that the system has tfaverseﬂ the
coexistence portion of the isotherm and the liquid phase no Tlonger
exiéts.

In the event that Pe < P the system will enter the gasi phase
prior to freeze out leading to an erroneous interpretation of T' as
the critical temperature TC (CUR 83a). Further inspection of
Figure 2.2.1 indicates that for Pe 2 Pe the temperature Tc will be
correctly identified. It is physically unlikely that freeze out
will occur for densities greatek than the critical density since
this is a density for which the Tiquid phase exists, and therefore
an interaction 1is required in contradiction to the nature of the

freeze out concept.
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The arguments presented do not at present lend themselves
readily to predictions of complex fragment yields. Hence it is
necessary to examine a macroscopic model for specific, expekimen-

tally accessible predictions of a liquid-gas phase transition.

-

2.2.2 Macroscopic Approach

The probability of forming a cluster of size A is (FIS 67).

Y(A) = a~Ko(n-F)/T o (2.2.5)
where F is the Helmholtz free energy and

F=E-TS. (2.2.6)

If the energy and entropy are divided into volume and surface com-

ponents, they are expressed mathematically as

e A + eSA2/3 (2.2.7)

m
i

2/3
sVA + sSA s

wn
]

where &> ©€gs Sys Sg are the specific volume and surface ener@y and
entropy, respectively. The probability can be rearranged in the

following convenient manner:

2/3
Y(A) = ATk AT LA (2.2.8)
where
€. - Ts
X = exp {- <—§—T———;> (2.2.9)
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(2.2.9)

<
"

e, - Ts
e # ay

exp(u/T)

>
i

The set of points {o} at which condensation occurs satisfy the

relations ‘ -

Yo=1 x =1 | (2.2.10)

whereby Y(A) is determined as
Y(A) = ATK (2.2.11)

This power law dependence is not confined solely to the crﬂtica]
point. If Pe < Pe the power law dependence would still hold iﬁ this
formulation, albeit at a temperature T' < TC (see Figure 242.1).
The condensation points {o} constitute the boundary between thé
gaseous and coexistence regions and are illustrated in Figure 2.2.2.
The surface free energy is zero at the critical point. Thusi the

surface component of eq. (2.2.6) yields

TC = QT—T (2.32.12)

and hence the surface physics determines the critical behavior. For

regions other than those of condensation, the following re]dtions

hald:
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coexistence

-
condensation pts. P

Figure 2.2.2 The houndary hetween the gaseous and coexistence regions is emboidened.
This interface constitutes the set of points where condensation hegins .
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y <1 gaseous phase

y>1 Tiquid phase

X <1 T < TC

X =1 T= TC ) ‘
Xx>1 T > TC

The possibility of a phase transition in an equilibrated
nuclear system was previously considered theoretically in a number
of papers (CUR 83a; PAN 84; PAN 85; DAN 79 and references therein).
Examination of light-ion production cross sections over a wide range
of incident energies has indicated that it will also be necessary to
measure intermediate mass fragment cross sections in order to
obtain an unambiguous experimental signature.of phase transitions
(CUR 83a). It has already been suggested in a number of recent
papers that the power law dependence, Y(A) = A”", of the fragment
distributions may constitute a signature for the occurrence of phase
transition phenomena near a critica] point (MIN 82; FIN 82; HIR 84).
The widely differing systems which exhibit this characteristic power
law dependence suggest that phase transitions are not specific to
the projectile-target combination, but dependent only on the energy
per particle 1ﬁparted to the interacting system. However, the
temperatures of the reported systems vary between about 8 MeV
(CHI 83) and 15 MeV (FIN 82). Clearly, all of these systems cannot

be near the critical point.



22

ITo understand the temperature dependence, we first fitted the
existing data on fragment distributions with a power law dependence
of the form Y(A) = A™", where t is the "apparent" exponent. In this
approximation, the effects of any temperature-dependent factors are
absorbed into the power law exponent. Therefore, this apparent
exponent will vary with the temperature. )

For some of the analyzed data the temperature of the system
has been extracted from moving source fits to the fragment energy
distributions (see e.g. Fields et al. (FIE 84)). Where the tempera-
ture was not determined in this manner, we determined it either from
the slope of the tail of the 90° fragment energy distributions, or
from the ideal Fermi gas, assuming the size of the emitting system
to be in the range of 2 to 3 times the largest emitted fragment
mass.  The fragment masses used to determine the power law exponent
were in the range of 3 < Z < 22 for all systems; care was taken to
avoid contributions from the tail of possible fission fragments.
Table 1 summarizes the data used and the values obtained by the fit.

In Figure 2.2.3 we plot the apparent exponent, t, determined
from a least-squares fit to the fragment distributions as a function
of the temperature of the emitting system. Nominal error bars of
t 1 MeV were used in our analysis. We observe a dramatic tempera-
ture dependence of the apparent exponent, which decreases as the
temperature increases to about 11-12 MeV, after which the trend
reverses. The exponent reaches a minimum value of about 1.7 at a

temperature in the region of 11-12 MeV, which may be indicative of a
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Figure 2.2.3. The apparent exponent,T, of the power law fit to the fragment distributions
as afunction of the temperature, T. The insst shows a typical power law fitto
a fragment distribution (PAN 84).
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phase’ transition as we show shortly. This conclusion is in dis-
agreement with the result TC = 3.3 MeV (MIN 82),. obtained from the
isotope distributions, but it is in agreement with calculations for
finite nuclear systems, which predict TC in the range of 9-13 MeV
(JAQ 83; JAQ 84). It is possible that the temperatures deduced from
isotope distributions require correction for the effects of sequen-
tial decay.

Since the deexcitation processes of the emitted fragments may
make it difficult to obtain accurate information from lighter frag-
ments, we restricted the range of the fragment charge to Z 25 to
obtain the power law apparent exponent (see Table 1). This new set
of data produced the same dramatic features as the full set shown in
Figure 2.2.3.

This behavior of the temperature dependence of the fragment
yield prompted us to fit the fragment distributions with expressions
obtained from a theory of condensation in excited nuclear matter, in
which the probability for fragment formation of size A is given by
(see egqs. (2.2.8) and (2.2.9))

o -auma3 s anma s w(ma
Y(A) = ANexp { —2 T" (2.2.13)

where k is the critical exponent, a;(T) = es(T) - Tss is the surface

free energy per particle, aQ(T) =e (T) - Ts_, is the volume free

V( v

energy per particle, and u(T) is the chemical potential per par-

ticle. The above relation can be written in the following form:
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, L 22/3
Y(A) « AKATT A (2.2.14)

-a' (T
exo [ asi )]

where

x
1}

- (2.2.15)

<
"
o
bad
©

In the region T < Tc’ where gas and 1iquid phases coexist, the
sum of the volume energy per particle in the liquid phase and the
Gibbs free energy per particle in the gaseous phase is equal to
zero, i.e., aQ(T) - u(T) = 0. Therefore, the exponential factors

are y =1 and x < 1, and the probability Y(A) can be written as

| alma¥?
Y(A) = A exp ‘T——— . (2.2.16)

At the critical point, determined by T = Tc’ the surface free
energy term is equal to zero, a;(T) = 0, and in addition a&(T) -
u(T)

y =1, and the probability assumes the pure power-law form

0. Therefore, both exponential factors give x =1 and

Y(A) « A K . (2.2.17)

Finally, for T > TC, corresponding to a gaseous phase, we

assume that the surface free energy is very small, aé(T) x 0, while
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aQ(T)’- u(T) > 0.  Therefore, the exponential factors are x = 1 and

Yy <1, and the probability Y(A) assumes the form

lay(T) - w(T)IA

Y(A) « A Kexp L

(2.2.18)

We note that the exponential factors x and y, at temperatures
T < TC and T > TC, respectively, modulate the power-law dependence
of the fragment distribution. Figure 2.2.4 illustrates the expected
behavior of cross section versus fragment mass for temperatures less
than, greater than, and equal to the critical temperature (SIE 83).

We parameterized the temperature dependence of the surface
free energy as
2
)

al(T) = ¢(1 - T/TC

s (2.2.19)

where ¢ = 18.4 MeV since a/(T = 0) = 18.4 MeV, the cold nuclear

S
matter surface free energy, and a;(T = Tc) = 0. For the volume and
the Gibbs free energies we take

ay(T) = u(T) = b(1 - 7/T_)° (2.2.20)

where b is a coefficient, the value of which is not known a priori;
a value in the range 8-10 MeV was determined by the fitting
routine. A least-squares fit to the fragment distributions was
undertaken by using expressions (2.2.16) and (2.2.18) with the

parameterizations (2.2.19) and (2.2.20), respectively, and letting




28

RELATIVE CROSS SECTION

O ' % l | LIS
0o 0 20 30 40

NUMBER OF NUCLEONS IN FRAGMENT

Figure 2.2.4 Relative cross-sections as a function of fragment mass for threg isotherms:
one for a temperature less than, one greater than, and one equal to the
critical temperature (SIE 83) .
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the exponent, k, take successively the values 1.6, 1.7, 1.8

2.0,

2.33 to yield corresponding TC values. For the temperature of each

system we used T = T' + 1 MeV, where T' is the averaged temperature

for all emitted fragments used in each fit. This variation |i

resulting from the uncertainty in establishing the temperature of

the source, produced a variation in the calculated T, (£ .5 Mev). -

Figure 2.2.5 shows the extracted critical temperature

function of the critical exponent, k. We observe that for k be

tween

1.7 and 1.8 the calculated TC values for both T < TC and T > TC

coincide, while for both lower and higher k values they diverge.

are, therefore, inclined to accept k = 1.7 as the critical exp
and TC = 12.0 + 0.2 MeV as the critical temperature. The u
tainty in the critical temperature allows the possibility that

critical exponent k may take on values between 1.7 and 1.8, whi

We
onent
ncer-
the

ch is

Tower than the theoretical minimum value 2.0 for an infinite system

(FIS 67). This Tlower value may reflect the finite nature of
systems considered and needs further theorética] investigation
note, however, that this choice of parameterization reproduce
essential features of Figure 2.2.3. Calculations of thermal pr
ties of nuclei, using the thermal Hartree-Fock approximation an
Skyrme III interaction (SAU 76), yield a critical temper
TC = 12.58 MeV, close to the temperature extracted by our analy

The similarity of the power-law dependence (2.5 < t < 2.
the fragment distributions at very different temperatures

< 15 MeV) can now be understood in our picture; these points. ]

the

We
s the
oper-
d the
ature
sis.
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8 =T
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Figure 2.2.5. The extracted critical temperature as a function of the critical exp
temperatures less than and greater than the critical tempsratur
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either side of the critical temperature and the power-law is | about
equa{]y modified by the temperature-dependent exponential factors x
and y, implying that the surface and volume contributions have
approximately equal importance in determining mass distributions.
In this section it has been essential to éssume the -formation
of thermalized hot matter of nuclear dimensions in the temperature
range of 5 to 20 MeV. Furthermore, we have to rely on the freeze
out concept, which ensures that the experimentally observed
mass distributions reflect the configuration at the freeze out
density of nuclear matter. Although both of the above concepts are
generally accepted at very high energies (E > 250A MeV), they have
to be confirmed by careful examination of the experimental data at
intermediate energies. It is very encouraging, however, to find
that the simple ansatz, taken from the theory of condensation, works
very well in this wide energy range and for very different systems.
Our analysis made use of fragment distributions from widely
different systems and with appreciable uncertainty in the tempera-
ture of the source. To circumvent this inherent difficulty it is
preferable to choose a single projectile-target combination and
measure fragment yields as a function of the incident energy in the
region roughly corresponding to the critical temperature, i.e. from
approximately 9 to 14 MeV. From such a study one may also be able
to infer more accurately the form of the T dependence of the free
energies very close to Tc, providing information concerning the

equation of state of nuclear systems.
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2.2.3" Percolation Theory

It is important to note that a liquid-gas phase transition is

not the only theory which predicts a power law dependence of the

yields of the form given in eq. (2.2.11). Recently, it has

been

suggested that a nontherma]_phase transition‘based on percolation

theory could also exhibit this behavior (BAU 85; CAM 85).

(An

excellent review is given by Stauffer (STA 79).) The percolation

theory presented is not the work of the author.  Figure 2.2.6 com-

pares the prediction of a percolation calculation with experimental

data (CAM 85). In this approach the nuclear matter is described in

terms of a set of lattice sites. Two different interpretations

based on percolation theory have been proposed. One describes the

critical behavior in terms of the normalized probability that

bonds

between adjacent sites are broken (BAU_BS) while the other refers to

the normalized probability that a given lattice site 1is occupied

(CAM 85).

The basic approach is as follows. Define p as the normalized

probability that a site is occupied. If p =1 then all site
occupied and the cluster exists as one macroscopic droplet.
versely, if p = 0 then most sites are vacant and Tlattice
behave independently, thus resembling a gaseous state. Now

explore the region 0 <p < 1. A pictorial representation is

8s are
Con-

sites

let us

shown

in Figure 2.2.7. For a given system, the value of p fixes the

global number of occupied sites which are randomly distributed

between possible lattice sites. Only nearest neighbor bonds are
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Figure 2.2.8. The mass yield of fragments A produced in the reaction p-+Ag — r+' oat
high energy. The dashed line denotes the data, and the hlsto%am the
predictions using percolation theory (CAM 85). The herizontal axis gives the
ratio of the fragment mass A; to the target mass A, whers A, = 108.
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lllustration of the percolation phase transition. Three cases are
0<p<1 whers pis the fraction of sites occupied in a lattice. a) The
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h) B27p,, and c] p~1 where one large connected cluster exists.
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permitted. A1l interconnected lattice sites are considered p
the same entity which we will identify with a fragment. F
infinite lattice, where p > Ps One large cluster exists where
P <p. no such cluster is found. Hence the system exhibits cn
behavior as a function of P, in much the séme way a Jdiqui
system behaves as a function of temperature. However, it is
tant to realize that nowhere does this theory mention thermali
or chemical equilibrium. Finite systems exhibit a noti
softening of the percolation transition as can be seen upon ex
tion of Figure 2.2.8. However, typical heavy ion systems
exhibit a clear differentiation between the p < Pe and
regimes. The experiment studied in this thesis (N + Ag) corre
to an 1l x 11 percolation lattice, intermediate to the firs
cases illustrated in Figure 2.2.8.

The percolation theory is a purely geometrical theory
the physical observables of a heavy ion collision are subject
constraints of nuclear physics. The following constraints
imposed on the percolation theory in an effort to adapt

nuclear collisions:

1) The nearest neighbor dinterparticle distance mus
2.5 fm.
A
> 1
2) Ipi-—AF gpkl < pp
where

P; = nucleon momentum

art of
or an
as for
itical
d gas
impor-
zation
ceable
amina-
should
P > P
sponds

t two

while
to the
were

it to
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square lattices containing: 8 x 8 sites (dashed line); 14 x 14 sites (dash det)
and 20 x 20 sites (continuous line). An infinite system would correspend to a
theta functien (<p,.>= 0 for p<p, and <p 7 = 1 tor p>p ). The
experimental conditions of the experiments in thi‘; thesis would correspond
to an 11 x 11 site square lattice (CAM 85) .

Average largast cluster size (normalized te the number of lattice :I:os] for
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A

E number of nucleons in the fragment

pF Fermi momentum

3) "h < (1 + .15)r0A;/3

(The 1last condition preventg counting of fraéﬁents which possess
excessive surface excitation energies.) Figure 2.2.9a illustratas

the effects of these constraints. The importance ofwthe dimension

of the lattice under consideration is discernible in Figure'2.2.9b.

Recall that an important characteristic of nuclear matter is satura-

tion. The number of nearest neighbor sites differs for different

i; physical geometries (such as a simple cubic versus body-centered
cubic). The investigation of different physical configurations in
an attempt to simulate the saturation effects present in nuclear
matter might also be of value.
The determination of the best fit to the predicted yields with

an apparent exponent as function of p is shown in Figure 2.2.10.
The resemblance to both the liquid-gas phase transition prediction
and the data presented in Figure 2.2.3 is apparent. For an estimate
of the equivalent temperature where critical behavior sets in, note
that the occupation of each site corresponds to the release of
= 8 MeV and hence the total energy supplied to the system is 8Np,
where N is the total number of possible lattice sites and here Np is
the number of dccupied sites. The energy of a system of A fermions
at temperature T is given by AT2/8, and we may identify A | with

number of vacancies in the system, i.e. N(1 - p). Thus we see
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a) Resuits of a percolation theory with imposed constraints desi
simulate nuclear effects (ses text). Constraint 1 only (dashed), con
only (dotted), constraint 3 only (dash-dot) and all three constraints

ned to
traint 2
mposed

dimensional lattice (dash-dot-det), 2- dimensional (dotted) and 3-dimensional

(continuous line) are shown. b) The effects of dimensian are s?wn: 1-

(dash-dot). in each case the lattice possesses 109 sites. A 3-dim
continuous medium (dashed) is also shown (CAM 85).
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Figure 2.2.10. The apparent exponent is plotted as a function of p, the probability of
breaking bonds in the iattice (BAU 85).
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that "the effective critical temperature associated with a percola-

tion theory is 8(pc/1 - pc)l/z. Examination of three-dimensional

systems yields a value P = 0.7 corresponding to a critical behavior

in the vicinity of 12 MeV effective critical temperature.

result is in good agreement with the experimenté] data. -It i

course, 1incorrect to interpret this quantity as a true temper

rather it allows the reader to relate this theory to the fra

we have used to describe the data.

2.2.4 Complicating Factors

The preceding section dealt primarily with infinite n
matter properties. For real nuclei, there are a number of c
cating factors which will lead to a misinterpretation of Tc
experimental data. In this section we explore a few of the
important factors.

The importance of surface properties can be deduced
observation of nuclear binding energies. We know that the b
energy per nucleon in real nuclei is approximately 8 MeV rathe
the value of 16 MeV characteristic of nuclear matter. The n
force saturates and hence "sees" only neighbors within a
radius; a nucleon residing in the interior portion of a nucle
a full complement of nearest neighbors whereas a nucleon re
near the surface has less than the allowable maximum of n
neighbors. We assume here that the surface effects are the 1
contributor to systematic errors in determining binding en

from nuclear matter considerations, though other effects will

This
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ature;
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significant when discussing critical phenomena. If we reassess our
estimation of the critical temperature we would estimate that
8.1 < Tc(finite) < 13 MeV (JAQ 83; JAQ 84) while p. remains essen-
tially unchanged.

[t is also important to comment that, even fn finite matter,
surfaces can exist such as a bubble interface with a liquid, or
conversely a liquid droplet within a gaseous environment. At the

critical point the free energy of the surface contribution is iden-

tically zero. Hence

F(Tesog) = E(Teang) = TeS(Teang) = 0 (2.2.21)
implying

T. = E(TC’QC)

c SzTC,pci

Thus we see that the critical behavior is a true surface effect.
Indeed this behavior is indicative of the condensation points (the
coexistence-gas boundary) in general. [t is obvious therefore that
the surface effects are inherently important.

Coulomb and isospin asymmetry effects can also become impor-
tant near the critical point since the differences between the
“nuclear matter" pressure and the gas pressure tend to zero as does
the surface pressure. Figure 2.2.11 1illustrates the competing
pressures within a droplet. As the system approaches the critical
temperature, an - Pgas > 0 and Ps > 0 leaving the Coulomb pressure
unbalanced (BON 84). Examination of Figure 2.2.12 illustrates how

this effect can alter the definition of an unbound droplet thus
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Figure 2.2.11.

p“(TzTc)

<] J ap;}.

Pgas

Ps

Ph.c

The pressure on a nuclear droplet is illustrated. In a) the halancing
attractive and hard core repulisive potentiais which comprise the nuclear
matter prassure are shown; and in b) the other pressures such as surface,
Coulomb, and external gas pressures are shown .
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- Pgag tPsPyuy!

Peour

Figure 2.2.12. Pressure on a nuclear droplet {excluding the Coulomb pressura) as a
function of temperature (solid line). As can he sesn from observation of the
critical behavior, the Coulombic pressurs can he important. T.50U! is the
critical temperature when GCoulomb effects are taken inte account.
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causing an abrupt disassociation at TgOUL as opposed to a more

gradual disassociation at TC‘ The effect is most important near the

critical point, since Pcou] >> Pgas + PS - P

[t is important to note that as e decreases the internal

nm’

Coulomb pressure will actually increase evén!though the average
density decreases. This behavior arises because the density of the
liquid, Pos increases as Pe decreases thereby increasing the prox-
imity of the charged nucleons and enhancing the repulsion within the
droplet. It 1is therefore conceivable that the Coulomb unbinding
effects could propagate to regions far removed from the critical
point.

The estimates of TC range from 16-20 MeV (JAQ 84) in one
phenomenological approach and between 8 and 13 MeV in another
(BON 84). The discrepancies between different formulations are
attributed to the imprecision inherent in the determination of the
parameters based on information derived at T = 0 and o = o

A further complicating factor comes from finite number effects
which will tend to soften any abrupt transition. A thorough exami-
nation of this complication can be found in the work of Goodman

et al. (GO0 83).

2.3 Mechanical Instability

2.3.1 General Formulation

In the preceding sections the unphysical portion of the pres-
sure versus density isotherms were avoided by employing a Maxwellian

construction to eliminate the undesired region (K < 0). The
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motivation underlying this construction comes from the fact that the
unphysical region 1is indicative of a chemical instability of the
system at the phase separation. Such a chemical instability is not
the only interpretation of the unphysical behavior of the nuclear
equation of state. It is possible that matter ﬁ{ght also-undergo a
mechanical instability similar to the shattering of hot nﬁc]ear
matter (BER 83; CUR 83b).

We shall now describe the theory of a mechanical instability.
The. effects of damping are neglected initially; however these
effects will be taken into account in Section 2.3.3. The derivation
begins by evaluating the excitation energy per nucleon as a function

of the density. First, the chemical potential must be derived from

the density:

2 -1
— + E, - U
o= —t k|1 +exp{@m VT (2.3.1)

where the potential enefgy is obtained from the Skyrme interaction

(ignoring effective mass corrections): ' -
By . ¢ = 515/3
— = -A(-2) + B(®) . (2.3.2)
A po po

The constants A and B can be determined from nuclear matter proper-
ties in the following manner. The total energy is the sum of the
thermal and potential energy contributions (E = Er + EV), which for
T = 0 has the form
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2/3  _ 5/3
o) - AR+ B(E) (2.3.3)

I=lm
o

where e is the Fermi energy of normal nuclear matter (= 38 MeV).
Nuclear matter considerations require E = -16A Me\ and 3(E/A)/30 = 0
at p = Po and T = 0. The values obtained are A = 74.2 MeV and

B = 35.4 MeV (CUR 83b). The thermal contribution to the system can

be calculated using
k2

-1
E 2 5= *tEy - u
T_. 4 3, k 2m " =y
- =—= |’k 5= [ 1 +exp (—-——————-——) . (2.3.4)
v (21r)3[ 2m T

Utilizing thermodynamics one can calculate the entropy and pressure

from the following relations

E
- dE
S = - (2.3.5)
0
] )
p = pz(a—g)s . (2.3.6)

The results are presented in Figure 2.3.1, where several isentropes
are plotted as a function of the density. From the initial excited
compressed state formed in a heavy ion collision the system will
oscillate along an isentrope in a harmonic fashion similar to a
monopole oscillation in the absence of collision damping. If,
during the oscillation, the pressure becomes positive then the
system will disassociate. In practice, if the incident projectiles

are protons or heavy ions they are expected to create conditions of
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Figure 2.3.1. The energy per nuclesn versus density for various values of the entrepy per
nucleon. The unstable region (P>0) is indicated. This region s defined hy the
condition that the system will avolve, or has svoived, to a condition such that
the pressure remains positive; hence the system disassembles. Two
boundaries for the overstressed region are drawn: no damping (labelled ' =
0) and minimal damping (T = 0.27) (CUR 83h) .
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normal or greater than normal nuclear densities, respectively. It is
therefore possible to define an overstressed region such that, under
harmonic oscillation, the system will enter the region where the
pressure will become positive on the return portion of the oscilla-
tion. The unstable (P > 0) region defines tﬁe‘cbnditions of tem-
perature and density for which the system will disassemble and this
region is also depicted in Figure 2.3.1.

To understand the conditions under which the system will
disassemble it is necessary to refer to Figure 2.3.2 which 1illus-
trates the functional dependence of the pressure on the density.
Focusing attention on the isentrope with S/A = 0 it is seen that for
normal nuclear density the pressure is zero as expected. Decreasing
density corresponds to decreasing pressure until a maximal negative
pressure point is reached, whereupon the pressure increases with
further decrease of the density. Once the pressure exceeds zero the
pressure of the system remains positive for all further decrements
in the density. Stable equilibrium is attained only when the
pressure is zero and where the energy is a local minimum. A system,
characterized by values of o and S/A, such that it is located along
the negative incompressibility portion of the isentrope (indicated
in Figure 2.3.2), will move toward the lower density, zero pressure
point. Once the system attains zero pressure it has acquired an
outward momentum and the energy is not a local minimum; hence the
system continues to expand until the density approaches zero (see

Figure 2.3.3). Therefore the boundary of the unstable zone is
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K<O REGION FOR 2 :0 ISENTROPE
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Figure 2.3.2.

UNSTABLE 2ONE
BOUNDARY

Prassure versus density is pietted for S/A = 0 and S/A # 0 isentropes to
illustrate the dynamical reasoning utilized in defining the unstable region
boundary. The negative incomprassibility region of the S/A=0 isantrope is
indicated to identity the partion of the isentrops for which the system will
evoive to lower densities and increasing pressure until the pressurs
becomes pastive. Since the pressure remains pasitive for all lower
densities the system is unstable. The unstabie region houndary deduced
from different isentropes was discussed for Figure2.3.1 (CUR83M) .
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The excitation energy per nucleon and pressure are shawn for a given
isentrope as a function of the density. The excitation energy extrema are
depicted and the corresponding zero pressure paoints to illustrate their
stable and unstable nature described in the text.
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defined by successive points of maximal negative pressure for
increasing isentropes (see Figure 2.3.2).

The system still possesses negative excitaiton energy and
therefore is 1ikely to disassemble into light bound clusters. Since
a deuteron is favored from entropy consideratiéns; but is. severely
disfavored energetically, it is most likely that the system witl

disassemble into slightly heavier fragments, most probably alpha

particles.

2.3.2 Experimentally Determinable Quantities

One experimentally determinable feature may be the relatively
rapid onset of deuteron and proton production. The region of insta-
bility encompasses a region of negative excitation energy which
indicates that the resultant breakup must produce bound clusters
consistent with the average negative excitation energy at the
unstable boundary. We note that the a-particle has an average
binding energy of 7.1 MeV/nucleon which is commensurate with the
average binding energy per nucleon of heavier nuclei and yet s
still favored by considerations of entropy. As the incident energy
is increased, the entropy and temperature also increase, Hhereby
increasing the average kinetic energy of the participants, | where
they become Tess off shell. Once the average negative excitation
energy s = 1 MeV/ nucleon, deuteron production becomes  feasible.
With a small additional investment of incident energy the indijvidual
nucleons will come on shell resulting predbminant]y in nucleon

production.
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- Another feature of the mechanical instability is the expected
marked difference between proton and heavy ion induced reactions.
Proton induced reactions prepare the system essentially at ChY i.e.
with no compression, whereas the heavy ion induced reaction may lead
to significant compression and a reduction ofhthé incident |energy
per nucleon necessary to traverse the boundary of the overstressad
region. |

Since proton induced collisions will not produce an “initial
compressed system, any subsequent oscillation would appear |to be
prohibited. One must note, however, that the oscillation occurs
because the system is at a nonequilibrium density. In a proton
induced collision, the entropy increases but the density remains
essentially constant. However, the equilibrium density for an| isen-
trope decreases as a function of increasing entropy. In | other
words, the equilibrium density of the new isentrope (S/A # 0) moves
out from under the point of normal nuclear density and zero entropy.

To adequately describe the behavior within this framework, the
system should have an entropy such that S/A < 2; the dynamics become
featureless for larger entropies (BER 81; BER 83). The intermediate
energy regime should therefore provide an ideal experimental testing

ground for such an instability.

2.3.3 Caveats
There are at least three obvious complicating factors |which

may obscure the manifestation of the mechanical instability in heavy

ion collisions.
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‘Firstly, damping will modify the conclusions (CUR 83b).
empirical full width at half maximum (FWHM) of the monopole e
tion is typically 4 MeV for an excitation energy of 15 MeV (YO
Let us define the damping constant T as the ratio of the full
at half maximum of the monopole excitation and thé excitation
of the oscillation. In Figure 2.3.1 the overstressed regi
redefined assuming that the damping constant remains fix
I =0.27 (reflecting T =0 damping) and is not a functi
temperature. Note that the minimum temperature required fo
system to reach the unstable region can be determined from in
tion contained in Figure 2.3.1. The minimum excitation energy
overstressed region occurs at the intersection of the overst
region boundary and the S/A = 0 isentrope. Since energy is
served, the line of constant energy can be followed to the bo
of the unstable region, allowing the corresponding temperature
deduced from the corresponding density and energy. The res
minimum observable temperature for a disassembly of this natu
5.5 MeV. This is the minimum amount of energy transferred fr
collective motion to the random thermal motion, consistent wi
damping deduced from the width of the monopole oscillation.
damping process also generates entropy, the minimum values of
can be calculated in a fashion similar to the minimum temper
the final entropy at the boundary of the unstable region is
Hence a mechanical instability generates a minimum temperatu

5.5 MeV and a minimum entropy of 0.9 prior to disassembly.
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minimum excitation energy of the overstressed region is 4.75 MeV

above the binding energy of normal nuclear matter (E=-16A MeV) and

p = 1.5 Pg+ The minimum incident energy required for an equal mass

projectile and target system is 4 times this excitation energy, i.e.

19A MeV. If this incident energy is 1nsuff?éient to _generate a

system of 1.5 pg then the experimental minimum will be even

larger

(CUR 83b). Initial entropies of greater than 2.0 appear to be much

less affected than lower values of the initial entropy; hence our

results do not contradict the cascade model calculations performed

at higher energies which predict that entropy remains essentially

constant during the expansion process (BER 81).

A second complication concerns possible coupling to the

con-

tinuum, more commonly referred to as evaporation. This process may

modify the conclusions on account of the fact that the evaporated

particles carry away energy and modify the density and entropy

profiles. Since the evaporation time is comparable to the expansion

time, the probability of evaporating a nucleon is significant

(CUR 83b). The evaporation also affects the treatment of damping,

leading to the following modification. The damping canstant

(r = 0.27) is attributable to both the damping and coupling to

the

continuum in approximately equal partitioning.  The monopole oscil-

Tation is a T =0, small amplitude phenomenon, while the

amplitude oscillation occurs at much higher temperatures; thus

Pauli Blocking factor is reduced hence further enhancing the

lision damping aspects. Thus, as we move generally upward on

large
the
col-

the
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enerdy and pressure versus density diagram it is anticipated
collision damping will become increasingly important.

Thirdly, there exists the possibility that a 1iquid-gas
transition may develop as we discussed in Section 2.2,
modifying the behavior expected 1in our simﬁ]e treatment |o

mechanical instability. -

2.4 Time Scales

2.4.1 Thermal Equilibration

First, we will obtain an estimate of the time required
thermalization and then compare this time to the time required
the system to disassemble based on experimentally determined ex

tion energies of monopole oscillations. Estimating the

that

phase
thus
f a

for
for
cita-

time

required for thermalization from the average velocity aof the

nucleons and the mean free path yields

o (—L1y 1
equil ~ (°°NN) Y (2

where NN (= 20 mb) is the average nucleon-nucleon Cross se
corrected for Pauli Blocking (DIG 80). The average velocity o
incoming projectile in the intermediate energy re
(20A MeV < Einc 5.190A MeV), s O.7vF 2 Vine = 1.6vF, while
average nucleon velocity of a target nucleon is = 0.8v..

F

V.2Vp s a reasonable value to assign v in eq. (2.4.1).

n

4.1)

ction
f the
gime,

the
Hence

The

density varies depending on the projectile; a minimum density of
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= = -3
P 00 0.17 fm

equilibrium time is

23
tequi]

will be considered here. The  resulting

23.107° sec (2.4.2)

which 1is less than or of the order of the nuclear transit time for

intermediate energy projectiles. -

Comparison of the derived equilibrium time estimate with the

compression and subsequent expansion times will indicate ‘whether

thermalization is relevant to the present discussion (CUR

83b).

Since a harmonic oscillator period is amplitude independent [it is

possible to draw an analogy between the small amplitude monopole

oscillation and the large amplitude oscillation encountered in the

compression and expansion phases of the participant region

heavy 1ion collision. More sophisticated calculations of the

of a

large

amplitude oscillation are in general agreement with the estimation

made here (CUG 84b). The energy associated with monopole oscilla-

tions in medium mass nuclei is (YOU 81),

Emonopo]e z hwo = 15 MeV (

resulting in a half oscillation period,

= .10722
Tmonopole = ag z 1.4 -10 sec

——

which is consistent with cascade estimates of disassembly
(KRU 83). Note that the thermal equilibration may also take

along the compression phase of the oscillation.

2.4.3)

2.4.4)

times

place
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" Since the thermal equilibration time is a factor of 10 smaller

than the corresponding oscillation period of the system, the thermal

models are not inconsistent with the time scales associjated with the -

deéay of the participant region.

2.4.2 Chemical Equilibration’

As we discussed previously, it is also possible that during

the process of rarefaction, following the initial compression

system may enter a state of Tower than normal nuclear density,

, the

where

the conditions of temperature and density necessary for a 1iquid-gas

coexistence may develop. If heavy ions are to be adequate probes of

these states, two conditions must be satisfied: the thermalilzation

time and the time necessary for this state to develop must be

less

than or of the order of the disassembly time. Firstly, we assume

that the system has a sufficiently short mean free path to allow the

system to equilibrate in a time commensurate with the collision time

of the heavy ijons (see the preceding section).  Secondly, any

transition, for example a liquid-gas phase instability,

phase

must

establish itself prior to disassembly if it is to have a discernible

experimental consequence. It is important therefore to estimate the

time scale for the system to disassemble and to compare it with the

time scale necessary for the establishment of'chemical equil

(CUR 83b).

If a "chemical" instability, such as a 1iquid-gas phase 1

brium

nsta-

bility, 1is to exist there must be sufficient time for equilibration

to be established across the phase boundary. The time require

xd for
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this equilibration to occur is of the same order as the evaporation
time. To estimate the evaporation time we use the expression
characteristic of thermionic emission. Thus, the current density
can be expressed as (BLA 74),

o W/T - (2.4.5)

2
J==0-T°(1-r)
25573
where r is the quantum mechanical reflection coefficient (taken as
0), W is the work function (taken between O MeV and 8 MeV), land T

is the temperature. By definition

where A is the surface area of the emitting source. If we set
Aq = e (equivalent to the emission of one nucleon) then at = Tevap"
Assuming a spherical geometry, so that A = 41rR2 where R = 3.5 |fm as
determined from the participant-spectator model for intermediate
impact parameters (SCO 81) and consistent with determinations | from

pion interferometry measurements (NAG 81), the evaporation time for

a single nucleon is found to be,

£ 3.5 x10780 L WT ey (2.4.7)

Tevap 2

The resulting values are given in Table 2. The values for

W =28 MeV are in good agreement with results deduced from empijrical
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Table 2. Nucleon evaporation times as a function of temperature
assuming work functions of 8 MeV and 0 MeV.

T (MeV) 5 10 15 20

t (x107%% sec), W = 8 Mev 6.9 0.78 0.27 | 0.13

t (x10°%2 sec), W = 0 Mev 1.4 0.35 - 0.16 0.09
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fits to the measured widths of compound nuclei for A = 20-100

(BOH 70). Comparing the evaporation time with the time required for

disassembly we find that for T 2 8.1 Mey (henceforth referred to

as the breakeven temperature for W = 8 MeV) the liquid-gas | phase

instability may develop. The range of breakeven temperatures,

deduced from work functions of 0 MeV and 8 MeV, are given in Table 3

as a function of sequential evaporation times required to achieve

chemical equilibrium.

Since the 1liquid-gas phase instability exists only for

tem-

peratures below the critical temperature and above the breakeven

temperature, it 1is likely that if the breakeven temperature

were

higher than the critical temperature, the Tiquid-gas instability

would never develop. The critical temperature of 20 MeV, predicted

in (CUR 83a), assumed a binding energy per nucleon in nuclear matter

of 16 MeV compared to the phenomenological binding energy

nucleon of 8 MeV for finite nuclei. A more thorough treatment

this question and of effective mass considerations is given

per
of

in

(JAQ 84), where it is shown that in finite nuclei the predicted

critical temperature lies between 8.1 MeV and 13.4 MeV depending on

the choice of effective mass. Thus for temperatures above 8 MeV the

liquid-gas instability may develop and there is sufficient time for

it to do so.

A more thorough treatment is given by Cugnon (CUG 84b) where

the incompressibility is allowed to vary as a function of the

sity. The times for the decompression phase alone are,

den-
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Table 3. Breakeven temperatures as a function of the number of
sequential evaporations and the work function. The
numbers in parentheses are breakeven temperatures |deter-
mined from an estimate of the time scale of = 5-10722 sec

(CUG 84b).
Minimum Maximum _
No. of sequential Th.e. (MeV) - Th.e. |(MeV)
evaporations (W =0 Mev) (W =8 MeVv)
1 5.0 (2.6) 8.1 (b.5)
3 8.7 (4.6) 12.1 (7.7)

10 15.8 (8.4) 19.4 (11.8)
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e ng . 1a=22
texpansion #3-5-107 sec (

which are approximately a factor of 2-3 times larger than | i

2.4.8)

n the

harmonic oscillator approximation. This is expected since, by

definition, the unstable solution must enter tHe region where
i.e. where the restoring force will become zero. Thus the "os

tion" period tends to infinity, whereas in the harmonic osci

K <0,
cilla~

1lator

approximation, K 1is a constant determined by the curvaturé|of the

isentrope at the equilibrium density, - which in the monopole |example

is K (p = po) = 210 MeV.  The breakeven temperatures are calculated

(CUR 83b) for several cases utilizing the results obtained when

these effects are incorporated. It is interesting to note from

Table 3 that emission could occur (without damping) at T = 2.6 MeV.

Collision damping has been neglected throughout this |discus-

sion.  As mentioned earlier, damping will not alter the defii

of the unstable region, however it will alter the definition
overstressed region. A simple approach to the problem begins
the equation for a damped, nondriven oscillator,
. . 2.
X +yx +wpx =0 (

where

X =g - pmin(S)

nition
of the

with

2.4.9)

and y is the viscous damping coefficient. In addition, we define
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=
1]

where T is the damping coefficient (assumed constant) and

frequency of the undamped harmonic oscillator.

The damping factor results in an enhancement of the time

required for the system to reach the breakup region. The enhance-

ment factor is

At =1 - 1(T=0)= [(1+ % fZ)l/Z -1 (T =0)

resulting in an enhancement of about 37%. Since Pauli B]

decreases with increasing temperature, the damping constant

(2.4.10)

ocking

should

also increase, further increasing the time available for chemical

equilibration. The effects of different damping constants are tabu-

lated in Table 4.

In concluding this section, it is interesting to note that

recent TDHF calculations, which are much more sophisticated tt
simple treatments given here, show a fragment clustering tha
signal droplet formation setting in at times of = 48 {

1.6 - 10722 sec (STR 84).

an the
t may

fm/c or
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Table 4. Breakeven temperatures  for various values OI the

normalized damping constant ang work function a suming
emission of a single nucleon.
T/t (T = 0) 0 5 o 10 20
= ) . . .8
Tbreakeven (MeV), W = 8 Mev 8.1 7.6 ) 6.9 5.
= . . 2.9
Tbreakeven (MeV), W = 0 Mev 5.0 4.6 3.9




CHAPTER 3

OTHER THEORIES AND COMPLICATING FACTORS

3.1 Introduction

In this chapter, we focus on other theories which pr

complex fragment yields. These approaches do not rely on
mechanical and chemical instabilities characteristic of the the
described in the previous chapter.  Complicating effects which
experimental measurements difficult to interpret are also discy
Firstly, the conventional statistical models are described.
single phase thermal and coalescence model assumptions and pr
tions are stated. Although these models give similar predict
they are based on different physical interpretations which
explored. These approaches are followed with a descriptio
binary reactions. In particular, compound nucleus fissio
described and the basic predictions are given. Thirdly, the
shattering model is considered. This two step dynamical pfoce
explained and the assumptions inherent in the yield predictions
given. A contrast between the predictions of complex fra
yields of this model and the macroscopic liquid-gas model is po
out. Finally, complicating factors which obscure the ready i
Pretation of experimental results with the theories curr

available are considered. Coulomb tunneling effects are pred

65
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and their characteristic behavior compared to the data. Alt

.the system "freezes out" as it expands which, as we note

hough

d 1in

Chapter 2, indicates that the fragments no longer interact, sequen-

tial decays can continue to change the primary distribut
Therefore, these effects are also touched upon.b A discussio

in-medium effects is also given in this section. .

3.2 Conventional Statistical Models

3.2.1 Classical Single Phase Thermal Model

If the incident energy is sufficiently large (E > 400A

ions.

n of

MeV)

the emission in the source rest frame may be adequately described by

a Boltzmann distribution. In the momentum representation (MEK
d3N (up-p)/T
A _ J% g,e A A (3
dpg h A

81),

2.1)

where 9a is a spin degeneracy factor, A is the mass of the composite

fragment, and Z, N are the number of protons and neutrons
respectively.
Assuming
My = Nun + Zup €y = Nsn + Zsp
MA = NMn + ZMp (3.2.2)
= A =
Pa pp pp momentum of a proton

we obtain




Ny oy (Zup+Nu T -ep/T
3 3% e
dpA h ‘
3.2.3)
- /T -e /T
= p Z n
h3 95 Ape ) (Ane ) /
y <h3 d3Np 2{ .3 d3Nn N
= e g —— @ . .
h3 A Vgp dpg Vgn dpg

Furthermore, it is assumed that the momentum distributions of neu-
trons and protons are identical apart from a constant scale factor,

R which reflects the ratio of neutrons to protons present in the

np’
system. Thus,

3
d°N 341 ¢ N
AL (AL B
(%) np< ) 3.2.4)

3.2.2 Coalescence Model

In contrast to the single phase gaseous thermal model @f the

preceding section, we now explore a coalescence model predic*ion of
complex fragment production. A comparison is made between %he two
|

models at the end of this section. %

The coalescence model is based on the assumption th?t any
proton and neutron emitted with a relative momentum less thanipo(d),
the maximum coalescence momentum consistent with deuteron produc-

tion, will coalesce to form a deuteron. Similarly, if a pro#on and
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two neutrons are emitted whose relative momenta all lie wit
sphere of radius po(t), the maximum coalescence momentum cons
with triton production, a triton will be formed. If all comp
are formed in this manner then the coalescence radii are in
properties of the composite pﬁoduced and are indépéndent of th
of the projectile and target. -

The predicted distribution of this theory (MEK 81) is

PN N GdA B\ A

NN [N PN N GmRg) T [N :
dpg L, + Zp Z!N! dpg
where
Nt = number of neutrons in the target
Np = number of neutrons in the projectile
Zp = number of protons in the projectile
Zt = number of protons in the target

N = number of neutrons in the composite
= number of protons in the composite

A = number of nucleons in the composite .

Caution must be used when interpreting the coalescence n
Po> since it contains at least two implicit factors. For tw
ticles to form a deuteron the spin assignments must also be co
Most Tight nuclei have no bound excited states, and therefor
portion of randomly oriented spins having the correct combin

A

to form a ground state composite is (2S5 + 1)/2". Thus we may

hin a
istent
osites
herent

e size

3.2.5)

adius,
0 par-
rrect.
e the
ations

define
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a "new" coalescence radius (50) which has the geometrical fa

removed in the following manner:

(ro)'h = 47 - (B (At (3

Thus we arrive at a result similar to the thermodyna

model, i.e.

4 .3\A-1 /3
N(Z,N) <N M >N.A3. (2s +1) . (3"P0) .<d %)
3 Z, + 17 A LIN! 3
d
P p 2 dp, /
(3

Figures 3.2.1a and 3.2.1b contrast the different phy
interpretations of the related volumes in the two models.
coalescence volume (50 = h/[27L] from the uncertainty princip]
characteristic of the composite system formed, whereas the th
freeze out volume is the volume at which the mean free path
participant is commensurate with size of the system, i.e. the
ticipants no longer collide and exchange energy and momentum.

Both the single gaseous and coalescence models predict
the cross section for producing a fragment of mass A depends<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>