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ABSTRACT

β-DECAY TOTAL ABSORPTION SPECTROSCOPY AROUND A = 100-110
RELEVANT TO NUCLEAR STRUCTURE AND THE ASTROPHYSICAL R PROCESS

By

Alexander Connor Dombos

This dissertation details the initiation of a new experimental program to study β decay

that is now in use at the National Superconducting Cyclotron Laboratory and will be an inte-

gral part of the science conducted at the Facility for Rare Isotope Beams. This experimental

program studies the β-decay properties of nuclides relevant to the astrophysical r process

with the total absorption spectroscopy technique. Descriptions of r-process nucleosynthesis,

an overview of β decay and γ decay, the experimental setups, and analysis procedures are

included in this dissertation.

This dissertation contains the commissioning experiments of this experimental program.

These commissioning experiments were performed at the Coupled Cyclotron Facility at the

National Superconducting Cyclotron Laboratory and combined charged-particle detection

using silicon detectors and γ-ray detection using a segmented total absorption spectrometer

called the Summing NaI(Tl) (SuN) detector.

The commissioning experiment with a thermalized beam examined the β decay of 76Ga.

The extracted β-decay half-life agrees with previously published values. However, the ex-

tracted β-decay feeding intensity distribution disagrees with the existing decay scheme at

the National Nuclear Data Center. The extracted distribution provided experimental data

in the A = 76 mass chain. This experimental data can constrain nuclear structure models

that calculate nuclear matrix elements for neutrinoless double-β decay.

The commissioning experiment with a fast beam studied neutron-rich nuclides in the



A = 100-110 mass region. This experiment was the first-ever application of the total ab-

sorption spectroscopy technique with a fast beam produced via projectile fragmentation.

β-decay half-lives were extracted for 99Y, 101Zr, 102Zr, 102mNb, 103Nb, 104mNb, and 109Tc.

Overall, the extracted half-lives agree with previously published values. Additionally, the

β-decay feeding intensity distributions and B(GT) distributions were extracted for 101Zr,

102Zr, and 109Tc. The extracted distributions were compared to QRPA calculations, which

are commonly used to provide β-decay properties in r-process reaction network calculations.

In these comparisons, none of the QRPA calculations were able to reproduce the extracted

distributions. The extracted distributions were compared to another set of QRPA calcula-

tions in an attempt to learn about the shape of the ground state of the parent nucleus. For

101Zr and 102Zr, calculations assuming a pure shape configuration (oblate or prolate) were

not able to reproduce the extracted distributions. These results may indicate that some type

of mixture between oblate and prolate is necessary to reproduce the extracted distributions.

For 109Tc, a comparison of the extracted distribution with QRPA calculations suggests a

dominant oblate configuration.
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Chapter 1

Introduction

1.1 Nuclides

The atomic nucleus is composed of nucleons (protons and neutrons). A nuclide is defined

by a unique combination of proton number (or atomic number, Z) and neutron number (N).

The notation for a nuclide is A
Z XN where A is the mass number (number of nucleons), Z is the

atomic number, X is the chemical symbol for the element (defined by the atomic number),

and N is the neutron number. Isotopes are nuclides that contain the same atomic number

but different neutron numbers, isotones are nuclides that contain the same neutron number

but different atomic numbers, and isobars are nuclides that contain the same mass number.

Figure 1.1 shows the chart of the nuclides, which is a common graphic representation to

display unstable and stable nuclides. Out of the more than 7000 nuclides that are predicted

to exist, only a little more than 3000 have actually been observed. Of those nuclides that

have been observed, less than 300 are stable. The rest are unstable and will decay by various

processes until reaching a stable nuclide. The stable nuclides form the valley of stability.

In atoms, completely filled shells of electrons correspond to enhanced stability. Com-

pletely filled electronic shells correspond to the noble gases, where the first ionization energy

(the energy required to remove an electron from the atom) is a local maximum. Immedi-

ately following (meaning, increasing Z by 1) a noble-gas element, there is a relatively large
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Figure 1.1: Chart of the nuclides. Each shaded cell is an individual nuclide, defined by a
unique combination of atomic number (Z) and neutron number (N). The stable nuclides are
black, the unstable nuclides that are experimentally known to exist are dark gray, and the
unstable nuclides that are predicted to exist according to the FRDM (2012) [3] mass model
are light gray. An unstable nuclide is predicted to exist if both the one-proton separation
energy (the energy required to remove a proton from the nucleus) and one-neutron separation
energy (the energy required to remove a neutron from the nucleus) are greater than zero. In
other words, an unstable nuclide is predicted to exist if the spontaneous emission of nucleons
is energetically forbidden. The black, dotted lines indicate magic numbers that correspond
to closed shells of nucleons.
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decrease in the first ionization energy. A similar phenomenon is also observed for nucleons.

Nucleons fill single-particle states, and groups of single-particle states with similar energies

form shells. Separate shells exist for protons and neutrons. Completely filled shells corre-

spond to enhanced stability. Immediately following a completely filled shell (a closed shell),

there is a relatively large decrease in the amount of energy required to remove a nucleon from

the nucleus. For example, at a neutron closed shell, the one-neutron separation energy (the

energy required to remove a neutron from the nucleus) is a local maximum. Immediately

following the neutron closed shell, there is a relatively large decrease in the one-neutron sep-

aration energy. Similarly, the neutron capture cross section (the probability for the nucleus

and a neutron outside of the nucleus to merge together) at a neutron closed shell is relatively

small.

The nuclear shell model [26, 27, 28, 29, 30, 31] describes the configuration of single-

particle states for nucleons and successfully predicts where closed shells occur for protons

and neutrons. Closed shells for protons and neutrons occur at “magic numbers” and are

labeled in the chart of the nuclides in Fig. 1.1. The magic numbers for protons and neutrons

are 2, 8, 20, 28, 50, and 82. There is an additional magic number for neutrons at N = 126.

These magic numbers can change and evolve far from stability.

1.2 Abundances

One goal within the field of nuclear astrophysics is to explain the origin of the nuclides in the

solar system. A necessary first step in achieving that goal is making a detailed inventory of

the nuclides that exist in the solar system. One example of an inventory that scientists use

is an abundance distribution (or abundance pattern). The solar system abundance pattern
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displays the amount of each element or isobar in the solar system.

The amounts (or abundances) of the elements in the solar system are typically obtained

from two independent and complementary sources [32]. One source for elemental abun-

dances is absorption spectroscopy of the Sun’s photosphere. In this case, the presence of an

absorption line in the absorption spectrum indicates the presence of an element (different

elements have different absorption lines), and the magnitude of the absorption line leads to

inference of the abundance (for example, a relatively large magnitude indicates a relatively

large abundance). Because the Sun accounts for almost all of the mass in the solar system,

the abundance pattern of the Sun is considered to be representative for the entire solar

system. In addition, the current abundances from absorption spectroscopy are believed to

reflect the abundances at the formation of the solar system [32]. Another source for elemen-

tal abundances is mass spectrometry of meteorites called CI chondrites (the “C” stands for

“carbonaceous” and “I” indicates the geological type locality). Out of the different types of

meteorites, CI chondrites have been modified the least by chemical and physical processes

since the formation of the solar system [32]. Only five CI chondrites have been identified [4].

The elemental abundances obtained from CI chondrites are generally more accurate than

those obtained from absorption spectroscopy [32, 4]. Nevertheless, the abundances obtained

from both sources are generally in good agreement. For example, the abundances of 56

elements can be obtained from both sources. Out of the common 56 elemental abundances,

the relative abundances of 41 elements from both sources agree within 15% [4].

For each element, a recommended abundance is chosen from one of the two sources, an

average value of both sources, or a theoretical value [4]. Once the elemental abundances have

been obtained, isotopic abundances of the solar system are obtained using isotopic compo-

sitions as found on Earth (see Sec. 2.5 of Ref. [4]). For example, Ref. [33] contains these
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isotopic compositions. Finally, one way of expressing abundances is with the cosmochemical

scale, which normalizes silicon to 106 atoms (see, for example, Fig. 1.2).

1.3 Nucleosynthesis

Nucleosynthesis refers to all the different processes that produce nuclides. Many nucle-

osynthesis processes were first outlined in 1957 by Burbidge, Burbidge, Fowler, and Hoyle

(referred to as the B2FH paper) [34]. While the nucleosynthesis processes described in the

B2FH paper have been revised since 1957, this seminal work provides a foundation for the

current theory of nucleosynthesis.

The top panel of Fig. 1.2 shows the solar system abundance pattern. All features in

the abundance pattern can be explained with different nucleosynthesis processes. Big Bang

nucleosynthesis produced mostly hydrogen and helium, and small amounts of 2H, 3He, and

7Li. Nuclear fusion inside of stars is mostly responsible for the production of nuclides with

12 ≤ A ≤ 56. Material undergoing nuclear statistical equilibrium and then cooling (as

happens in type Ia supernovae and core-collapse supernovae) is mostly responsible for the

production of nuclides within the iron peak (50 . A . 62). The nucleosynthesis processes

that produce heavier nuclides will be discussed in the following section.

1.3.1 Nucleosynthesis Beyond the Iron Peak

Beyond the iron peak, the Coulomb barrier is insurmountably large and fusion is endother-

mic. Nucleosynthesis beyond the iron peak instead proceeds with a γ-induced process and

two neutron-induced processes. These three processes do not have a Coulomb barrier because

γ rays and neutrons are electrically neutral. Historically, these three processes have received
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Figure 1.2: Abundances of nuclides in the solar system and the processes responsible for
their production. The top panel shows the decomposition of the abundances by both parity
of mass number and production mechanism. In the top panel, various nuclides are labeled.
The bottom panel shows the decomposition of the abundances beyond the iron peak into
the individual abundance patterns of the p process, s process, and r process. In the bottom
panel, different features arising from nuclear structure are labeled in the abundance patterns
of the s process and r process. Both panels use the cosmochemical scale, which normalizes
silicon to 106 atoms. The abundance data is from Ref. [4] (solar system), Ref. [5] (p process),
Ref. [6] (s process), and Ref. [7] (r process).
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the most attention because they are most likely the dominating nucleosynthesis processes

beyond the iron peak. However, there may be additional processes. The γ-induced process

is the p process [5], and the two neutron-induced processes are the slow neutron-capture

process (s process) [35, 36] and rapid neutron-capture process (r process) [7]. The solar

system abundance patterns of these three processes are shown in the bottom panel of Fig.

1.2. A schematic illustration of the operation of these three processes in the chart of the

nuclides is shown in Fig. 1.3. Regarding possible additional processes, some authors have

proposed, for example, the intermediate neutron-capture process (i process) [37].

The p process is responsible for producing the 35 neutron-deficient stable nuclides that

cannot be produced by the s process or r process. During the p process, photodisintegration

reactions occur on existing seed nuclei. The photodisintegration reactions include (γ, p),

(γ, n), and (γ, α) reactions. Because these γ-induced reactions are integral to the p process,

some authors instead use the term γ process instead of p process. The seed nuclei are

produced in the s process and/or r process.

As shown in Fig. 1.3, two of the 35 nuclides that can only be produced in the p process

are 78Kr and 84Sr. In this case, 78Kr is produced by a series of (γ, n) reactions on the seed

nucleus 80Kr. Similarly, 84Sr is produced by a series of (γ, n) reactions on the seed nucleus

86Sr. The schematic illustration in Fig. 1.3 neglects the possibility of 78Kr and 84Sr being

produced in a more complex series of photodisintegration reactions and β+ decay.

As shown in the bottom panel of Fig. 1.2, the contribution from the p process to the

solar system abundance pattern is much less than the contribution from the s process or r

process. However, the p process is an active area of research because uncertainties exist in

the astrophysical site as well as the nuclear physics input. Concerning the nuclear physics,

uncertainties exist in the cross sections (the probability for a reaction to occur) for the
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photodisintegration reactions. Researchers are currently trying to reduce these uncertainties

by measuring cross sections for relevant (p, γ) and (α, γ) capture reactions [38, 39, 40, 41, 42,

43, 44]. From the capture-reaction measurements, the cross sections for the inverse reactions

(the photodisintegration reactions) are obtained using the reciprocity theorem (also known

as detailed balance).

The bottom panel of Fig. 1.2 shows that the s process and r process contribute approx-

imately equally to the solar system abundance pattern. Because the p-process contribution

to the solar system abundance pattern is relatively small, the s process and r process each

contribute approximately half to the total abundance of stable nuclides beyond the iron peak.

However, these two neutron-induced processes occur in different astrophysical environments

and on different timescales.

The s process occurs in asymptotic giant branch (AGB) stars. This type of star is

formed in a late phase of stellar evolution for low-mass stars. During this phase, neutrons

are primarily produced from two sources. One source is the 13C(α, n)16O reaction, which

results in a neutron density between 106 and 108 neutrons/cm3 [36]. The other source is

the 22Ne(α, n)25Mg reaction, which results in a neutron density up to 1010 neutrons/cm3

[36]. The s process occurs on the order of thousands of years and is divided into a “weak”

component (producing nuclides with A . 90), a “main” component (producing nuclides with

90 . A . 205), and a “strong” component (producing nuclides with A & 205). These three

components differ in the average number of neutrons captured per seed nucleus.

In the s process, the timescale for neutron capture τn is generally much longer than

the timescale for β− decay τβ . That is, τn � τβ . In other words, an unstable nuclide

produced from neutron capture will undergo β− decay before capturing another neutron. In

this sense, neutron capture is “slow” compared to β− decay, hence the name slow neutron-
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capture process. A representative path for the s process is shown in Fig. 1.3. Some nuclides,

such as 82Kr, can only be produced in the s process. These nuclides are shielded from the

r process by stable nuclides. For 82Kr, the stable nuclide 82Se acts as a shield from the r

process (see Fig. 1.3). The path of the s process proceeds close to the valley of stability, and

is never more than one unit away from stability. As mentioned in Sec. 1.1, magic numbers

of nucleons correspond to enhanced stability. At the magic number N = 50 in Fig. 1.3, the

neutron capture cross section is relatively small. This means the probability of capturing

a neutron is relatively small at N = 50. As a consequence, the abundance accumulates at

magic numbers such as N = 50, resulting in peaks in the solar system abundance pattern.

The neutron magic numbers at N = 50, 82, and 126 produce local maxima in the solar

system abundance pattern that are attributed to the s process at A ≈ 88, ≈ 138, and ≈

208, respectively (Fig. 1.2).

Unlike the s process, in the r process the timescale for neutron capture τn is much shorter

than the timescale for β− decay τβ . That is, τn � τβ . In other words, an unstable nuclide

may capture many neutrons before undergoing β− decay. In this sense, neutron capture

is “rapid” compared to β− decay, hence the name rapid neutron-capture process. Rapid

neutron capture requires a relatively large neutron density, with typical values ranging from

1024 to 1028 neutrons/cm3. A representative path for the r process is shown in Fig. 1.3. The

path of the r process proceeds far from the valley of stability and involves many neutron-

rich nuclides. Creating heavy, unstable nuclides with neutron capture during the r process

occurs on the order of seconds. When there are no more neutrons to be captured, the

unstable nuclides produced during the r process will undergo β− decay back to the valley of

stability. An example of a nuclide that can only be produced in the r process is 76Ge (see

Fig. 1.3).
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As happens in the s process, the matter accumulates at neutron magic numbers during

the r process. However, the reason for the accumulation in the two processes is different.

In the environment in which the r process takes place, there are high-energy γ rays that

can cause photodisintegration reactions. When a nuclide at N = 50 captures a neutron,

a photodisintegration reaction has a very large probability to occur, bringing the nuclide

back to the neutron magic number. This is because the photodisintegration cross section

immediately after a neutron magic number is relatively large. As a result, the nuclides at

neutron magic numbers act as “waiting points,” in that the r process must wait for β− decay

in order to continue onto the next isotopic chain. At a given neutron magic number, the

r process encounters a larger range of atomic numbers at smaller mass numbers compared

to the s process (for example, see Fig. 1.3). This results in local maxima in the solar

system abundance pattern that are broader and at smaller mass numbers compared to the

s process. The neutron magic numbers at N = 50, 82, and 126 produce local maxima in the

solar system abundance pattern that are attributed to the r process at A ≈ 80, ≈ 130, and ≈

195, respectively (Fig. 1.2). Another structure that appears in the solar system abundance

pattern that is attributed to the r process is the “rare-earth peak” at A ≈ 160 [45]. The

formation of this structure is sensitive to physics at the late stages of the r process when

nuclides undergo β− decay back to the valley of stability.

Because the s process occurs close to the valley of stability, the relevant neutron capture

cross sections can be experimentally measured. The nuclear physics for the s process is

therefore generally well understood and theoretical models can successfully reproduce the

s-process solar system abundance pattern. Given this success, the r-process contribution to

the solar system abundance pattern is obtained by subtracting the s-process contribution

from the solar system abundance pattern [46]. Due to this subtraction, the r-process solar
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system abundance pattern is actually a “residual” abundance pattern.

1.4 r process

Of all the nucleosynthesis processes described in Sec. 1.3, this dissertation focuses on the r

process. The r process is one of the nucleosynthesis processes described in the B2FH paper

[34]. In the six decades that have passed since this pioneering work was published, theoretical

models are unable to reproduce the r-process solar system abundance pattern (bottom panel

of Fig. 1.2). This inability is due to uncertainties in the astrophysical environment and the

nuclear physics properties of nuclides relevant to the r process.

1.4.1 Astronomical Observations

Astronomical observations of old stars in certain parts of the Milky Way Galaxy provide

important information about the r process. One way to classify stars is by their composition.

Specifically, stars may be classified by their metal content (or “metallicity”). In this case, a

metal is any element heavier than hydrogen and helium. The first stars formed approximately

100 million years after the Big Bang [47]. These stars formed out of the hydrogen and

helium from the Big Bang, were massive, quickly underwent stellar evolution, and exploded

as supernovae [48]. The lifetime for these hypothetical “Population III” stars was only a

few million years. When these stars exploded as supernovae, they enriched the interstellar

medium with metals. Forming out of the enriched interstellar medium were “Population

II” stars. Compared to Population III stars, Population II stars are less massive and have

longer lifetimes (greater than 10 billion years) [48]. Due to their long lifetimes, some of

these stars can still be observed this current day. Finally, there are “Population I” stars,
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such as the Sun, which formed out of the interstellar medium further enriched by multiple

nucleosynthesis events from Population II stars. Population I stars therefore have a higher

metal content than Population II stars. In general, metallicity correlates with the age of a

star. The older the star, the lower the metallicity for that star. The younger the star, the

higher the metallicity for that star. Furthermore, stars are found in different parts of the

Milky Way Galaxy, which is organized into a flat disk, a spherical bulge at the center, and

a surrounding spherical halo.

The halo of the Milky Way Galaxy contains Population II stars. These stars are called

metal-poor halo stars [6, 48, 49, 47, 50]. They are metal-poor because they contain less

than 1% of the Sun’s iron abundance. A small subset of these metal-poor halo stars show an

enrichment or enhancement in the abundances of neutron-capture elements (Z > 30) relative

to non-neutron-capture elements (Z < 30). For example, approximately 3-5% show a strong

enhancement of r-process elements (known as r-II stars) and approximately 14% show a

mild enhancement of r-process elements (known as r-I stars) [51]. Figure 1.4 shows the

elemental abundances for ten metal-poor halo stars (specifically, r-I and r-II stars) compared

to the r-process solar system abundance pattern. For 56 ≤ Z < 83, the relative abundance

patterns for these r-I and r-II stars agree with each other and contain the same relative

abundances as the r-process solar system abundance pattern. That is, the r-process solar

system abundance pattern can be scaled to match the abundance patterns for the r-I and

r-II stars. More examples of this phenomenon for r-I stars may be found in Ref. [52]. This

similarity is remarkable given that these stars have different formation histories. Recall that

the Sun is relatively young and formed out of the interstellar medium that was enriched by

many nucleosynthesis events. Meanwhile, the r-I and r-II stars are relatively old, scattered

throughout the halo, and formed out of the interstellar medium that was enriched by only
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one or two nucleosynthesis events. The similarity in the abundance patterns suggests that

the r process is a “universal” process and produces a “universal” abundance pattern (for 56

≤ Z < 83). In other words, regardless of when and where the r process occurs, the r process

operates in a consistent manner and always produces the same elements in the same relative

amounts (for 56 ≤ Z < 83).

While the relative elemental abundances for r-I and r-II stars agree with each other

and the r-process solar system abundance pattern for 56 ≤ Z < 83, there is more scatter

for the lighter neutron-capture elements (Z < 49). Possible explanations for this scatter

include observational uncertainties, multiple sites or components for the r process [53, 54],

or additional nucleosynthesis processes [55, 56]. Regarding the possibility of multiple sites

or components for the r process, a “weak r process” would produce nuclides with A .

130 (corresponding to the lighter neutron-capture elements) and a “main r process” would

produce nuclides with A & 130 (corresponding to the heavier neutron-capture elements) [6].

This dissertation focuses on the mass region relevant to the weak r process.

The r-I and r-II stars provide other important information about the r process. One

detail is that because r-I and r-II stars are relatively old, the r process was happening early

in the history of the universe in order to enrich the interstellar medium out of which those

stars formed. None of the enrichment in r-I and r-II stars could have been from the s

process because not enough time had passed to reach the AGB phase necessary for s process

nucleosynthesis. Another detail is that because only approximately 3-5% of metal-poor halo

stars are r-II stars, the r process is a relatively rare process.
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Figure 1.4: Elemental abundances in ten metal-poor halo stars (specifically, r-I and r-II
stars). Markers of the same type and color correspond to the same r-I or r-II star. The solid
blue lines are the r-process solar system abundance pattern. The only difference between
the blue lines is a scaling factor. The scaling factor is obtained by normalizing the europium
abundance in the r-process solar system abundance pattern to that in the r-I or r-II star.
Europium is chosen due to being an r-process element. Figure adapted from Ref. [8].
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1.4.2 Astrophysical Sites

The r process requires a neutron-rich environment. Of the many sites that have been pro-

posed for the site of the r process, two sites have received the most attention. These two

sites are core-collapse supernovae and the compact-object mergers [57].

1.4.2.1 Core-collapse Supernovae

A core-collapse supernova occurs when the iron core of a massive star undergoes gravitational

collapse. The remnant from this event is a proto-neutron star, which cools by releasing a

large amount of energy in the form of neutrinos. The neutrinos deposit energy on the surface

of the proto-neutron star, which drives material off the surface of the proto-neutron star.

This outflow of neutrinos and material from the surface of the proto-neutron star is called

the neutrino-driven wind [58, 59]. The material driven from the surface is initially in the

form of free nucleons. As the material expands and cools, some nucleons combine into α

particles, which in turn combine to form seed nuclei for eventual neutron capture reactions.

As the material further expands and cools, the seed nuclei rapidly capture neutrons from

the large abundance of free neutrons, forming r-process nuclides.

The neutrino-driven wind from a core-collapse supernova initially was favored as the site

of the r process. One reason for being favored concerns the observations of metal-poor halo

stars described in Sec. 1.4.1. The massive Population III stars quickly underwent stellar evo-

lution, and some would have become core-collapse supernovae. If the r process occurred in

the neutrino-driven winds from these core-collapse supernovae, then the interstellar medium

would have quickly been enriched with r-process elements. This would explain the abun-

dances that are observed in r-I and r-II stars. However, recent simulations of neutrino-driven

winds have had difficulty in producing the most neutron-rich nuclides associated with the r
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process [60]. These simulations have shown that the conditions do not appear to be suffi-

ciently neutron-rich to produce nuclides associated with the third peak at A ≈ 195 (see Fig.

1.2). Instead, these simulations only produce nuclides with A . 130 (associated with the

lighter neutron-capture elements). Therefore, the neutrino-driven winds from core-collapse

supernovae could be a site for the weak r process mentioned in Sec. 1.4.1.

1.4.2.2 Compact-object Mergers

A compact object may be either a neutron star or a black hole. While the merging of a

neutron star (NS) and black hole could be a potential site of the r process [61], this section

will only consider the merging of two neutron stars (hereafter referred to as a NS-NS merger)

[62]. Figure 1.5 shows a NS-NS merger. As the two neutron stars approach each other, they

become deformed from gravity and neutron-rich material is ejected from the merging system.

Gravitational waves are also generated. The ejected material is called dynamical ejecta [63].

One origin of dynamical ejecta is the tidal tails, as shown in Fig. 1.5. As the name implies,

the tidal tails form as a result of tidal forces. Another origin of dynamical ejecta is the

contact interface of the two neutron stars. In any case, the dynamical ejecta is flung out

into space, and, similar to the case described for core-collapse supernovae in Sec. 1.4.2.1,

the ejecta expands and cools, and seed nuclei are formed which can then rapidly capture

neutrons [64].

The dynamical ejecta is very neutron-rich. Therefore, simulations of the r process in

NS-NS mergers can easily produce nuclides associated with the third peak at A ≈ 195 (see

Fig. 1.2). In addition, simulations show even heavier nuclides are produced. These heavier

nuclides are susceptible to fission (spontaneous fission, neutron-induced fission, and β-delayed

fission). When these nuclides fission, the resulting fragments can themselves capture neutrons
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Figure 1.5: Snapshot of a simulation of a NS-NS merger. The color indicates the magnitude
of the magnetic field (the lighter the color, the larger the magnitude of the magnetic field).
The two neutron stars are in the center, surrounded by dynamical ejecta in the tidal tails.
Figure adapted from Refs. [9, 10].
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and eventually become susceptible to fission. This repeating cycle of fission and neutron

capture is called “fission recycling” or “fission cycling.” Simulations show that if fission

cycling occurs, the r-process abundance pattern is “robust.” That is, the abundance pattern

is insensitive to variations in properties of the merging system [65].

Initially, NS-NS mergers were not favored as the dominant site of the r process [66].

This was due to the presumably long time (approximately 100-1000 million years [66, 67])

to merge (or coalesce). Within this amount of time, the interstellar medium would not have

been enriched with r-process elements to explain the abundances that are observed in r-I and

r-II stars. However, recent studies have shown that even with long times to merge, NS-NS

mergers can explain these observed abundances [68, 69]. Furthermore, a recent discovery

made while studying ultra-faint dwarf galaxies provides evidence [70], and a recent discovery

of a kilonova confirms [71] that NS-NS mergers are a site of the r process. These two recent

discoveries are discussed below.

The first recent discovery concerns ancient and ultra-faint dwarf galaxies, which orbit

the Milky Way Galaxy. Reticulum II [70] is an ancient and ultra-faint dwarf galaxy, and

the tenth such galaxy for which elemental abundances were obtained. While all the stars in

the other nine galaxies do not show any enrichment in neutron-capture elements, seven of

the nine stars in Reticulum II are r-II stars. These seven stars have abundances that follow

the universal r-process abundance pattern [70]. These observations suggest that a rare and

prolific r-process event was responsible for the enrichment observed in Reticulum II. The

event was rare in that only one of ten of these galaxies have any form of enrichment. The

event was prolific in that a large yield of r-process elements was produced in order for seven

of the nine stars to be r-II stars. The rate and yield for this r-process event are incompatible

with core-collapse supernovae as the site of the r process, but compatible with a NS-NS
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merger [70]. Compared to NS-NS mergers, core-collapse supernovae are more frequent and

produce smaller amounts of r-process elements. Therefore, if core-collapse supernovae were

the dominant site of the r process, one would expect the amount of r-process enrichment to

be the same in all ten ultra-faint dwarf galaxies.

The second recent discovery concerns the observation of a kilonova. The r process pro-

duces many unstable neutron-rich nuclides far from the valley of stability, which will even-

tually undergo β− decay back to the valley of stability. As the nuclides undergo β− decay,

energy will be released in different forms of radiation, such as electrons and γ rays. This

radiation will deposit energy in the surrounding material, which will affect the black-body

radiation from the surrounding material. The black-body radiation that is powered by the

radioactive decay of nuclides created in the r process is called a kilonova [72]. A kilonova

is therefore the electromagnetic counterpart to the emission of gravitational waves from the

merging of two neutron stars. Recently, a kilonova was observed by various observatories

[71] in coincidence with the detection of gravitational waves from the merging of two neutron

stars [73]. The gravitational waves were detected by the LIGO-Virgo detector network. This

event confirmed that NS-NS mergers are a site of the r process.

One observable from a kilonova is the light curve. The light curve displays the luminosity

of the kilonova as a function of time. Any observed light curve will be affected by the possible

presence of lanthanides (57 ≤ Z ≤ 71) and actinides (89 ≤ Z ≤ 103) [74]. This is because

lanthanides and actinides have a complex atomic structure, which creates a large number of

absorption lines. The large number of absorption lines increases the opacity of the material,

which increases the time for photons to diffuse out of the material and be observed. If the

material contains lanthanides and actinides, the observed light curve will be relatively dim

and peak at red wavelengths on the timescale of weeks. If the material does not contain
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lanthanides and actinides, the observed light curve will be relatively bright and peak at blue

wavelengths on the timescale of days. In the recent kilonova observation, both components

were observed in the light curve [75]. The blue component was associated with dynamical

ejecta from the collision interface, which is hot and less neutron-rich. The red component

was associated with dynamical ejecta from the tidal tails, which is cold and very neutron-

rich. The red component was also associated with a wind from an accretion disk that formed

around the remnant from the merger.

1.4.3 Nuclear Physics

Understanding whether NS-NS mergers are the only site, the dominant site, or one of multiple

sites of the r process will require reducing the uncertainty in the nuclear physics. In this

case, nuclear physics refers to all the nuclear physics properties of nuclides that participate

in the r process. The nuclear physics properties include masses, fission properties, neutron

capture cross sections, and β-decay properties. One way of assessing the uncertainty in the

nuclear physics is with a reaction network calculation.

Figure 1.6 shows the result of a reaction network calculation for the r process. The reac-

tion network is called PRISM (Portable Routines for Integrated nucleoSynthesis Modeling)

[11, 12]. The input to a reaction network is the astrophysical environment and the nuclear

physics. The astrophysical environment determines important quantities such as the tem-

perature and density as a function of time, which in turn affect the rate at which different

nuclear processes occur during the r process. The astrophysical environment used in the

reaction network calculation that produced Fig. 1.6 is a NS-NS merger. The nuclear physics

also determines the rate at which different nuclear processes occur during the r process. At

each time step in the reaction network calculation, the relative abundances of all the nuclides
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are calculated, from which a relative abundance pattern can be created. The relative abun-

dance pattern is then normalized and compared to the r-process solar system abundance

pattern. If the astrophysical environment and nuclear physics are correct, the abundance

pattern from the reaction network calculation should agree with the r-process solar system

abundance pattern.

Unlike the illustration in Fig. 1.3, Fig. 1.6 shows the full path of the r process. Each

quadrant in Fig. 1.6 corresponds to a different time step during the reaction network calcu-

lation. Each quadrant contains a top panel and bottom panel. The top panel compares the

reaction network calculation abundance pattern with the r-process solar system abundance

pattern. The bottom panel shows how the r process proceeds in the chart of the nuclides by

showing the relative abundance of each nuclide. Each time step in Fig. 1.6 emphasizes the

main stages of the r process that were described Sec. 1.3.1. In the upper left quadrant of

Fig. 1.6, seed nuclei are exposed to an extreme flux of neutrons. In the upper right quadrant

of Fig. 1.6, nuclei rapidly capture many neutrons before undergoing β− decay, and therefore

move far from the valley of stability. This quadrant shows the accumulation of abundance

at the neutron magic numbers, as discussed in Sec. 1.3.1. Because the astrophysical en-

vironment used in this reaction network calculation is very neutron-rich, the path of the r

process reaches the neutron drip line. The lower left quadrant of Fig. 1.6 shows that once

the neutron flux ends, all the nuclei produced during the r process will undergo β− decay

back to the valley of stability. Note that the neutron flux is exhausted in less than one

second (the time is labeled in each quadrant), as discussed in Sec. 1.3.1. During this stage,

energy is released during β− decay in different forms of radiation. This radiation powers

the kilonova described in Sec. 1.4.2.2. Finally, the lower right quadrant of Fig. 1.6 shows

that the nuclei will continue to undergo β− decay until reaching a stable or relatively long-
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lived nuclide. Overall, as time progresses, the temperature and density (which are labeled in

each quadrant) decrease because the material is expanding and cooling as described in Sec.

1.4.2.2.

The last time step in the reaction network calculation is the lower right quadrant of Fig.

1.6. In the last time step, there are discrepancies between the abundance pattern from the

reaction network calculation and the r-process solar system abundance pattern. A significant

factor in the discrepancies is the uncertainty in the nuclear physics properties of nuclides

that participate in the r process.

Different nuclear processes that can occur during the r process are shown in Fig. 1.7

in terms of the abundance weighted timescale [12]. The abundance weighted timescale is

defined as

τj =




∑
i
Yi

∑
i
Yiλij


 , (1.1)

where τ is the timescale, λ is the rate, Y is the abundance, i runs over all nuclides, and

j is a specific reaction or decay channel. Inspecting the abundance weighted timescale as

a function of time reveals which reaction and decay channels are most important at any

given time during the r process. The smaller the abundance weighted timescale, the more

important that particular process is at that specific time during the r process. For example,

at the beginning of the r process, neutron-induced reactions are the dominating processes

and therefore have the lowest abundance weighted timescales. Meanwhile, at the end of the r

process, β− decay is the dominant process and therefore has the lowest abundance weighted

timescale.

Figures 1.6 and 1.7 illustrate the complexity of modeling the r process and trying to

reproduce the abundance pattern observed in the solar system. Figure 1.6 shows the r
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Figure 1.6: Abundance pattern and path of the r process at different times for a NS-NS
merger. Each quadrant corresponds to a different time step in a reaction network calculation.
The reaction network is called PRISM [11, 12]. Each quadrant contains a top panel and
bottom panel. The top panels show the absolute abundance pattern of the r process for the
solar system and from the reaction network calculation. The abundances are expressed in
the cosmochemical scale, which normalizes silicon to 106 atoms. The bottom panels show the
chart of the nuclides, with stable nuclides in black, unstable nuclides that are experimentally
known to exist in dark gray, and unstable nuclides that are predicted to exist according to
the FRDM (2012) [3] mass model in light gray. The neutron magic numbers (N = 2, 8, 20,
28, 50, 82, 126) are indicated with a black, dashed line. The relative abundances of nuclides
produced from the PRISM calculation are shown with shaded cells. Each quadrant has a
label for time in units of seconds (t), temperature in units of 109 K (T9), and density in
units of g/cm3 (ρ).
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process involves thousands of nuclides, many of which are far from the valley of stability and

have not been experimentally studied. Figure 1.7 shows the reaction and decay channels

that must be known for each nuclide. Experimentalists will never be able to measure all

the relevant nuclear physics properties of all nuclides that participate in the r process.

This situation creates a reliance on theoretical models to accurately calculate the nuclear

physics properties where experimental data are nonexistent and experiments are currently

unfeasible. Of all the important nuclear physics properties that play an important role in the

r process, this dissertation focuses on experimental measurements related to β− decay. These

experimental measurements will constrain theoretical models and provide more confidence

in their extrapolation far from the valley of stability.

1.5 β decay

1.5.1 β-decay Classification

β decay is governed by the weak interaction and refers to three processes:

electron capture : A
Z XN + e− → A

Z−1YN+1 + νe (1.2)

β+ decay : A
Z XN → A

Z−1YN+1 + e+ + νe (1.3)

β− decay : A
Z XN → A

Z+1YN−1 + e− + ν̄e (1.4)

where A
Z XN is the notation for a nuclide described in Sec. 1.1, e− is an electron, e+ is a

positron, νe is an electron neutrino, and ν̄e is an electron antineutrino. In β decay, a neutron

is converted to a proton, or vice versa. All three processes conserve the number of nucleons

(A remains constant), so β decay connects isobars. Conventionally, the original nuclide
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(
A
Z XN

)
is called the parent or mother, and the final nuclide

(
A

Z−1YN+1 or A
Z+1YN−1

)
is

called the daughter.

For a given nuclide, there are multiple levels with different amounts of energy (one ground

state and multiple excited states). Therefore, β decay can connect different levels in the

parent with different levels in the daughter. These different connections are called β-decay

transitions. For a given β-decay transition, energy is released and shared between the final

products (the daughter and leptons) as kinetic energy. The amount of energy released is

electron capture : Q+ Ex,p − Ex,d =
[
m
(
A
ZXN

)
−m

(
A

Z−1YN+1

)]
c2 + Ex,p − Ex,d (1.5)

β+ decay : Q+ Ex,p − Ex,d =
[
m
(
A
ZXN

)
−m

(
A

Z−1YN+1

)
− 2me

]
c2 + Ex,p − Ex,d (1.6)

β− decay : Q+ Ex,p − Ex,d =
[
m
(
A
ZXN

)
−m

(
A

Z+1YN−1

)]
c2 + Ex,p − Ex,d (1.7)

where Q is the ground-state-to-ground-state Q value, Ex,p is the energy of the level in the

parent, Ex,d is the energy of the level that is populated in the daughter, m
(
A
ZXN

)
is the

atomic mass of a nuclide, me is the mass of the electron, and c is the speed of light. A

β-decay transition can only occur if Q+ Ex,p − Ex,d is positive.

Electron capture occurs for neutron-deficient nuclei. In electron capture, a proton cap-

tures an electron from an atomic orbital. The proton is converted into a neutron and a

monoenergetic neutrino is emitted. The electron that is captured is usually from one of the

inner electronic shells. The vacancy from the captured electron is filled by an electron from

an outer shell, resulting in the emission of X rays or Auger electrons.

β+ decay also occurs for neutron-deficient nuclei. In β+ decay, a proton is converted into

a neutron, and a positron and neutrino are emitted. The three-body final state (daughter,

positron, neutrino) of β+ decay leads to a continuous distribution of positron (and neutrino)
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kinetic energy that extends from zero up to Q + Ex,p − Ex,d. The kinetic energy of the

recoiling daughter nucleus is negligible. Note that Eq. 1.6 implies that β+ decay is only

possible if
[
m
(
A
ZXN

)
−m

(
A

Z−1YN+1

)]
c2 > 2mec

2.

β− decay occurs for neutron-rich nuclei and is therefore relevant to the r process and

this dissertation. In β− decay, a neutron is converted into a proton, and an electron and

antineutrino are emitted. The three-body final state (daughter, electron, antineutrino) of

β− decay leads to a continuous distribution of electron (and antineutrino) kinetic energy

that extends from zero up to Q+Ex,p −Ex,d. The kinetic energy of the recoiling daughter

nucleus is negligible. This dissertation involves the study of only neutron-rich nuclei, and

therefore any future reference to β decay will mean β− decay.

The total angular momentum must be conserved in a β-decay transition

~Jp = ~Jd + ~Lβ + ~Sβ (1.8)

where ~Jp is the total angular momentum of the parent, ~Jd is the total angular momentum

of the daughter, ~Lβ is the orbital angular momentum of the leptons, and ~Sβ is the intrinsic

spin angular momentum of the leptons. The electron and antineutrino both have an intrinsic

spin angular momentum of 1/2. For a given β-decay transition, this leads to two possible

values for Sβ . If the intrinsic spin angular momenta of the electron and antineutrino are

antiparallel, then those spins couple to create Sβ = 0. If this occurs, the transition is a

Fermi transition. If the intrinsic spin angular momenta of the electron and antineutrino

are parallel, then those spins couple to create Sβ = 1. If this occurs, the transition is a

Gamow-Teller transition. A β-decay transition is classified by the amount of orbital angular

momentum carried off by the leptons. If Lβ = 0, the transition is classified as an allowed
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Table 1.1: Classifications of β-decay transitions. Adapted from Ref. [1].

Transition Type Lβ ∆π ∆J

Superallowed 0 No 0
Allowed 0 No 0, 1

First forbidden 1 Yes 0, 1, 2
Second forbidden 2 No 1, 2, 3
Third forbidden 3 Yes 2, 3, 4

transition. These transitions are most probable. Other transitions exist such as forbidden

transitions. The word “forbidden” is a misnomer because these transitions do occur, but

with a smaller probability compared to allowed transitions. The degree of being forbidden

increases as Lβ increases. Whether or not there is a change in parity between the initial

level in the parent and the final level in the daughter is determined with ∆π = (−1)
Lβ . The

selection rules for β-decay transitions are summarized in Table 1.1.

1.5.2 β-delayed γ-ray Emission

A β-decay transition may populate an excited state in the daughter nucleus. Emission of a

γ ray may occur when the excited state decays to a lower-energy state. This is an example

of β-delayed γ-ray emission.

γ-ray transitions connect an initial state to a final state in the same nucleus (in this case,

the daughter). There may be multiple γ-ray transitions as the excited state decays to the

ground state. With each γ-ray transition, the γ ray carries off an integer unit of angular

momentum λ that can range from

|(Ji − Jf )| ≤ λ ≤ |(Ji + Jf )| (1.9)

where Ji is the total angular momentum of the initial state, Jf is the total angular momentum
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Table 1.2: Classifications of γ-ray transitions. Adapted from Ref. [1].

Name Radiation Type λ ∆π
Electric dipole E1 1 Yes

Magnetic dipole M1 1 No
Electric quadrupole E2 2 No

Magnetic quadrupole M2 2 Yes
Electric octupole E3 3 Yes

Magnetic octupole M3 3 No
Electric hexadecapole E4 4 No

Magnetic hexadecapole M4 4 Yes

of the final state, and λ is called the multipolarity. For a given γ-ray transition there can be a

range of values for the multipolarity, but typically the lowest multipolarity is most probable.

For a given multipolarity, whether or not there is a change in parity between the initial and

final states determines the type (electric or magnetic) of the transition. The selection rules

for γ-ray transitions are summarized in Table 1.2.

1.5.3 Internal Conversion

Internal conversion is a process that may also occur when an excited state decays to a lower-

energy state in the same nucleus (in this case the daughter). During this process, the excited

nucleus interacts electromagnetically with an electron from an atomic orbital, which causes

the electron to be emitted. The vacancy from the emitted electron is filled by an electron

from an outer shell, resulting in the emission of X rays or Auger electrons. The energy of

the emitted electron is

EIC = (Ei − Ef )− EBE (1.10)

where EIC is the energy of the emitted electron (the internal conversion electron), Ei is

the energy of the initial state, Ef is the energy of the final state, and EBE is the binding

energy of the internal conversion electron. Unlike β-decay electrons, which have a continuous
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distribution of kinetic energies, conversion electrons are monoenergetic. Internal conversion

is characterized by an internal conversion coefficient

α =
TIC
Tγ

(1.11)

where α is the internal conversion coefficient, TIC is the emission rate of the conversion

electron, and Tγ is the emission rate of the γ ray. The internal conversion electron may

be ejected from different atomic shells (for example, the K, L, or M shells), and the total

internal conversion coefficient is defined as

αtotal = αK + αL + αM + ... (1.12)

Internal conversion coefficients may be calculated using the BrIcc program [13, 14] provided

by the National Nuclear Data Center. Approximate values for the internal conversion coef-

ficients may be calculated with

α(Eλ) =
Z3

n3

(
λ

λ+ 1

)(
e2

4πε0~c

)4(
2mec

2

E

)λ+5/2

(1.13)

α(Mλ) =
Z3

n3

(
e2

4πε0~c

)4(
2mec

2

E

)λ+3/2

(1.14)

where Z is the atomic number of the nucleus, n is the principal quantum number of the

electron that is ejected, λ is the multipolarity of the transition, e is the charge of the electron,

ε0 is the permittivity of free space, ~ is the reduced Planck constant, c is the speed of light,

me is the mass of the electron, and E is the transition energy [1]. Equation 1.13 is used when

31



0 1000 2000 3000 4000 5000 6000
Transition Energy (keV)

10 3

10 1

101

103

105

107

109

1011

To
ta

l I
nt

er
na

l C
on

ve
rs

io
n 

Co
ef

fic
ie

nt
, 

to
ta

l
Ru (Z = 44)

E1
M1
E2
M2
E3
M3
E4
M4
E5
M5

0 50 100 150 200
10 5

10 2

101

104

107

1010

Figure 1.8: Total internal conversion coefficients for ruthenium (Z = 44) for a range of tran-
sition energies and multipolarities. The total internal conversion coefficients were obtained
with the BrIcc program [13, 14] provided by the National Nuclear Data Center. The inset
shows a zoomed-in view of the low transition energy region.

the transition type is electric, while Eq. 1.14 is used when the transition type is magnetic.

Inspecting Eqs. 1.13 and 1.14 shows that internal conversion will be significant for heavier

(large Z) nuclei, lower-energy transitions, and higher-multipolarity transitions. The latter

two features can be seen in Fig. 1.8, which shows the total internal conversion coefficients for

ruthenium (Z = 44) for a range of transition energies and multipolarities. For a given type

and multipolarity, as the transition energy decreases, the total internal conversion coefficient

increases. For a given type and transition energy, as the multipolarity increases, the total

internal conversion coefficient increases.
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1.5.4 β-delayed Neutron Emission

β-delayed neutron emission occurs when a neutron-rich parent nucleus undergoes β decay

and populates a neutron-unbound excited state in the daughter nucleus. This is energetically

possible whenever the ground-state-to-ground-state Q value for the β decay is greater than

the one-neutron separation energy in the daughter. The daughter may then emit a neutron

and populate a level in the one-neutron daughter A−1
Z YN−1. This process is written as

A
Z XN → A−1

Z YN−1 + n (1.15)

The two-body final state leads to a monoenergetic neutron, but note that different levels

populated in the one-neutron daughter will lead to different monoenergetic neutrons. Any

excited level populated in the one-neutron daughter will decay by emitting radiation.

1.5.5 β-decay Scheme

Important information regarding the β decay of a nuclide is collected in a “decay scheme.”

A decay scheme displays information about the β-decaying state in the parent and the states

populated in the daughter from β decay. An example of a decay scheme is shown in the left

panels of Fig. 1.9. This decay scheme will illustrate some of the topics that have already

been mentioned regarding β decay. This decay scheme shows the β decay of a parent with Z

protons and A nucleons to a daughter with Z+1 protons and A nucleons. In this example,

only the ground state of the parent undergoes β decay (and not an excited state, such as

a β-decaying isomeric state). The ground state of the parent has an energy (Ex), spin (J),

and parity (π). The subscript “p” in (Ex, J
π)p refers to the parent. For the ground state,

Ex is zero. The ground-state-to-ground-state Q value is shown with the red arrows. The
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left panels differ in that each one shows a different β-decay transition from the parent to the

daughter. These different transitions are labeled with the blue arrows. The different states in

the daughter have subscripts i, j, k, l, and m. Each β-decay transition has a β-decay feeding

intensity Iβ . This is the probability of populating the state in the daughter during the β

decay. As a probability distribution, the β-decay feeding intensity distribution is normalized

to unity (1.0 or 100%).

The bottom left panel in Fig. 1.9 is an example of a ground-state-to-ground-state tran-

sition. All other panels on the left side show a β-decay transition that populates an excited

state in the daughter. Any excited state will deexcite by emitting γ rays or internal con-

version electrons. Decay schemes also show information about the deexcitation of excited

states (such as branching ratios for γ-ray transitions between states), but that information

is not shown in Fig. 1.9. The energy released in a given β-decay transition that is shared

between the final products (daughter, electron, and antineutrino) as kinetic energy is shown

with the green arrows. The green arrows represent the quantity Q − Ex where Q is the

ground-state-to-ground-state Q value (red arrows) and Ex is the energy of the populated

state in the daughter. In other words, the green arrows represent the quantity given by Eq.

1.7 (where, as mentioned earlier, the initial energy of the parent is assumed to be zero).

As already mentioned regarding Eq. 1.7, for a given β-decay transition the kinetic energy

shared between the final products is

Q− Ex =
[
m
(
A
ZXN

)
−m

(
A

Z+1YN−1

)]
c2 = Ke +Kν̄e +Kd (1.16)

≈ Ke +Kν̄e (1.17)

where Q is the ground-state-to-ground-state Q value (red arrows), m is the atomic mass, c
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is the speed of light, Ke is the kinetic energy of the electron, Kν̄e is the kinetic energy of the

antineutrino, and Kd is the kinetic energy of the daughter nucleus. Equation 1.16 ignores

the mass of the antineutrino and the difference in electron binding energies of the parent

and daughter, while Eq. 1.17 ignores the kinetic energy of the daughter nucleus Kd (the

daughter nucleus is massive compared to the electron and antineutrino and therefore has

a negligible kinetic energy). The quantity Q − Ex (green arrows) is the maximum kinetic

energy available to the electron or antineutrino.

As already mentioned, the three-body final state of β decay leads to a continuous dis-

tribution of electron (and antineutrino) kinetic energies. The continuous distribution of

electron kinetic energies is obtained from Fermi’s theory of β decay (for example, see Sec.

8.3 of Ref. [1]). For a given β-decay transition on the left panels of Fig. 1.9, the right panels

show the continuous distribution of electron kinetic energies. The distribution of electron

kinetic energies is given by

dN

dKe
= C

(
K2
e + 2Kemec

2
)1

2 ((Q− Ex)−Ke)2
(
Ke +mec

2
)
, (1.18)

where dN
dKe

is the number of electrons per kinetic energy, and C is a constant. The distribution

of electron kinetic energies is shown with the black solid lines in the right panels of Fig. 1.9.

As already mentioned, the distribution is continuous and extends from 0 to Q − Ex (green

arrows). These distributions are commonly called phase space distributions. Equation 1.18

neglects many effects in β decay, one being the Coulomb attraction of the positively charged

daughter nucleus and negatively charged electron. This effect is accounted for with a Fermi

function. Different expressions exist in the literature for the Fermi function (for example,

Refs. [76, 77]) with all of them yielding approximately the same result (red, cyan, and blue
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dotted lines in the right panels of Fig. 1.9). Multiplying the Fermi function and the phase

space distribution yields the “corrected” electron kinetic energy distribution (red, cyan, and

blue solid lines in the right panels of Fig. 1.9). In terms of physics, the Fermi function

distorts the phase space distribution by shifting the electron kinetic energy distribution to

smaller values. Each distribution has an average electron kinetic energy 〈E〉 (orange arrow

in the right panels of Fig. 1.9). As an aside, these averages and the antineutrino kinetic

energy spectra (not shown in the right panels of Fig. 1.9) are needed to calculate the decay

heat [78, 79, 80, 81, 82, 83] and total antineutrino energy spectrum [84, 85, 86, 80, 81, 82, 83]

from nuclear reactors.

As already mentioned, β− decay is the decay mode that is relevant to this dissertation.

However, for completeness, a decay scheme for β+ decay is shown in the left panels of

Fig. 1.10. For a given β-decay transition in the left panels of Fig. 1.10, the right panels

show the continuous distribution of positron kinetic energies. The quantities labeled in Fig.

1.10 have already been defined in the explanation of Fig. 1.9. The energy released in a

given β-decay transition that is shared between the final products (daughter, positron, and

neutrino) as kinetic energy is Q−Ex−2mec
2. The quantity Q−Ex−2mec

2 is the maximum

kinetic energy available to the positron or neutrino. The average of each distribution in the

right panels refers to the average positron kinetic energy. In β+ decay, the Fermi function

takes into account the Coulomb repulsion of the positively charged daughter nucleus and

positively charged positron. In terms of physics, the Fermi function distorts the phase space

distribution by shifting the positron kinetic energy distribution to larger values.
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Figure 1.9: A simplified decay scheme for β− decay, with different transitions, Fermi func-
tions, and electron kinetic energy distributions. See main text for details. All functions and
distributions are normalized to unity. In the right panels, the red, cyan, and blue lines (both
dotted and solid) are on top of each other.
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Figure 1.10: A simplified decay scheme for β+ decay, with different transitions, Fermi func-
tions, and positron kinetic energy distributions. See main text for details. All functions
and distributions are normalized to unity. In the right panels, the cyan and blue lines (both
dotted and solid) are on top of each other.
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1.5.6 Half-life

A fundamental property of a β-decaying nuclide is the β-decay half-life. This is the time

required for half of the nuclei in a sample to undergo β decay. The number of β-decaying

nuclei at any time is given by

N(t) = N0e
− ln(2)
T1/2

t

= N0e
−λt (1.19)

where N(t) is the number of β-decaying nuclei at time t, N0 is the number of nuclei at time

t = 0, T1/2 is the β-decay half-life, and λ is the decay constant (λ = ln(2)/T1/2). If an

unstable parent nucleus decays to an unstable daughter nucleus, the number of daughter

nuclei at any time is given by

N2(t) = N2,t=0e
−λ2t +

λ1

λ2 − λ1
N1,t=0

(
e−λ1t − e−λ2t

)
(1.20)

where N2(t) is the number of daughter nuclei at time t, N1,t=0 is the number of parent

nuclei at time t = 0, N2,t=0 is the number of daughter nuclei at time t = 0, λ1 is the decay

constant of the parent, and λ2 is the decay constant of the daughter.

The β-decay half-life is an important nuclear physics property that is needed for r process

reaction network calculations (Sec. 1.4.3). In the r process, half-lives determine the timescale

for producing the heaviest nuclides. This will in turn affect the abundance pattern from the

reaction network calculation.

As mentioned in Sec. 1.4.3, experimentalists will never be able to measure the β-decay

half-lives of all nuclides that participate in the r process. This situation creates a reliance

on theoretical models to accurately calculate the β-decay half-lives where experimental data
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are nonexistent and experiments are currently unfeasible. Theoretical models calculate the

β-decay half-life according to the following equation [87, 88]

1

T1/2
=

(gA/gV )2

K

∑

0<Ex<Q

f(Q− Ex)B(GT, Ex) (1.21)

where f(Q− Ex) is the Fermi integral, B(GT, Ex) is the Gamow-Teller transition strength

distribution, K = 6143.6(17) s [89], and gA/gV = −1.270(3) [90]. First, a theoretical model

calculates the Gamow-Teller transition strength distribution. This distribution provides

information about the probability of a transition occurring during β decay from the parent

nucleus to one of the many possible states in the daughter nucleus. The Gamow-Teller

transition strength is proportional to the square of the overlap of the initial and final state

[91]

B(GT) ∝ |〈ψf |ÔGT|ψi〉|2 (1.22)

where ψi is the wave function of the initial state (the parent state), ψf is the wave function

of the final state (one of the daughter states), and ÔGT is the Gamow-Teller operator. The

Gamow-Teller transition strength must be calculated for each transition to all the daughter

states. The Gamow-Teller transition strength is then weighted by the Fermi integral (also

referred to as the integrated phase space factor). The Fermi integral can be numerically

computed (see Fig. 1.11) and represents the number of ways the electron and antineutrino

can share the available energy. According to Eq. 1.21, the β-decay half-life is related to

the amount of B(GT) (weighted by the Fermi integral) that is below the ground-state-to-

ground-state Q value.

Theoretical models also calculate a related β-decay property that is important for r-

process reaction network calculations. This quantity is the β-delayed neutron emission prob-
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Figure 1.11: Definition of the Fermi integral for a single, representative β-decay transition
in terms of electron kinetic energy (top panel), electron total energy (middle panel), and
electron momentum (bottom panel). The Fermi integral is the area under the corrected
phase space distribution. Unlike Fig. 1.9, the functions and distributions are not normalized
to unity.
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ability. This quantity is the probability of the parent to undergo β decay to the daughter and

then the daughter to emit a neutron. Theoretical models calculate the β-delayed neutron

emission probability according to the following equation [87, 88]

Pn =

∑
Sn<Ex<Q

f(Q− Ex)B(GT, Ex)

∑
0<Ex<Q

f(Q− Ex)B(GT, Ex)
(1.23)

where Pn is the β-delayed neutron emission probability, and Sn is the one-neutron separation

energy in the daughter nucleus. According to Eq. 1.23, the β-delayed neutron emission

probability is related to the fraction of B(GT) (weighted by the Fermi integral) that is

above the one-neutron separation energy of the daughter nucleus.

Because theoretical models are relied upon to calculate β-decay properties (β-decay half-

lives and β-delayed neutron emission probabilities) needed for r-process reaction network

calculations, the calculated properties must be accurate in order for the predicted abundance

pattern to have any meaningful comparison to the r-process solar system abundance pattern.

Usually, the accuracy of a theoretical model is evaluated by comparing its predictions of

T1/2 and Pn with experimental measurements of those quantities. However, T1/2 and Pn

are “integral quantities” or “integral properties.” That is, they are single numbers that are

obtained from a summation in Eqs. 1.21 and 1.23. These single numbers do not provide

information about the detailed structure of the B(GT) distribution that is necessary to

calculate T1/2 and Pn. Furthermore, the summation in Eqs. 1.21 and 1.23 introduces the

possibility of obtaining the same T1/2 and Pn values from different B(GT) distributions. For

example, different nuclear structure models could predict the same T1/2 for a nuclide using

different B(GT) distributions. This possibility casts uncertainty on which of the nuclear

structure models is best for extrapolation to nuclides relevant to the r process. A more
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sensitive comparison to the theoretical models would be the actual experimental B(GT)

distribution, because this is sensitive to the nuclear structure [91, 92] as seen in Eq. 1.22.

The experimental B(GT) distribution is defined as

B(GT, Ex) = K

(
gV
gA

)2 Iβ(Ex)

f(Qβ − Ex)T1/2
, (1.24)

where Iβ is the β-decay feeding intensity to a particular excitation energy. The units of

B(GT) using Eq. 1.24 are implicitly assumed to be g2
A/4π. The quantities Ex, Iβ , Qβ , and

T1/2 can be obtained with experimental measurements.

Figure 1.12 is an illustration that shows the relation between the β-decay feeding intensity

distribution, the Fermi integral, and the B(GT) distribution. Note that as the energy of the

populated level in the daughter increases, Q − Ex decreases. In terms of physics, there are

fewer ways for the electron and antineutrino to share the available energy. As a consequence,

the Fermi integral decreases (top portion of the middle panel of Fig. 1.12). The top portions

of the three panels in Fig. 1.12 show that for large excitation energy, even if the β-decay

feeding intensity is small, because the Fermi integral is also small, there can be a significant

contribution to B(GT). Therefore, extracting the β-decay feeding intensities, even if they

are small, is very important for obtaining the experimental B(GT) distribution.

1.6 Pandemonium Effect

Traditionally, the β-decay feeding intensity distribution has been measured with detectors

designed for good energy resolution but which suffer from poor intrinsic detection efficiency.

These detectors are usually constructed out of high-purity germanium. With high-resolution

43



B(GT)Fermi Integral-decay Feeding Intensity

En
er

gy

Figure 1.12: Representative comparison of β-decay feeding intensity, Fermi integral, and
B(GT).
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detectors, the analysis method to extract the β-decay feeding intensity distribution is a γ-ray

intensity balance

Iβ(Ex) = I
(out)
γ (Ex)− I(in)

γ (Ex). (1.25)

In this case, the β-decay feeding intensity to each level is determined by balancing the

absolute γ-ray intensity (corrected for internal conversion and detector efficiency) recorded in

and out of each level. However, problems arise when using this analysis method for a nuclide

with a complex and fragmented β-decay scheme. Figure 1.13 shows an example of a complex

and fragmented β-decay scheme with many β-decay transitions and γ-ray transitions. As the

energy of states in the daughter increases, the spacing between states decreases. This leads to

a quasi-continuum of states. The β-decay feeding intensity to states in the quasi-continuum

may be very fragmented and consist of many β-decay transitions that have a small β-decay

feeding intensity. In addition, the following γ-ray cascades to the ground state may be very

fragmented as well. If low-intensity and/or high-energy γ rays populating a level are not

recorded due to limited detection efficiency, then I
(in)
γ (Ex) is artificially reduced and Iβ(Ex)

is artificially enhanced. This problem is known in the literature as the Pandemonium effect

[93]. Therefore, for a nuclide with a complex and fragmented β-decay scheme (which will

generally occur for nuclides relevant to the r process), using a γ-ray intensity balance will bias

the β-decay feeding intensity distribution to lower energies and miss part of the distribution

at high excitation energy. Instead of using a γ-ray intensity balance with a high-resolution

detector, different techniques and detectors have been developed to accurately extract the

β-decay feeding intensity distribution.
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Figure 1.13: A complex and fragmented β-decay scheme with many β-decay transitions and
γ-ray transitions. Figure adapted from Ref. [15].

1.7 Total Absorption Spectroscopy

The problem posed by the Pandemonium effect can be solved using the technique of total

absorption spectroscopy (TAS) [91, 92]. This technique requires a detector (called a total

absorption spectrometer) that is optimized for geometric and intrinsic detection efficiency.

These detectors surround the radioactive source with ideally 4π solid angle coverage and are

typically constructed with large scintillating crystals.

The TAS technique can be illustrated with the simple case of the β decay of 60Co.

Almost 100% of the β-decay feeding intensity is assigned to the level in the daughter 60Ni

at 2505 keV, which deexcites by emitting two sequential γ rays with energies of 1173 keV

and 1332 keV [94]. In the TAS spectrum (top panel of Fig. 1.14), these two γ rays are

summed together to create a “sum peak” at the energy of the excited state (2505 keV). Of

course, no total absorption spectrometer has 100% summing efficiency, so there are instances
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of “incomplete summation.” For example, this can occur if only one of the two γ rays is

detected, creating the two small peaks at 1173 keV and 1332 keV. Or, a γ ray Compton

scatters and then escapes the sensitive volume of the detector.

If the total absorption spectrometer is segmented, then each segment can be treated

as an independent detector that detects the individual γ rays. The histograms from each

segment can be added together to create the sum-of-segments spectrum (middle panel of Fig.

1.14). The dominant feature of this spectrum is the double peak structure at the energies

of 1173 keV and 1332 keV. If multiple γ rays enter the same segment in the same event,

then “summation within a segment” has occurred. For the example of 60Co, this results in

a small peak at 2505 keV.

The segmentation also allows for the creation of a multiplicity spectrum (bottom panel of

Fig. 1.14), which is the number of segments that detect energy in the event. A lower (higher)

γ-ray multiplicity of the cascade corresponds to a lower (higher) number of segments that

detect energy in the multiplicity spectrum. The multiplicity spectrum depends on the actual

γ-ray multiplicity of the cascade and on the energy of the detected γ rays. For the example

of 60Co, the majority of the events are when the segmented total absorption spectrometer

detects energy in two segments (bottom panel of Fig. 1.14).

One quantity of interest with a total absorption spectrometer is the full-energy summing

efficiency. For a given excited state populated in β decay, this quantity is the probability to

produce a count in the sum peak in the TAS spectrum. The full-energy summing efficiency

depends on how the deexcitation of an excited state is partitioned in terms of number of γ

rays and their individual energies. For example, consider an excited state populated in β

decay at 2000 keV, which deexcites with two γ-ray cascades. The first γ-ray cascade consists

of two γ rays that each have an energy of 1000 keV. The second γ-ray cascade consists
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of five γ rays that each have an energy of 400 keV. The full-energy summing efficiency is

different for these two γ-ray cascades. Another quantity of interest with a total absorption

spectrometer is the total summing efficiency. For a given excited state populated in β decay,

this quantity is the probability to produce a count anywhere in the TAS spectrum, not just

in the sum peak.

Unlike a high-resolution detector, which detects individual γ rays, a total absorption

spectrometer measures entire γ-ray cascades. The TAS spectrum is therefore sensitive to

levels populated in β decay. The β-decay feeding intensity to a level is determined from the

number of γ-ray cascades from that level.

1.8 Summing NaI(Tl) (SuN) detector

The Summing NaI(Tl), or SuN, detector (Fig. 1.15) [95] at the National Superconducting

Cyclotron Laboratory (NSCL) was used for the experiments presented in this dissertation.

SuN is a segmented total absorption spectrometer that is ideally suited to use the TAS

technique. SuN is a right-circular cylindrical detector that is 16 inches in diameter, 16

inches in length, has a 1.8 inches diameter bore hole along the beam axis, and can separate

into a top half and bottom half in order to fit around the beam line. Each half consists of four

optically isolated segments, and each segment contains a large NaI(Tl) crystal that is read

out by three photomultiplier tubes (PMTs). The NSCL Digital Data Acquisition System

(DDAS) [96] is used to record signals in SuN. Together, the large summing efficiency and

relatively good energy resolution for a scintillator (85(2)% full-energy summing efficiency

and an average segment energy resolution of 6.1(2)% for the 661 keV γ ray from the β decay

of 137Cs) make SuN ideally suited for TAS experiments.

48



Total Energy (keV)
500 1000 1500 2000 2500 3000

C
ou

nt
s 

/ 1
0 

ke
V

0

5000

10000

15000

20000

25000

30000

35000

40000

45000

Segment Energy (keV)
500 1000 1500 2000 2500 3000

C
ou

nt
s 

/ 1
0 

ke
V

0

10000

20000

30000

40000

50000

Number of Segments
1 2 3 4 5 6 7 8 9 10

C
ou

nt
s

0

100

200

300

400

500

310×

Figure 1.14: Example spectra obtained with a 60Co source at the center of a segmented total
absorption spectrometer. The spectra are the TAS spectrum (top panel), sum-of-segments
spectrum (middle panel), and multiplicity spectrum (bottom panel).
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The segmentation of SuN is powerful in that both the total energy deposition as well as

the energy deposition in each segment is recorded for a given event. For β-decay experiments

with SuN, this translates into knowing the level populated in the daughter nucleus and

also the possible subsequent electromagnetic deexcitation of that level in the form of γ

rays. Adding together the histograms from all eight segments produces the sum-of-segments

spectrum in which individual γ rays can be identified, while adding together the energies

of all eight segments on an event-by-event basis produces the TAS spectrum in which sum

peaks that correspond to levels can be identified. In other words, the individual segments

of SuN provide a way of performing low-resolution, discrete γ-ray spectroscopy, while the

entire detector is used as a calorimeter to apply the TAS technique.

1.9 Dissertation Motivation

The A = 100-110 mass region is located between the first r-process peak at A ≈ 80 and the

second r-process peak at A ≈ 130 (see Fig. 1.2). This mass region corresponds to lighter

neutron-capture elements where there is more scatter in the abundance patterns of metal-

poor halo stars (Sec. 1.4.1). This mass region corresponds to the weak r process (Sec.

1.4.1), whose site is under debate. Measurements of β-decay properties in this mass region

will reduce the uncertainty in the nuclear physics needed to determine the site of the weak

r process.

In addition, the A = 100-110 mass region is an intermediate mass region that can be

studied at current experimental facilities, and nuclides in this region are expected to have

an appreciable amount of low-lying Gamow-Teller transition strength [97] that can be ex-

tracted with β decay. Experimental B(GT) distributions in this mass region can be used to
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Figure 1.15: The Summing NaI(Tl) (SuN) detector.
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compare to and constrain theoretical models commonly used to provide β-decay properties

in r-process reaction network calculations. Constraining these theoretical models with ex-

perimental measurements will provide more confidence in their extrapolation far from the

valley of stability where experimental data are nonexistent and experiments are currently

unfeasible.

Finally, for nuclides in this mass region, a comparison of theoretical and experimental

B(GT) distributions may be used to learn about the shape (spherical, oblate, or prolate) of

the ground state of the parent. This idea was proposed by I. Hamamoto et al. for neutron-

deficient nuclides in the 28 < Z < 66 region [98, 99], explored further by P. Sarriguren et al.

for neutron-deficient and neutron-rich nuclides [100, 101, 102, 103, 104, 105, 106, 107, 87,

88, 108, 109, 110], and experimentally studied by researchers primarily at the University of

Valencia [111, 112, 79, 113, 114, 115, 82]. Certain nuclides in the A = 100-110 mass region

have been shown to have different B(GT) distributions depending on the shape of the ground

state of the parent [87, 88].

This dissertation contains the results of using the SuN detector and the TAS technique to

extract β-decay feeding intensity distributions and B(GT) distributions for nuclides relevant

to the r process. Chapter 2 describes the commissioning experiment for SuN at the NSCL

with a thermalized beam. Chapter 3 describes the first-ever application of the TAS technique

with a fast beam produced via projectile fragmentation. Chapter 4 provides a summary and

outlook for this dissertation.
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Chapter 2

β-decay Studies with Thermalized

Beams

The experiment titled “Commissioning of the SuN detector” was performed on April 18,

2013 at the NSCL (experiment e13502). This experiment was the first application of SuN

in any type of β-decay experiment. Prior to e13502, SuN had only been used at the Nuclear

Science Laboratory at the University of Notre Dame to measure (p, γ) and (α, γ) reactions

in regular and inverse kinematics for the p process [25]. Experiment e13502 served as the

proof-of-principle experiment to demonstrate that SuN could successfully be used as a total

absorption spectrometer in β-decay experiments, before being used in future experiments

with exotic nuclei relevant to the r process. The data analysis from this experiment provided

an opportunity to develop the tools and methods necessary to extract the β-decay feeding

intensity distribution in all future experiments. As an aside, the data set from this experiment

was used by other researchers to develop the so-called β-Oslo technique [116], which is used

to experimentally constrain neutron capture reaction rates using β decay and the traditional

reaction-based Oslo method [117, 118].
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2.1 Motivation

2.1.1 Technical Motivation

The nuclide 76Ga was chosen for the commissioning experiment for the following reasons:

1. The decay scheme of 76Ga was supposedly well known and the level scheme of 76Ge

had been extensively studied in previous experiments.

2. The relatively large ground-state-to-ground-state Q value for β-decay (6916.2 keV [16])

allowed for the study of the β-decay feeding intensity distribution over a broad energy

range.

3. The daughter 76Ge is essentially stable, which precluded the possibility of contamina-

tion of experimental spectra from the radioactivity of future generations.

4. A beam of 76Ga was available from the NSCL beam thermalization area (described in

Sec. 2.2). This meant the beam delivered to the experimental end station would be

free of beam contaminants (that is, a pure beam).

2.1.2 Physics Motivation: Neutrinoless Double-β Decay

The nuclide 76Ga is part of the A = 76 isobaric chain, which is shown in Fig. 2.1. In this

and other isobaric chains, nuclear masses and the pairing interaction conspire to create a sce-

nario in which single-β decay is energetically forbidden while double-β decay is energetically

allowed. If, in the latter process, two electrons and no neutrinos are emitted, this process

is called neutrinoless double-β (0νββ) decay and denoted as AZXN → A
Z+2 YN−2 + 2e−. An

observation of 0νββ decay would demonstrate the violation of conservation of total lepton

54



28 30 32 34 36 38
Atomic Number, Z

70

60

50

40

30

M
as

s E
xc

es
s (

M
eV

)

76
27Co49

76
29Cu47

76
31Ga45

76
33As43

76
35Br41

76
37Rb39

76
39Y37

76
28Ni48

76
30Zn46

76
32Ge44 76

34Se42

76
36Kr40

76
38Sr38

A = 76 Isobaric Chain
even Z, even N isobars
odd Z, odd N isobars

 decay
+ decay or electron capture

2  or 0  decay

Figure 2.1: Isobaric chain for A = 76, which contains 76Ga. Data for the mass excess is
from Ref. [16]. The nuclide 76Ge can undergo two-neutrino double-β (2νββ) decay, and is a
candidate for neutrinoless double-β (0νββ) decay. The nuclide 76Ga undergoes β decay to
76Ge.

number and establish that neutrinos are Majorana particles as opposed to Dirac particles

[119, 120].

The even-even nucleus 76Ge is a promising 0νββ-decay candidate for many experimen-

tal reasons. The Qββ value (Qββ = 2039.061 ± 0.007 keV) [121] of this nucleus places

the region of interest above many, but not all, sources of background. In addition, this

nucleus is easily compatible with the existing experimental technique of using high-purity

germanium detectors, which increases the signal-to-noise ratio due to the excellent energy

resolution provided by these types of detectors. While 0νββ decay has never been observed
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in any nucleus, the search for this process remains steadfast. Highly sensitive experiments

performed by multinational collaborations such as the Heidelberg-Moscow experiment [122],

the International Germanium Experiment (IGEX) [123, 124], and the Germanium Detector

Array (GERDA) phase I [125] have placed lower limits on the half-life of 76Ge 0νββ decay.

The next generation of experiments of GERDA phase II [126] and MAJORANA [127] are

devoted to observing and measuring the half-life of 0νββ decay in 76Ge, or, if no observation

is made, placing a strong lower limit on the half-life.

Together with experimental efforts, theory has focused on calculating nuclear matrix

elements necessary for 0νββ decay in 76Ge [119]. The nuclear matrix elements are important

because they are needed to calculate the decay rate for 0νββ decay, denoted as (T 0ν
1/2

)−1,

assuming the theoretical description is given by light neutrino exchange, as [119]

(T 0ν
1/2)−1 = G0ν |M0ν |2〈mββ〉2, (2.1)

where G0ν is the phase space factor [128, 129, 130, 131], M0ν is the nuclear matrix element,

and 〈mββ〉 is the effective mass of the neutrino. According to Eq. 2.1, the nuclear matrix

elements can be used with current lower limits on the half-life to provide upper limits on

〈mββ〉 or extract 〈mββ〉 if the half-life is eventually measured.

The nuclear matrix elements have been calculated using different nuclear structure mod-

els, and for a given nucleus can be quite uncertain [132, 133]. Three models which have

provided recent calculations relevant to 76Ge are the shell model [134], quasiparticle random

phase approximation (QRPA) [135], and the interacting boson model (IBM-2) [136]. These

three models were recently compared to one another for the case of 76Ge and deficiencies

were found in all three models [137], a problem that is common to all 0νββ-decay candidates.
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The commissioning experiment described in this chapter provided new experimental data

in the A = 76 mass chain that can be compared to some of the aforementioned theoretical

calculations. The new experimental data was the β-decay feeding intensity distribution of

76Ga as a function of excitation energy in the daughter nucleus 76Ge, obtained with the

TAS technique. Because the β-decay feeding intensity distribution is sensitive to the wave

functions of the ground state of the parent and those of the populated daughter states, the

measurement can be used to test the nuclear structure models which are used to calculate

the nuclear matrix elements.

2.2 Experimental Details

The experiment was performed at the National Superconducting Cyclotron Laboratory

(NSCL) at Michigan State University. The Coupled Cyclotron Facility produced a primary

beam of 76Ge32+ with an energy of 130 MeV/u which was impinged on a 9Be production

target that had a thickness of 399 mg/cm2. Using a 184 mg/cm2 Al wedge, the A1900

fragment separator [138] created a secondary beam with a momentum acceptance of 0.5%

of approximately 73% of 76Ga31+ (the nuclide of interest) and 27% of 74Zn30+.

After the A1900 fragment separator, the secondary beam was sent to the NSCL beam

thermalization area. The specific piece of equipment used from the NSCL beam thermal-

ization area was the linear gas cell [139, 140] (also referred to as the Argonne gas catcher,

having been constructed at Argonne National Laboratory) in the N4 vault. The linear gas

cell (shown in Fig. 2.2) was 1.2 meters long, filled with helium gas at 92 torr, preceded by

a solid degrader system, and followed by an extraction system. The solid degrader system

consisted of a 1555 µm Al degrader and a 1045 µm silicon dioxide wedge to remove nearly
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Figure 2.2: The linear gas cell in the N4 vault used for NSCL experiment e13502. The
secondary beam from the A1900 fragment separator enters from the right side of the picture.
Ions are thermalized though collisions with helium gas and then extracted on the left side
of the picture.

all of the kinetic energy and spread in kinetic energy of the secondary beam before entering

the linear gas cell, respectively. By changing the angle of the degrader, primarily 76Ga31+

was stopped in the linear gas cell after passing through a thin Al window. The ions were

thermalized through collisions with helium gas within the linear gas cell, and subsequently

extracted using the extraction system. A scan of the activity as a function of mass of the

ions extracted from the linear gas cell revealed the molecular ion [76Ga(H2O)]+ to be the

most common, and this was delivered to the experimental end station.

The experimental end station (shown in Fig. 2.3) consisted of the Summing NaI(Tl)
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Figure 2.3: Experimental end station attached to the D Line for NSCL experiment e13502.
The thermalized beam enters from the left side of the picture.

(SuN) detector [95] and a small silicon surface barrier detector installed inside the bore

hole of SuN. The silicon surface barrier detector (shown in Fig. 2.4) was manufactured by

ORTEC with model number B-019-200-1500 (active area of 200 mm2 and depletion depth

of 1500 µm). In front of the silicon surface barrier detector was a rectangular aluminum

frame that was 0.5 mm thick which held a thin aluminum foil. The 76Ga ions, which had

an energy of approximately 40 keV and intensity of approximately 500 particles per second,

were implanted into the aluminum target foil. The electrons from the β decay of 76Ga were

detected in the silicon surface barrier detector in coincidence with the β-delayed radiation

in SuN.
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Silicon Surface Barrier Detector
Company = ORTEC

Model Number = B-019-200-1500
Serial Number = 19-814B (this is engraved on the back)
Resolution (FWHM) = 19 keV for a 5.486 MeV α particle

Active Area = 200 mm2
Depletion Depth = 1500 μm

13.8 mm

28.6 mm

7.1 mm

16 mm

Figure 2.4: The silicon surface barrier detector installed inside the bore hole of SuN for
NSCL experiment e13502.
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2.3 Analysis

Before the start of the experiment, the PMTs of SuN were gain matched by adjusting the

high voltage applied to each PMT. The high voltage was adjusted until the 1460.8 keV γ

ray from the decay of 40K that is present in room background appeared at approximately

the same channel number for each PMT. Then the PMTs and segments of SuN were further

gain matched and calibrated, respectively, in software with the following procedure. First,

the PMTs were gain matched by applying a multiplication factor to the energy of each outer

PMT so that the 40K peak appeared at the same channel number as the corresponding peak

in the central PMT within a given segment. Then the energy of all three PMTs for a given

segment were added together to determine the energy deposition within that segment. An

individualized quadratic calibration was then applied to each segment so that γ rays were

located at the correct energy. For this analysis, the calibration used the 563, 1108, and 3952

keV γ rays, which are emitted following the β decay of 76Ga. A 60Co source was placed at

the center of SuN with the intention of using the 1173 keV and 1332 keV γ rays to calibrate

the segments. However, the activity of the source was found to be too high for an efficient

detector such as SuN. The high activity altered the resolution and efficiency of those γ rays

and the summed energy of those γ rays. Finally, the energy of all eight segments were added

together to create the TAS spectrum (an energy threshold of 80 keV was applied to each

segment before being added to the TAS spectrum). Due to the energy threshold applied

to each segment, the TAS spectrum will naturally have an energy threshold of 80 keV as

well. Because the location of a “sum peak” in the TAS spectrum has a dependence on the

multiplicity of the γ ray decay cascade (due to the non-proportional light yield in a NaI(Tl)

crystal [141]), a multiplicity-dependent correction factor was applied to the TAS spectrum.
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Table 2.1: High voltages and multiplication factors used to gain match each PMT of SuN
for NSCL experiment e13502. For a given PMT label, the letter indicates the top or bottom
half of SuN (“B” for bottom and “T” for top), the first number indicates the segment of
SuN, and the second number indicates the PMT within the segment. For example, the label
T23 means PMT 3 of segment 2 of the top half of SuN.

PMT High Voltage (V) Gain Matching Multiplication Factor
B11 +840 0.99834
B12 +828 1.00000
B13 +825 0.99847
B21 +842 0.99560
B22 +870 1.00000
B23 +840 0.99490
B31 +894 1.02325
B32 +869 1.00000
B33 +847 0.99627
B41 +927 0.99026
B42 +944 1.00000
B43 +910 0.98896
T11 +736 0.98660
T12 +746 1.00000
T13 +772 1.00387
T21 +779 1.00143
T22 +779 1.00000
T23 +770 1.00544
T31 +798 1.02295
T32 +808 1.00000
T33 +811 1.02954
T41 +842 1.01592
T42 +838 1.00000
T43 +850 1.01931

The high voltages and multiplication factors used to gain match each PMT of SuN are listed

in Table 2.1, and the segment calibrations are shown in Fig. 2.5.
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Figure 2.5: Calibrations for each segment of SuN for NSCL experiment e13502. For a given segment label, the letter indicates
the top or bottom half of SuN (“B” for bottom and “T” for top), and the number indicates the segment number. For example,
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There were no external trigger requirements to record data in the experiment. Comparing

the TAS spectrum of normalized room background (blue, dotted line in Fig. 2.6) to the

TAS spectrum of the β decay of 76Ga in singles mode (green, dashed line in Fig. 2.6)

reveals that the lower energies are dominated by room background. Subtracting the two

spectra to create a TAS spectrum corresponding purely to the β decay of 76Ga would create

significant statistical fluctuations. Instead, the background radiation was removed by adding

a coincidence requirement between a β-decay electron in the silicon surface barrier detector

and β-delayed γ rays in SuN, producing a so-called β-gated TAS spectrum (black, solid line in

Fig. 2.6). The TAS spectrum with the coincidence requirement shows significant suppression

of the background radiation, no issues from beam-induced background, and clearly visible

“sum peaks.” For example, the first excited state in 76Ge occurs at 563 keV, the second

excited state occurs at 1108 keV, and some of the higher-energy excited states that have a

relatively large β-decay feeding intensity occur at 2920, 3142, 3182, and 3952 keV.

The β-gated TAS spectrum was used to extract the β-decay feeding intensity distribution.

The distribution was extracted with a combination of a folding procedure and χ2 minimiza-

tion. The folding procedure used the detector response functions of SuN, which were modeled

with GEANT4 [142]. GEANT4 (GEometry ANd Tracking) is a software package that uses

Monte Carlo methods to simulate how particles interact with matter. The interaction of γ

rays and electrons with matter is built into the physics libraries of GEANT4. After SuN

and the silicon surface barrier detector were constructed in GEANT4, the detector response

functions were obtained by repeatedly sampling how β-decay electrons and γ-ray cascades

interacted with the silicon surface barrier detector and SuN. The GEANT4 modeling of SuN

has been verified by comparing experimental and simulated spectra for standard calibration

sources such as 60Co and 137Cs [95], and resonances for the 27Al(p,γ)28Si reaction [95].
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Figure 2.6: The TAS spectrum of SuN for the β decay of 76Ga in singles (green, dashed
line), normalized room background (blue, dotted line), and with a coincidence requirement
with the silicon surface barrier detector (black, solid line). The energies of prominent sum
peaks are labeled in the coincidence spectrum. There is also a label for the Q value for the
β decay of 76Ga at 6916.2(2.0) keV [17].
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Figure 2.7: Visualization of the GEANT4 simulation for the SuN detector (left panel) and
the silicon surface barrier detector attached to the target holder at the center of SuN (middle
and right panels). The aluminum frame and aluminum foil are shown attached to the front
of the silicon surface barrier detector. The sensitive volume of the silicon surface barrier
detector (the silicon wafer) is not visible. The green lines are γ-ray tracks and the red lines
are β-decay electron tracks.

The GEANT4 model of SuN and the silicon surface barrier detector was used to simulate

each γ-ray cascade from the existing decay scheme for the β decay of 76Ga [18] from the

National Nuclear Data Center (NNDC). Each γ-ray cascade had a corresponding TAS spec-

trum, sum-of-segments spectrum, and multiplicity spectrum. These spectra were described

in Sec. 1.7. The conditions imposed on the simulated spectra of these γ-ray cascades were

identical to those imposed on the experimental spectra, such as the energy threshold applied

to each SuN segment, as well as the same coincidence requirement with the silicon surface

barrier detector by including β-decay electrons that have a kinetic energy distribution mod-

ified by a Fermi function [76]. The electron kinetic energy distribution and Fermi function

were described in Sec. 1.5.5. A visualization of the GEANT4 simulation of SuN and the

silicon surface barrier detector is shown in Fig. 2.7. An example of the energy deposition in

the detectors from β-decay electrons is shown in Fig. 2.8.
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Figure 2.8: Example spectra from simulations showing the energy deposition in the detectors
only from β-decay electrons. No γ rays were emitted in the simulation that created these
spectra. The top panel shows the input electron kinetic energy distribution, the middle panel
shows the energy deposited in the silicon surface barrier detector, and the bottom panel shows
the total energy deposited in SuN. These spectra were obtained from a GEANT4 simulation
of 2000000 events of electrons from a (Z, A) = (31, 76) nuclide. The maximum electron
kinetic energy was 4000 keV. Electrons were isotropically emitted from the center of the
aluminum foil (see Fig. 2.7).
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The simulated spectra from all the γ-ray cascades were used to minimize the global χ2:

χ2
global =

∑

i

∑

j

(
eij − sij√

eij

)2

, (2.2)

where the index i runs over all spectra included in the fit (typically the TAS spectrum,

sum-of-segments spectrum, and multiplicity spectrum), the index j runs over all bins for

each spectrum included in the fit, and eij and sij are the contents of spectrum i at bin j

for experiment and simulation, respectively. The TAS spectrum, sum-of-segments spectrum,

and multiplicity spectrum were fit simultaneously. Including these two latter spectra is

important because the efficiency of SuN to produce a count in the TAS spectrum depends

on the energy of the individual γ rays and multiplicity of the γ-ray cascade, information

that is contained in the sum-of-segments spectrum and multiplicity spectrum, respectively.

The quantity sij is affected by many different γ-ray cascades and therefore, for a given i, is

defined as

sij =
∑

k

pkcjk, (2.3)

where the index k runs over all simulated γ-ray cascades, pk is the probability for a particular

γ-ray cascade, and cjk is the content of bin j produced by γ-ray cascade k. The probabilities

were continuously varied until χ2
global was minimized. Note that the probabilities in Eq. 2.3

are the β-decay feeding intensity to a particular level multiplied by the probability for a

specific γ-ray cascade from that level to the ground state. Because the probabilities of all

γ-ray cascades from a level to the ground state must sum to unity, the sum of pk for a given

level is the β-decay feeding intensity to that level.

If the experimental spectra were not reproduced with the χ2 minimization procedure

using γ-ray cascades from the existing decay scheme, then so-called “pseudo levels” were
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added to the existing decay scheme. A pseudo level is placed at a specific excitation energy

in the existing decay scheme, and acts as a representative for all nearby levels within a bin

size that depends on the energy resolution of SuN. Because knowing all the possible ways

that a pseudo level can deexcite to the ground state is unknown, transitions to all levels in

the existing decay scheme were included in the fitting process.

The aforementioned procedure was used here for the β decay of 76Ga. Comparing the

experimental and simulated spectra using the existing decay scheme reveals that even though

76Ga is only one unit away from stability, the existing decay scheme is not well known (Fig.

2.9). Indeed, the existing decay scheme suffers from typical symptoms of the Pandemonium

effect: in general, there is an overestimation of the β-decay feeding intensity at lower excita-

tion energies, and an underestimation of the β-decay feeding intensity at higher excitation

energies; in particular, the 1539 keV level that was previously observed in a high-resolution

experiment to have a relatively large β-decay feeding intensity [20] is negligible in the present

measurement.

In order to reproduce the experimental spectra, the β-decay feeding intensity to existing

levels was adjusted. In addition, three pseudo levels were added to the existing decay scheme

at 4600, 4950, and 5350 keV.

2.4 Results

2.4.1 Half-Life

The β-decay half-life of 76Ga was measured by turning the beam off and measuring the

implanted activity as a function of time. This allows one to create a decay curve, shown

in Fig. 2.10, from which the half-life can be extracted. The decay curve is a histogram of
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Figure 2.9: Comparison of experimental (black, solid line) and simulated (red, dashed-
dotted line) spectra using the existing decay scheme [18] to illustrate the discrepancy with
the measurements reported in the present work. The spectra are (a) the TAS spectrum, (b)
sum-of-segments spectrum, and (c) multiplicity spectrum. All three spectra were created
with an energy threshold of 80 keV applied to each SuN segment. There is a label for Q
value in the TAS spectrum for the β decay of 76Ga at 6916.2(2.0) keV [17].
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time differences between the beginning of the run (beam off) and when a β-decay electron

is registered in the silicon surface barrier detector. The decay curve between 0 and 300 s

was fit using an exponential function. Only an exponential function was necessary because

background and daughter contributions were absent. A half-life of 30.6(3) s was obtained

for the β decay of 76Ga, in reasonably good agreement with previous measurements. The

half-life of 76Ga has been measured four times in the past: Ref. [19] used fast neutron

bombardment on natural Ge to produce 76Ga via a (n,p) reaction, and obtained a half-life

of 32(3) s; Ref. [20] used a (n,p) reaction on a GeO2 target (enriched to 73.89% in 76Ge)

to produce 76Ga, and obtained a half-life of 27.1(2) s; Ref. [21] produced 76Ga from fission,

and obtained a half-life of 29.8(4) s; Ref. [22] created 76Ga with a (n,p) reaction on Ge metal

(enriched to 92.82% in 76Ge), and obtained a half-life of 32.6(6) s.

2.4.2 Total Absorption Spectroscopy

The TAS spectrum, sum-of-segments spectrum, and multiplicity spectrum were fit simultane-

ously in order to extract the β-decay feeding intensity distribution. Systematic uncertainties

coming from the energy calibration and binning were taken into account and the final β-decay

feeding intensity distribution in Table 2.2 is an average of all the fits with the aforementioned

different fitting conditions of the energy calibration and binning. An example of one of those

fitting conditions with a specific energy calibration and binning is shown in Fig. 2.11.

Three different sources of uncertainty contribute to the total uncertainty that is reported

in Table 2.2. The first source of uncertainty comes from fitting with different conditions.

For each excitation energy, the minimum, average, and maximum intensity of the different

fitting conditions was calculated. The uncertainty is the difference between the average and

the minimum/maximum intensity. The weighted average of the uncertainty from different
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Figure 2.10: The experimental decay curve for the β decay of 76Ga (black, solid line) and
the exponential fit from 0 to 300 s (red, dashed line). The extracted half-life is 30.6(3) s.
The inset shows the history of measurements of the half-life of 76Ga. The measurement from
1961 is from Ref. [19], from 1971 is from Ref. [20], from 1974 is from Ref. [21], from 1985
is from Ref. [22], from 2016 is from the current work [23].
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Figure 2.11: Comparison of experimental (black, solid line) and simulated (red, dashed-
dotted line) spectra after fitting all three spectra simultaneously with the decay scheme
modifications for (a) the TAS spectrum, (b) sum-of-segments spectrum, and (c) multiplicity
spectrum. This is an example of one of the different fitting conditions with a specific energy
calibration and binning. All three spectra were created with an energy threshold of 80 keV
applied to each SuN segment. There is a label for Q value in the TAS spectrum for the β
decay of 76Ga at 6916.2(2.0) keV [17].
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Table 2.2: The β-decay feeding intensity distribution of 76Ga as a function of excitation
energy in the daughter nucleus 76Ge. Intensity values below 10−4 % are set to 0.

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

563 7.3 0.2 0.2 3887 3 1 1

1108 11.7 0.9 0.9 3952 12 1 1

1410 0.34 0.04 0.04 4122 1.4 0.2 0.2

1539 0.5 0.1 0.1 4193 1.2 0.2 0.2

1911 0.21 0.04 0.04 4239 0.04 0.04 0.05

2020 0.11 0.05 0.04 4327 2.4 0.4 0.3

2591 1.1 0.3 0.3 4364 0.1 0.1 0.3

2655 0 4477 2.3 0.3 0.3

2692 0.6 0.4 0.4 4600 3.4 0.6 0.6

2748 5.4 0.9 0.9 4720 0.31 0.07 0.06

2769 0 4784 0.54 0.09 0.09

2842 3.9 0.4 0.4 4813 0

2920 9.8 0.9 0.9 4815 0.6 0.1 0.1

3142 9 1 1 4950 1.1 0.3 0.2

3182 7.4 0.9 0.9 5122 0.7 0.1 0.1

3232 0.7 0.2 0.2 5350 1.6 0.3 0.3

3312 1.8 0.2 0.2 5523 0.7 0.2 0.2

3323 2.9 0.3 0.3 5663 0.7 0.3 0.3

3335 0.2 0.2 0.2 5750 0.19 0.08 0.08

3409 0.24 0.04 0.04 5883 0.2 0.2 0.2

3478 1.6 0.2 0.2 6021 0.03 0.03 0.1

3633 2.8 0.4 0.4 6065 0.1 0.1 0.1
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fitting conditions was 6%. The second source of uncertainty comes from the statistics of

the TAS spectrum. The inherent statistical uncertainty in the number of counts per bin

in the TAS spectrum is directly related to the uncertainty in the extracted β-decay feeding

intensity distribution. The weighted average of the uncertainty from statistics was also 6%.

The third source of uncertainty is from the efficiency of SuN. The efficiency of SuN depends

on the multiplicity of the γ decay cascade and on the energy of the individual γ rays. The

procedure described in Ref. [95] was used to estimate the uncertainty in the efficiency. The

weighted average of the uncertainty from summing efficiency was 9%.

2.4.3 Theory

The ground state and β-decay properties of 76Ga were calculated with the shell model. The

calculations were performed with the NuShellX@MSU code [143]. The jj44 model space

was used, which has an inert core of 56Ni and active nucleons in the 0f5/2, 1p1/2, 1p3/2, and

0g9/2 single-particle orbitals for both protons and neutrons. Two Hamiltonians were used:

the JUN45 Hamiltonian [144] and the jj44b Hamiltonian [145].

The NNDC [18] lists (2+, 3+) for the spin and parity of the ground state of 76Ga, while

a measurement of the magnetic moment [146] prefers a 2− assignment when compared to

shell-model calculations. With the JUN45 Hamiltonian there are 11 states below 300 keV

in 76Ga with spins (1-5)− and 2+. Due to the uncertainty in the energy of the states,

determining the spin and parity of the ground state in this situation is not possible with

these Hamiltonians. Thus, the theoretical β decay for 2+, 3+, and 2− were considered

and compared with experiment. Shown in Fig. 2.12 is the cumulative β-decay feeding

intensity of 76Ga as a function of excitation energy in the daughter nucleus 76Ge. Fig. 2.12

contains the measurement from the present work, along with theoretical calculations using
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Figure 2.12: Cumulative β-decay feeding intensity of 76Ga as a function of excitation energy
in the daughter nucleus 76Ge for the present work (blue, solid line, with uncertainty in light-
blue shading) and calculations with different Hamiltonians and different assumptions of the
spin and parity of the ground state of 76Ga. Panel (a) contains calculations using the jj44b
Hamiltonian and panel (b) contains calculations using the JUN45 Hamiltonian. The half-life
from the present work and theoretical calculations are in parentheses. For the present work,
the blue, solid line is the cumulative average intensity, and the lower/upper bound of the
light-blue uncertainty band is the cumulative minimum/maximum intensity. See text for an
explanation of why the 2− calculation and the present work are identical at relatively low
excitation energy.
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Figure 2.13: Same as Fig. 2.12, but for cumulative B(GT). The inset shows a zoomed-in
view of the low excitation energy region.
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the two Hamiltonians and different assumptions of the spin and parity of the ground state

of 76Ga. Calculating the first-forbidden (FF) β-decay transitions in the jj44 model space is

not practical because most of the FF one-body transitions lie outside the model space (only

the 0f5/2 to 0g9/2 is inside). The results for the two Hamiltonians in Fig. 2.12 generally

agree with each other but differ on the detailed spectra for the daughter nucleus 76Ge.

Based on a comparison of experimental β−-decay half-lives with those calculated with these

Hamiltonians in the jj44 model space a quenching factor of gA = 0.4gA0
is required [147].

This quenching factor of gA = 0.4gA0
was applied to both Hamiltonians. This is a larger

quenching than the typical value of gA ≈ 0.7gA0
found for the sd and pf model spaces. The

larger quenching is related to the fact that a large fraction of the β− giant Gamow-Teller

resonance lies outside the jj44 model space. The larger quenching approximately takes into

account the coupling between the low-lying GT transitions to the missing part of the GT

giant resonance.

The β-decay feeding intensity distribution was converted to a Gamow-Teller transition

strength, B(GT), distribution according to Eq. 1.24. In Eq. 1.24, the β-decay feeding inten-

sity distribution from the present work was used for Iβ , the half-life from the present work

was used for T1/2, and the Qβ value was taken from the 2012 Atomic Mass Evaluation [17].

The Fermi integrals were calculated numerically as explained in Ref. [148]. A comparison

of the present work to shell model calculations is shown in Fig. 2.13.

With these Hamiltonians, the states with negative parity in 76Ge lie above 2.5 MeV.

If the ground state of 76Ga has positive parity, then the β-decay to states in 76Ge below

2.5 MeV is GT. With a quenching factor of gA = 0.4gA0
there is good agreement with the

experimental half-life especially for the JUN45 interaction (see Figs. 2.12 and 2.13). When

the ground state of 76Ga has negative parity, all of the transitions to the low-lying positive
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parity states in 76Ge are FF. In this case the experimental values of the β-decay feeding

intensity and Gamow-Teller transition strength were used in place of a theoretical estimate

up to a threshold of 2.8 MeV for the jj44b interaction and a threshold of 3 MeV for the

JUN45 interaction. With this method the half-life for the 2− decay obtained with the jj44b

Hamiltonian agrees with experiment, bearing in mind that there may also be FF transitions

above the thresholds. Combining the results of this work and that in Ref. [146], the jj44b

Hamiltonian is somewhat preferred and the ground state of 76Ga is likely 2−.

2.5 Conclusions

In an effort to provide experimental data that can be compared to theoretical models that are

used to calculate nuclear matrix elements relevant to the neutrinoless double-β decay of 76Ge,

the β decay of 76Ga was studied for the first time using the technique of total absorption

spectroscopy with the SuN detector at the National Superconducting Cyclotron Laboratory.

The measurement revises current values for the β-decay feeding intensity distribution found

in the existing decay scheme at the National Nuclear Data Center because the existing decay

scheme appears to have suffered from the Pandemonium effect. Regarding the theoretical

calculations, the jj44b Hamiltonian does better than JUN45 for this particular decay for the

assumed spin and parity of the ground state of 76Ga. This is evident by the comparison to

the β-decay feeding intensity distribution (Fig. 2.12), where jj44b can reproduce the data

in the whole energy region. However, there are many nearly degenerate spin and parities

predicted for 76Ga and the experimental value for the ground state is not definite. The

overall success of these two Hamiltonians will depend on their comparison to a wide range

of data, which goes beyond the scope of this chapter.
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Chapter 3

β-decay Studies with Fast Beams

The experiment titled “Probing the r-process path with total absorption spectroscopy” was

performed from November 26, 2014, through December 4, 2014 at the NSCL (experiment

e12001). Having performed the proof-of-principle experiment with a thermalized beam de-

scribed in Ch. 2, the goal of this second β-decay experiment with SuN was to study the

β-decay properties of neutron-rich nuclides relevant to the r process. These nuclides were

studied with a fast beam, and this experiment was the first-ever application of the TAS

technique with a fast beam produced via projectile fragmentation. β-decay experiments

using fast beams require the use of more complex experimental setups and analysis proce-

dures, compared to those using thermalized beams. β-decay half-lives were extracted for the

nuclides 99Y, 101Zr, 102Zr, 102mNb, 103Nb, 104mNb, and 109Tc. Additionally, the β-decay

feeding intensity distributions and B(GT) distributions were extracted for 101Zr, 102Zr, and

109Tc.

3.1 Experimental End Station

The Coupled Cyclotron Facility (Fig. 3.1) at the NSCL produced a primary beam of 124Sn45+

with an energy of 120 MeV/u, which impinged upon a 9Be production target with a thickness

of 403 mg/cm2. The resulting ions from the fragmentation reaction were filtered with the

A1900 fragment separator [138], using a 60 mg/cm2 aluminum wedge, to produce a secondary
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cocktail beam that consisted of neutron-rich nuclides with atomic numbers ranging from 39

to 43 and mass numbers ranging from 100 to 110. Due to the use of the full momentum

acceptance (5%) of the separator, a thin (30 mg/cm2), plastic (BC-400), position-sensitive

scintillator at the intermediate dispersive image was used to provide information about the

momentum (and time of flight) of an ion. The scintillator was referred to as the “Image

2” or “I2” scintillator. After the A1900 fragment separator, the ions were delivered to the

experimental end station in the S2 vault. The experimental end station, ordered along the

beam line, consisted of two silicon PIN detectors, an implantation station, and the Summing

NaI(Tl) (SuN) detector. The implantation station consisted of a double-sided silicon-strip

detector (DSSD) and a silicon surface barrier detector. Signals from all of the detectors in

the end station were recorded with the NSCL Digital Data Acquisition System (DDAS) [96].

The experimental end station in the S2 vault is shown in Fig. 3.2, and an overview of the

electronics setup is shown in Fig. 3.3.
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Figure 3.1: Schematic layout of the Coupled Cyclotron Facility at the NSCL. Shown are the K500 cyclotron, K1200 cyclotron,
A1900 fragment separator, and the experimental end station in the S2 vault. More details can be seen in Fig. A.1.
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Implantation Station
(Inside of SuN)

Figure 3.2: Experimental end station in the S2 vault for NSCL experiment e12001. The
secondary beam from the A1900 fragment separator enters from the left side of the picture.
More details can be seen in Fig. A.2.
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3.1.1 Silicon PIN Detectors

The two silicon PIN detectors (Fig. 3.4) were installed in the cross flange upstream from

SuN and provided information about the energy loss and time of flight of an ion. These two

detectors were designated PIN1 and PIN2. PIN1 and PIN2, which had thicknesses of 488 µm

and 503 µm, respectively, were rotated 40◦ to create effective thicknesses of approximately

637 µm and 657 µm, respectively. The angle of rotation was chosen so that, after energy

deposition in the PIN detectors, the ions of interest would stop, or implant, at the center of

the DSSD.

PIN1 was biased with +50 V (leakage current of 1.2 µA) and PIN2 was biased with +32

V (leakage current of 0.72 µA). Signals from PIN1 and PIN2 were passed to a feedthrough

flange to reach the outside of the beam line and were then sent into preamplifiers (Tennelec

TC 178 Quad Preamplifiers). The output of each preamplifier was sent through a passive

splitter in order to extract energy and timing information necessary for particle identification.

For energy, one signal from the splitter went directly into DDAS. For timing, one signal from

the splitter went to an amplifier (Tennelec TC 248 Amplifier for PIN1 and Tennelec TC

241S Amplifier for PIN2). Signals from the amplifiers were processed in constant fraction

discriminators (Canberra Quad CFD 454), and used as the “start” input for multiple time-

to-amplitude converters (Ortec 566 TACs). The timing signals were used in multiple TACs

with the use of logic fan-in / fan-out modules.

The preamplifiers had gain settings of 0.1 GeV, 1 GeV, and 10 GeV, and the gain setting

was chosen based on the amount of energy deposition in the PIN detectors by the secondary

beam. The segment of the A1900 fragment separator immediately before the experimental

setup in the S2 vault was segment 6. Using the magnetic rigidity of segment 6, (Bρ)6 =
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3.2097 Tm, the energy deposition of the ions of interest in the PIN detectors according to

LISE++ was approximately 1.6-1.9 GeV for PIN1 and approximately 2.1-2.5 GeV for PIN2.

Consequently, the preamplifier channels for both PIN detectors had gain settings of 10 GeV.

Both PIN detectors were tested with an 241Am source before the start of the experiment

using the 0.1 GeV gain setting. The goal of these tests was to try to improve the energy

resolution of the PIN detectors and therefore improve particle identification. These tests

included adjusting the energy filter parameters in DDAS, applying different biasing voltages,

and testing different channels of the preamplifiers. The optimized energy resolution of both

PIN detectors after these tests was approximately 4% at Eα = 5486 keV. PIN1 had a slightly

better energy resolution and was chosen as the first PIN detector in the path of the secondary

beam. The results from these tests obtained with the 0.1 GeV gain setting were assumed to

also apply for the 10 GeV gain setting used for the experiment.

3.1.2 Implantation Station

The implantation station (Fig. 3.5) was installed in the center of the borehole of SuN.

The DSSD was positioned at the geometric center of SuN, and was used to detect high-

energy ion implantations and subsequent low-energy β-decay electrons, which were spatially

and temporally correlated to one another [149]. The correlation procedure is described

in Sec. 3.2.2. Simultaneous detection of implantations (depositing energy on the order

of GeV in the DSSD) and β-decay electrons (depositing energy on the order of keV and

MeV in the DSSD) was achieved with dual-gain preamplifiers (specifically, Multi Channel

Systems 16-channel preamplier CPA 16). The low-gain stage (0.09 V/pC) was used for

detecting implantations, while the high-gain stage (1.63 V/pC) was used for detecting β-

decay electrons. Manufactured by Micron Semiconductor Ltd. [150], the DSSD was designed
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Rotation angle in the cross �ange = 40°
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E�ective thickness = 656.62 μm

Cross Flange Isolating Flange

PIN Feedthrough Flange

Figure 3.4: The two silicon PIN detectors used for NSCL experiment e12001. These were
installed in the cross flange (labeled in the picture) with a specific rotation angle.
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to fit inside the borehole of SuN using the BB8 design. The silicon chip of the DSSD had a

thickness of 1030 µm, dimensions of 21.8 mm by 21.8 mm, and an active area of 20.0 mm by

20.0 mm. There were 16 horizontal strips on the front side and 16 vertical strips on the back

side, effectively creating 256 pixels. The 16 strips on a side were numbered 0 through 15.

All strips had a pitch of 1250 µm. Roughly 25 mm downstream from the DSSD was a silicon

surface barrier detector that acted as a veto detector to detect any ions (particularly light,

charged particles) that did not stop in the DSSD. The veto detector was manufactured by

ORTEC with model number BU-014-300-500 (active area of 300 mm2 and depletion depth

of 500 µm).
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Figure 3.5: The implantation station used for NSCL experiment e12001. Shown are the double-sided silicon-strip detector
(DSSD) and the silicon surface barrier detector (veto). More details can be seen in Fig. A.5.



Two nearly identical implantation stations, labeled “1” and “2”, were constructed before

the start of the experiment. Having a second, spare implantation station was beneficial in

case one failed or was damaged during the experiment. The only difference between them

was the high voltage applied to the detectors, as indicated on the manufacturer specification

sheets. Implantation station “2” was used for NSCL experiment e12001. In this implantation

station, the back side of the DSSD was biased with +90 V (leakage current of 0.17 µA), and

the veto detector was biased with +50 V (leakage current of 0.18 µA). In implantation

station “1”, the back side of the DSSD was biased with +110 V (leakage current of 0.56

µA), and the veto detector was biased with +60 V (leakage current of 0.15 µA). For both

implantation stations, the high voltage input for the preamplifier for the front side of the

DSSD was terminated with a 50 Ω resistor.

As mentioned earlier, the implantation station was carefully designed and constructed

to fit inside the small borehole of SuN. The implantation station was suspended by two

stainless steel threaded rods, which connected into the feedthrough flange. A nylon holder

supported the veto detector. To ensure the DSSD was at the geometric center of SuN, two

distances were maintained. One was that the distance between the edge of the feedthrough

flange and the back of the DSSD was 10.79 inches (see Fig. 3.5). The other was that the

distance between the edge of the backup ring and the edge of the centering ring was 0.125

inches (see Fig. 3.2). The DSSD and veto detector were held in place with plastic washers

and brass hex nuts. Kapton tape secured the cables from the DSSD to the holder for the

veto detector. Kapton tape also protected the cables as they slid against the inside of SuN’s

beam pipe when the implantation station was inserted or removed.

The DSSD was read out with two cables (one directly attached to the front side and

one directly attached to the back side). Each cable carried 18 signals: 16 signals for the
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NSCL@MSU 16x16 Strip Detector PCB V2 02-06-2014

X

Y

A1

Front Side
of DSSD

Back Side
of DSSD

Figure 3.6: Diagram of the circuit board that was an intermediate stage between the DSSD
and the dual-gain preamplifiers. More details can be seen in Fig. A.6.

individual strips, 1 signal for the frame, and 1 signal for the guard ring. Each cable was

passed to the feedthrough flange to reach the circuit board (Fig. 3.6) outside of SuN. The

circuit board was necessary to properly group the signals together and match the input

specifications of the dual-gain preamplifiers.

Using the capabilities of DDAS, traces were recorded for the low-gain stage of the DSSD.

They were recorded with a delay of 2.5 µs and a length of 6 µs. Observing traces during

the experiment showed that the signals were being clipped (left panel of Fig. 3.7). That
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Figure 3.7: Traces recorded for strips of the low-gain stage of the DSSD. Left panel: A
clipped signal for strip number 4 on the front side. Right panel: A non-clipped signal for
strip number 7 on the front side. One clock tick equals 10 nanoseconds.

is, the energy deposited in the DSSD from ions saturated the analog-to-digital converters

(ADCs) of DDAS. One problem with clipped signals is obtaining an accurate determination

of the energy deposition in the DSSD. This problem was solved during the experiment with

a splitter/attenuator module. Signals were split for each strip of the low-gain stage, with one

output terminated with a 50 Ω resistor so that the amplitude of the signal was attenuated.

This prevented the signal from being clipped (right panel of Fig. 3.7).

3.1.2.1 DSSD triggering conditions

An external trigger, which was a “front-back coincidence” and configured in hardware, was

required to record signals in the DSSD. For a given side of the DSSD, an or signal was

generated whenever a strip produced a signal above threshold. Whenever an or from the

front side and an or from the back side overlapped in time, an and signal was created

and used as a validation window for recording the raw signals that originally produced the

or signals. The external trigger reduced the recording of random noise, which enabled the

lowering of trigger thresholds and therefore increased the detection efficiency of low-energy
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β-decay electrons.

The electronics setup for the external trigger is shown in detail in Fig. 3.3 (also Figs. A.3

and A.4), and the main points will be discussed here. Different signals and timing parameters

were used to create the external trigger, which was required for both the low-gain and high-

gain stages of the DSSD. Only the high-gain stage could be tested with radioactive sources,

and the timing parameters for the high-gain stage were assumed to also work for the low-gain

stage and were confirmed with beam. The external trigger required a “breakout module” or

“breakout box” (identified as “Pixie 16 2mm to LEMO” in Figs. 3.3, A.3, and A.4), which

was used to provide input to and view output from a DDAS module. Because each side of

the DSSD had 16 strips and each DDAS module contained 16 channels, each combination

of gain stage and side of the DSSD had a corresponding DDAS module. For example, there

was a DDAS module dedicated to the high-gain stage and front side of the DSSD. Individual

strips had raw signals (yellow and purple signals in the top panel of Fig. 3.8). If the energy

deposition in a strip was above the trigger threshold, the DDAS module produced a channel

trigger associated with that strip (blue and green signals in the top panel of Fig. 3.8). The

channel trigger could be viewed with “o0” of the breakout module, and the delay of each

channel trigger (white and red arrows in the top panel of Fig. 3.8) could be adjusted. Each

DDAS module also had a 16-channel or, which was produced when the energy deposition

in any of the 16 strips was above the trigger threshold (yellow and blue signals in the middle

panel of Fig. 3.8). The or could be viewed with “o6” of the breakout module, and the width

of each or (red and white arrows in the middle panel of Fig. 3.8) could be adjusted. The

delay of each or was adjusted so that the or signals from each side of the DSSD overlapped

in time. The or from each side was sent into a logic module (Four Fold Four Input Logic

Module) to create an and signal (purple signal in the middle panel of Fig. 3.8). The and
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signal was created when the two or signals overlapped in time (in other words, a front-back

coincidence). The and signal was eventually sent as input to the DDAS module (“i4” of the

breakout module) and interpreted by the DDAS module as an external trigger (viewed with

“o3” of the breakout module). An example of a successful front-back coincidence is shown

in the bottom panel of Fig. 3.8. In this case, the channel triggers (yellow and purple signals

in the bottom panel of Fig. 3.8) were successfully delayed to fall inside the external trigger

(blue and green signals in the bottom panel of Fig. 3.8). When that occurred, a validated

trigger (viewed with “o2” of the breakout module) was created whose presence allowed the

system to acquire data.

3.1.2.2 DSSD Calibrations and Thresholds

The strips of the high-gain stage of the DSSD were calibrated with radioactive sources of

228Th, 241Am, and 249Cf. The thresholds for the strips in the high-gain stage ranged from

150 keV to 200 keV. The strips of the DSSD in the low-gain stage were gain matched with

secondary beam. The strips of the DSSD in the low-gain stage could have also been gain

matched with primary beam, which was delivered to the experimental end station.

3.1.3 Summing NaI(Tl) (SuN) Detector

Surrounding the implantation station was the SuN detector (Fig. 3.9) to detect β-delayed

radiation and employ the TAS technique.

3.1.3.1 Gain Matching and Calibration

The same procedure described in Sec. 2.3 was used to gain match the PMTs of SuN. The

high voltages and multiplication factors used to gain match each PMT of SuN are listed in
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Figure 3.8: DSSD strip and logic signals used to create the front-back coincidence external
trigger. The annotations describe either signals of the same color or a timing parameter.
See main text for details.
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Figure 3.9: The SuN detector during NSCL experiment e12001. Also shown are cables for
the implantation station inside of SuN, and the circuit board and dual-gain preamplifiers for
the DSSD. More details can be seen in Fig. A.7.
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Table 3.1: High voltages and multiplication factors used to gain match each PMT of SuN
for NSCL experiment e12001. For a given PMT label, the letter indicates the top or bottom
half of SuN (“B” for bottom and “T” for top), the first number indicates the segment of
SuN, and the second number indicates the PMT within the segment. For example, the label
T23 means PMT 3 of segment 2 of the top half of SuN.

PMT High Voltage (V) Gain Matching Multiplication Factor
B11 +839 1.00302
B12 +823 1.00000
B13 +824 1.00471
B21 +837 0.98604
B22 +869 1.00000
B23 +831 0.98516
B31 +895 1.01071
B32 +858 1.00000
B33 +835 1.01021
B41 +915 0.99010
B42 +936 1.00000
B43 +899 0.99156
T11 +732 1.00636
T12 +744 1.00000
T13 +782 1.01613
T21 +779 0.98897
T22 +774 1.00000
T23 +769 0.98874
T31 +798 0.98781
T32 +806 1.00000
T33 +817 0.98880
T41 +842 1.00502
T42 +829 1.00000
T43 +852 1.00746

Table 3.1.

The segments of SuN were calibrated with the same procedure described in Sec. 2.3. An

effort was made to use as many radioactive sources as possible and to cover as broad of an

energy range as possible. The sources used in the calibration are shown in Table 3.2. The

segment calibrations are shown in Fig. 3.10 and the residual plots are shown in Fig. 3.11.

In Figs. 3.10 and 3.11, note that some of the lower-energy γ rays were not detected in the

outer segments of SuN.
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Table 3.2: Standard radioactive sources used to calibrate the segments of SuN.

Source Decay γ-ray Energy (keV)

241Am 241Am → 237Np 59.5

228Th 212Pb → 212Bi 238.6

249Cf 249Cf → 245Cm 388.2

228Th 208Tl → 208Pb 583.2

137Cs 137Cs → 137Ba 661.7

60Co 60Co → 60Ni 1173.2

60Co 60Co → 60Ni 1332.5

228Th 208Tl → 208Pb 2614.5
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Figure 3.10: Calibrations for each segment of SuN for NSCL experiment e12001. For a given segment label, the letter indicates
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3.1.3.2 Thresholds

The existing decay schemes of the nuclides studied in NSCL experiment e12001 contained

many low-energy γ rays (less than 100 keV). To increase the detection efficiency of these

low-energy γ rays, the trigger thresholds for all of SuN’s PMTs were lowered before the start

of the experiment. The trigger thresholds were lowered until the 59.5 keV γ ray from the α

decay of 241Am was visible, while at the same time not triggering on electronic noise. 1

In NSCL experiment e13502 described in Ch. 2, a sharp threshold of 80 keV was applied

to each SuN segment (Sec. 2.3). The sharp threshold was necessary to achieve the same

detection efficiency for SuN in experiment and simulation. A sharp threshold at 80 keV

was possible because the decay scheme of 76Ga did not contain low-energy γ rays below 80

keV. In NSCL experiment e12001, a sharp threshold was not applied to each SuN segment.

Instead, a gradual threshold was implemented in the geant4 simulation (see Sec. 3.2.3.1).

The gradual threshold in simulation mimicked the application of the DDAS trigger filter

threshold in experiment.

3.2 Analysis

3.2.1 Particle Identification

Particle identification was achieved with measurements of energy loss, time of flight, and

momentum for each ion. Energy loss was obtained with the two silicon PIN detectors (Sec.

3.1.1). According to the Bethe formula, energy loss is proportional to q2/v2, where q is the

1A triple PMT coincidence was configured for SuN in later experiments, starting with NSCL experiment
e14041. That is, all three PMTs had to collect scintillation light within a certain time window for the signals
to be recorded. This allowed the trigger thresholds to be lowered further while still maintaining a reasonable
counting rate for each PMT.
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charge state and v is the velocity of a nucleus. If a nucleus is fully stripped of electrons,

the charge state q is equal to the atomic number. Charge-state contamination will affect the

particle identification process if a nucleus is not fully stripped of electrons, and is discussed

below. Therefore, for a given velocity, energy loss measurements provided elemental identifi-

cation in the experiment. To separate isotopes within a given element, a mass measurement

was required. The mass measurement was obtained with the time of flight through the A1900

fragment separator to the experimental end station, because these quantities are related:

t =
L

v
=
L

c

√
1 +

(
mc

Bρq

)2

=
L

c

√
1 +

(
Auc

Bρq

)2

, (3.1)

where t is the time of flight, L is the flight path the nucleus travels, v is the velocity, c is the

speed of light, m is the mass, A is the mass number, u is the atomic mass unit, Bρ is the

magnetic rigidity, and q is the charge state. If a nucleus is fully stripped of electrons, the

charge state q is equal to the atomic number. The magnet settings and slits of the A1900

fragment separator establish a magnetic rigidity. Therefore, for a given element (specifying

q in Eq. 3.1), the time of flight determined the mass and provided isotopic identification.

Measurements of time of flight were obtained with different combinations of timing signals

and TACs. As mentioned in Sec. 3.1.1, the two silicon PIN detectors provided the “start”

input for the TACs. The “stop” input for the TACs was provided by either the radio

frequency (RF) signal from the cyclotrons, a signal from the SuN detector, or a signal from

the I2 scintillator. The signal from SuN was the sum of the signals from the eight central

PMTs. The I2 scintillator had a PMT on either end, called “I2 North” or “I2N” and “I2

South” or “I2S”. Signals from I2N and I2S provided the “stop” input for the TACs.

A particle identification spectrum with energy loss from PIN1 and time of flight between
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Figure 3.12: Particle identification spectrum for ions implanted in the DSSD for experiment
e12001. The energy loss is from PIN1 and the time of flight is between PIN1 and I2N. This
spectrum has uncorrected time of flight on the x-axis. Therefore only individual elements
can be identified, not isotopes of a given element.

PIN1 and I2N is shown in Fig. 3.12. In this plot, only individual elements can be identified,

not isotopes for a given element. Further improvements described in Sec. 3.2.1.1 were made

to the particle identification spectrum to identify isotopes for a given element.

3.2.1.1 Momentum Correction to the Time of Flight

Due to the low production rates of the nuclides of interest, the full momentum acceptance

(5%) of the A1900 fragment separator was used to transport as many nuclides as possible to

the experimental end station. For a given nuclide, this leads to a distribution in Bρ and L in

Eq. 3.1, and therefore a distribution in the time of flight. This is the reason isotopes cannot

be identified in Fig. 3.12. The particle identification spectrum was improved by examining

the association between time of flight and position (proportional to momentum) at the I2

scintillator. Position at the I2 scintillator was determined with a TAC that had the “start”

input from I2S and the “stop” input from I2N. The time difference between I2S and I2N was

related to the position of an ion passing through the I2 scintillator.

Figure 3.13 shows an example of removing the association between time of flight and
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Figure 3.13: Top panel: Position at the I2 scintillator vs. time of flight between PIN1 and
I2N for Zr isotopes implanted in the DSSD. Each band is a separate isotope of Zr. This
spectrum has uncorrected time of flight on the x-axis. Bottom panel: Same as the top panel
except the x-axis is corrected time of flight. In this panel, an isotope has the same time of
flight regardless of position at the I2 scintillator. The horizontal gap in intensity around the
value of 45 that is present in both panels is due to the I2 scintillator being damaged during
NSCL experiment e12001.

position at the I2 scintillator for Zr isotopes implanted in the DSSD. Each band is a separate

isotope of Zr. The top panel uses uncorrected time of flight, which has an association between

time of flight and position at the I2 scintillator. The bottom panel uses corrected time of

flight, which has this association removed. The corrected time of flight, which is proportional

to the mass-to-charge ratio (A/q) of an ion, was obtained with a coordinate system rotation

for only the x-axis.

The particle identification spectrum, using corrected time of flight, is shown in Fig.
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Figure 3.14: Particle identification spectrum for ions implanted in the DSSD during experi-
ment e12001. The energy loss is from PIN1 and the time of flight is between PIN1 and I2N.
This spectrum has corrected time of flight on the x-axis.

3.14. Individual nuclides were identified using isomeric transitions, β-decay half-lives, and

correlated β-delayed γ rays. An example of an isomeric transition is shown in Fig. 3.15. The

isomeric transition is from hydrogen-like 99
40Zr39+, which was a charge-state contaminant of

the fully stripped ion of interest 102
40 Zr40+. The nuclide 99Zr has an excited state at 252

keV with a lifetime of 293 ns [24]. The excited state deexcites by emitting two γ rays with

energies of 130 keV and 122 keV. The individual γ rays and summed energy were detected

in the TAS spectrum and sum-of-segments spectrum for ions implanted into the DSSD using

the particle identification gate for 102Zr.

3.2.1.2 Charge States

The relatively heavy nuclides delivered to the experimental end station meant that not all

ions were fully stripped of electrons, resulting in charge-state contamination in the particle

identification spectrum. Because the corrected time of flight is proportional to the mass-to-

charge ratio (A/q) of an ion, certain ions with approximately the same A/q will appear in the

same area in the particle identification spectrum. For example, hydrogen-like 98
40Zr39+ had
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Figure 3.15: Example of an isomeric transition used for particle identification. Hydrogen-like
99
40Zr39+ was a charge-state contaminant of the fully stripped ion of interest 102

40 Zr40+. The

nuclide 99Zr has an excited state at 252 keV with a lifetime of 293 ns [24]. The excited state
deexcites by emitting two γ rays with energies of 130 keV and 122 keV. The individual γ rays
and summed energy were detected in the TAS spectrum (left panel) and sum-of-segments
spectrum (right panel) for ions implanted into the DSSD using the particle identification gate
for 102Zr. The other counts in the spectra are from room background and Bremsstrahlung
radiation, which is emitted as the ions slow down and stop in the DSSD.

Table 3.3: Energy deposition (MeV) in different detectors for two isotopes with approxi-
mately the same mass-to-charge ratio (A/q).

98
40Zr39+ 101

40 Zr40+

PIN1 1735.2 1743.3
PIN2 2240.4 2237.7
DSSD 3444.8 3594.8

a similar mass-to-charge ratio as fully stripped 101
40 Zr40+. This made 98

40Zr39+ a charge-state

contaminant of the ion of interest 101
40 Zr40+. Charge-state separation is usually accomplished

by measuring the total kinetic energy of ions. Table 3.3 illustrates the benefits of a total

kinetic energy measurement to separate 98
40Zr39+ from 101

40 Zr40+. These two isotopes have

similar energy losses in the two silicon PIN detectors. However, the difference in energy

deposited in the DSSD is large enough to separate the two isotopes.

Many attempts were made at using total kinetic energy to separate charge states. All

of these attempts were unsuccessful. The conclusion was made that charge-state separation
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was unsuccessful because the dual-gain preamplifiers for the DSSD saturated during the im-

plantation of an ion. However, because they were shaping preamplifiers, the output signal

was properly shaped. Even though properly shaped, because of the saturation, the output

signals were not dependent on the energy of the ion. The output signals from the dual-gain

preamplifiers were attenuated (Sec. 3.1.2), and sent to DDAS. This attenuation was neces-

sary to prevent the clipping of signals in DDAS. However, the signals entering DDAS were

not dependent on the energy of the ion, making charge-state separation impossible. Other

methods resorted to for reducing charge-state contamination will be described individually

for each nuclide in later sections.

3.2.2 Correlations

Once the ions delivered to the experimental end station had been identified (Sec. 3.2.1), the

next step was to correlate the subsequent β-delayed radiation to those ions. As mentioned

in Sec. 3.1.2, the DSSD was used to detect high-energy ion implantations and subsequent

low-energy β-decay electrons. In software, events were created using a 2 µs coincidence time

window and classified as either an implantation or decay. The implantation of an ion and its

subsequent β decay are two distinct types of events, are temporally separated (determined by

the β-decay half-life), and also may be spatially separated (with respect to the DSSD pixel

size). The goal of correlating decay events to implantation events is to create another type

of event: a correlation event. A correlation event has the particle identification information

associated with the implantation event and the β-delayed radiation information associated

with the decay event. The only unique property of a correlation event is the correlation

time, which is the difference in time between the decay event and the implantation event.

Events were classified as an implantation if there was a signal in both of the silicon PIN
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detectors, there was a measurement of the time of flight and momentum of an ion, there was

at least one strip that fired on both sides of the DSSD in the low-gain stage, and there was

no signal in the veto detector. As mentioned in Sec. 3.1.2.2, the strips of the DSSD in the

low-gain stage were gain matched with secondary beam. The pixel in which the implantation

occurred was defined by the strip that received the maximum energy deposition on each side.

The secondary beam was defocused to try to illuminate as much of the surface of the DSSD

as possible. This was done in order to increase the amount of time between consecutive

implantations per pixel.

The top panel of Fig. 3.16 shows the spatial distribution of implantation events in the

DSSD. The spatial distribution is a two-dimensional histogram. The x axis is the strip

number that received the maximum energy deposition on the back side, and the y axis is the

strip number that received the maximum energy deposition on the front side. This spatial

distribution is determined by the secondary beam profile. As shown in the top panel of Fig.

3.16, implantation events were not evenly distributed over the detector surface. There were

more implantation events in central pixels compared to peripheral pixels. Furthermore, the

central pixels experienced a higher implantation rate compared to peripheral pixels. This is

shown in the bottom panel of Fig. 3.16. The average time between consecutive implantations

is smaller for central pixels compared to peripheral pixels.

Simply dividing the total number of implantations by the amount of time and total

number of pixels yields an average implantation rate of (1403857 implantation events) /

(156659 seconds) / (256 pixels) ≈ 0.035 implantations/second for a single pixel. This would

yield an average time between consecutive implantations of (0.035 implantations/second)−1

≈ 29 seconds/implantation for a single pixel. However, this calculation does not consider

the spatial distribution of implantation events in the DSSD. Taking into account the spatial
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distribution of implantation events in the DSSD produced the bottom panel of Fig. 3.16. The

average time between consecutive implantations was approximately 12 seconds for central

pixels and gradually increased when moving towards peripheral pixels.

Events were classified as a decay if neither silicon PIN detector had a signal, there were no

signals in the low-gain stage of the DSSD, there was at least one strip that fired on both sides

of the DSSD in the high-gain stage, and there was no signal in the veto detector. The pixel

in which the decay occurred was defined in the same way as described for an implantation.

As mentioned in Sec. 3.1.2.2, the strips of the DSSD in the high-gain stage were calibrated

with sources of 228Th, 241Am, and 249Cf, and the thresholds for the strips ranged from 150

keV to 200 keV.

The top panel of Fig. 3.17 shows the spatial distribution of decay events in the DSSD.

As with the spatial distribution of implantation events, the spatial distribution is a two-

dimensional histogram. The x axis is the strip number that received the maximum energy

deposition on the back side, and the y axis is the strip number that received the maximum

energy deposition on the front side. The spatial distribution of decay events is similar to the

spatial distribution of implantation events (top panel of Fig. 3.16). The bottom panel of Fig.

3.17 shows the average number of decay events observed in the DSSD within a one second

time interval. For central pixels, there is on average approximately 0.25 observed decays

per second. The average number gradually decreases when moving from central pixels to

peripheral pixels. Note that this is the average number of observed (that is, detected) decays.

The β-decay electron detection efficiency of the DSSD was not 100%, so there were more

decay events than what was observed and shown in the bottom panel of Fig. 3.17. It should

also be noted that for each implantation, multiple β decays are expected coming from the

decay of future generations (for example, the daughter and granddaughter).
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Figure 3.16: Top panel: Spatial distribution of implantation events in the DSSD. Bottom
panel: Average time in seconds between consecutive implantations for each pixel of the
DSSD. The average time for central pixels is approximately 12 seconds. The average time
gradually increases when moving from central pixels to peripheral pixels.
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Figure 3.17: Top panel: Spatial distribution of decay events in the DSSD. Bottom panel:
The average number of decay events observed in the DSSD within a one second time interval.
For central pixels, there is on average approximately 0.25 observed decays per second. The
average number gradually decreases when moving from central pixels to peripheral pixels.
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Decays were correlated to an implantation according to the following logic. First, when

a decay was identified, implantations that previously occurred were searched for in the

correlation field, and whichever implantation was closest in time to the decay was selected

as a candidate to be correlated to the decay. In the present work, a single-pixel correlation

field was used, meaning the implantation and decay had to have occurred in the same pixel.

Second, there had to have been a sufficient amount of time that passed between the candidate

implantation and the previous implantation in the same pixel. This condition helps to remove

ambiguity of the decay originating from the most recent implantation in the correlation field.

Third, the decay had to have happened within a certain amount of time of the implantation

known as the correlation time window. The correlation logic is summarized in Fig. 3.18.

Figure 3.19 shows the spatial distribution of correlation events in the DSSD. The spatial

distribution is defined in the same manner as for implantation events and decay events. The

spatial distribution of correlation events is similar to the spatial distribution of implantation

events (top panel of Fig. 3.16) and the spatial distribution of decay events (top panel of

3.17).
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Figure 3.18: Correlation logic used in NSCL experiment e12001. The end result is a correlation event that has the particle
identification information associated with the implantation event and the β-delayed radiation information associated with the
decay event. A “SuN only” event mostly refers to room background radiation, but may also be from the γ decay of an
implantation in an isomeric state that γ decays outside of the coincidence time window of the implantation event.



The correlation logic described in this section and summarized in Fig. 3.18 correlates

all decay events to the most recent implantation event in the correlation field. This is not

the only correlation logic that exists in the literature (see, for example, Sec. 2.2 of Ref.

[151]). Another correlation method only correlates the first decay event to the most recent

implantation event in the correlation field. Yet another method correlates all decay events to

all previous implantation events in the correlation field. These three methods have different

correlation efficiencies and amounts of contamination in β-delayed γ-ray spectra and decay

curves. This contamination may come from random correlations as described in Sec. 3.2.2.1.

3.2.2.1 Random Correlations

Random correlations occur when a decay event is correlated to the incorrect implantation

event. They may occur for any correlation logic. These random correlations are sometimes

referred to as false correlations, spurious correlations, or accidental correlations. They arise

from many different scenarios that can occur throughout an experiment.

One scenario involves the accumulated activity in the DSSD. For each implanted ion in the

experiment, an average of 4-5 β decays were necessary to reach stability. This accumulated

activity in the DSSD from the relatively long decay chains created a persistent background

of decay events. For example, at the end of the experiment (when secondary beam was no

longer delivered to the experimental end station and there were no ions being implanted into

the DSSD), the rate of observed decays was 5 decays/seconds. The bottom panel of Fig. 3.17

shows the rate of observed decays when secondary beam was delivered to the experimental

end station. All of these rates actually would have been larger because the β-decay electron

detection efficiency of the DSSD was not 100%. Decays from this persistent background may

have been incorrectly correlated to an implantation. Because the half-lives of the nuclides in
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Figure 3.19: Spatial distribution of correlation events in the DSSD with a correlation time
window of one second. Because a single pixel correlation field was used, the spatial distri-
bution of correlated implantations and correlated decays is the same. This means there is
only one spatial distribution of correlation events.
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the experiment are on the order of seconds, the correlation time window was relatively large

in order to correctly correlate a decay to an implantation and collect enough statistics in

the experimental β-delayed γ-ray spectra for the TAS analysis. However, a relatively large

correlation time window came at the expense of an increase in random correlations due to

the persistent background of decays events.

Another scenario that may occur during an experiment is shown in Fig. 3.20. In this

scenario, a later implantation is localized in the same spatial region as an earlier implantation,

but before the earlier implantation undergoes β decay. If the earlier implantation then

undergoes β decay, and this decay event is only correlated to the most recent implantation

in the correlation field, then the decay of the earlier implantation is incorrectly correlated

to the later implantation. This type of random correlation results in an incorrect, shorter

decay time assigned to the later implantation. Any β-delayed radiation from the decay is

also incorrectly assigned to the later implantation.

Another scenario that may occur during an experiment is shown in Fig. 3.21. In this

scenario, an earlier implantation is localized to one pixel and the subsequent β-decay electron

is localized to a different pixel. This is because the β-decay electron had a maximum energy

deposition in that pixel. In between those two events, a later implantation is localized in

the same pixel as the one where the β-decay electron from the earlier implantation will

be localized. If the decay event is only correlated to the most recent implantation in the

correlation field, then the decay of the earlier implantation is incorrectly correlated to the

later implantation. This type of random correlation results in an incorrect, shorter decay

time assigned to the later implantation. Any β-delayed radiation from the decay is also

incorrectly assigned to the later implantation.

The analysis performed for 76Ga in Sec. 2.4 consisted of two parts. One part was fitting
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Time t1 Time t2 Time t3

Implant A Implant B

β-

Figure 3.20: Sequence of events resulting in a random correlation. A subset of pixels in
the DSSD is shown for different events at times t1, t2, and t3 (with t1 < t2 < t3). At
time t1, an ion is implanted (Implant A) in a pixel. At time t2, another ion is implanted
(Implant B) in the same pixel as Implant A. At time t3, Implant A undergoes β decay.
The decay event is localized to the same pixel as Implant A and Implant B. If decay events
are only correlated to the most recent implantation event in the correlation field, then the
decay is incorrectly correlated to Implant B. This results in a random correlation in which
an incorrect, shorter decay time is assigned to Implant B. Any β-delayed radiation from the
decay is also incorrectly assigned to Implant B.

the decay curve with the Bateman equations in order to extract the half-life. The other part

was fitting TAS spectra with simulated components in order to extract the β-decay feeding

intensity distribution. The same analysis will be performed for the nuclides in this chapter.

Unlike the case of 76Ga, the decay curves and TAS spectra of the nuclides in this chapter will

have background from random correlations. Including random correlations as a component

when fitting decay curves and TAS spectra is crucial for extracting accurate results.

Different methods exist in the literature for creating random correlations. These methods

create correlations that are random in either space or time. For example, a recent result

that created random correlations in space is found in Ref. [152] and a recent result that

created random correlations in time is found in Ref. [153]. The analysis for nuclides in this

chapter created correlations that were random in time. This method was developed in Ref.
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Time t1 Time t2 Time t3

Implant A Implant B

β-

Figure 3.21: Sequence of events resulting in a random correlation. A subset of pixels in the
DSSD is shown for different events at times t1, t2, and t3 (with t1 < t2 < t3). At time t1,
an ion is implanted (Implant A) in a pixel. At time t2, another ion is implanted (Implant
B) in a pixel that is different from Implant A. At time t3, Implant A undergoes β decay.
The maximum energy deposition of the decay event occurs in a pixel that is different from
Implant A but the same as Implant B. If decay events are only correlated to the most recent
implantation event in the correlation field, then the decay is incorrectly correlated to Implant
B. This results in a random correlation in which an incorrect, shorter decay time is assigned
to Implant B. Any β-delayed radiation from the decay is also incorrectly assigned to Implant
B.
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[151]. This method involves running the analysis backward in time. The random correlations

remove a free parameter from the fit of the decay curve and provide a background component

when fitting TAS spectra.

As mentioned in Sec. 3.2.2, in this dissertation decay events were only correlated to

the most recent implantation in the correlation field. Because of this, the background from

random correlations will be exponential (see, for example, Sec. 2.2 of Ref. [151]). If, on

the other hand, decay events had been correlated to all previous implantation events in the

correlation field, the background from random correlations would have been flat (see, for

example, Sec. 2.2 of Ref. [151]). Compared to correlating all decay events to only the most

recent implantation event in the correlation field, correlating all decay events to all previous

implantation events in the correlation field will result in a larger correlation efficiency but

will come at the expense of many random correlations. Because β-delayed γ-ray spectra with

less contamination are in general preferred for a TAS analysis, the correlation logic used in

this dissertation only considers the most recent implantation event in the correlation field.

3.2.3 Total Absorption Spectroscopy

Once correlations had been performed (Sec. 3.2.2), the next step was to fit the β-delayed,

correlated γ-ray spectra to extract the β-decay feeding intensity distribution for the different

ions. With a segmented total absorption spectrometer, multiple experimental spectra can

be created to aid in extracting the β-decay feeding intensity distribution. A spectrum can

be labeled with the subscript i (for example, one value of i could correspond to the TAS

spectrum, and another value of i could correspond to the sum-of-segments spectrum). Each

spectrum has j bins. Using a modified version of the notation developed in Ref. [141], the

experimental spectra obtained with a segmented total absorption spectrometer are described
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Figure 3.22: Visualization of the geant4 simulation for the SuN detector (left panel) and
the implantation station at the center of SuN (middle and right panels). The green lines are
γ-ray tracks and the red lines are β-decay electron tracks.

as

dij =
∑

k

Rijkfk +
∑

l

Cijl, (3.2)

where dij is the number of counts in bin j of experimental spectrum i, Rijk is the detector

response function with counts in bin j of spectrum i due to the population of level k in the

daughter from β decay, fk is the number of β decays that feed level k, and Cijl is the number

of counts in bin j of spectrum i due to contamination from source l.

3.2.3.1 GEANT4 Simulation

The detector response functions of SuN, Rijk in Eq. 3.2, were modeled with geant4 [142]

and included phenomena associated with the β-decay transition from the initial level of

the parent to the final level of the daughter, and the possible subsequent electromagnetic

deexcitation of the final level. These phenomena included the β-decay electron with a real-

istic kinetic energy distribution [76], and any γ-ray cascades to the ground state or isomeric

state(s) of the daughter. A visualization of the geant4 simulation of SuN and the implan-

tation station is shown in Fig. 3.22.
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Table 3.4: Standard deviation (σ) of a Gaussian function fit to various experimental γ-ray
peaks, along with the corresponding energy resolution.

Source Decay Energy (keV) σ (keV) Resolution (%)

241Am 241Am → 237Np 59.5 5.3 21.0

249Cf 249Cf → 245Cm 388.2 16.9 10.2

228Th 208Tl → 208Pb 583.2 21.1 8.5

The geant4 simulation of SuN had an existing resolution function to determine the

energy resolution of SuN’s NaI(Tl) crystals that was developed for a different application of

the SuN detector [25]. The resolution function was created with the existing experimental

data at that time. The lowest-energy γ ray included in the resolution function was 511 keV

(see Table 5.1 and Fig. 5.11 of Ref. [25]). The creator of the existing resolution function

noted in Sec. 5.5 of Ref. [25] that this resolution function is not ideal for low-energy γ

rays. Because the nuclides in this dissertation emit low-energy γ rays when they undergo β

decay, additional data points for low-energy γ rays were added to the resolution function.

These data points were experimentally determined by fitting the peak of individual γ rays

from calibration sources. Table 3.4 lists the calibration source, γ-ray energy, and standard

deviation of a Gaussian fit to the peak in the spectrum. These data points were added to

the existing resolution function from Ref. [25]. Figure 3.23 shows the resolution function

used in the geant4 simulations for NSCL experiment e12001.

As mentioned in Sec. 3.1.3.2, a sharp energy threshold was not applied to the segments

of SuN. Unlike the sharp energy threshold applied in Ch. 2 or in Sec. 6.2 of Ref. [25], a

gradual threshold was implemented in the geant4 simulation. The gradual threshold was

necessary because the nuclides in this dissertation emit low-energy γ rays when they undergo

β decay. Figure 3.24 shows a comparison of experimental and simulated sum-of-segments

spectra for 60Co. One geant4 simulation uses the resolution function from Ref. [25]. This
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Figure 3.23: Standard deviation in the detected energy of SuN’s NaI(Tl) crystals as a function
of γ-ray energy. The points correspond to experimental data and the curve is the best fit
function that was implemented in the geant4 simulation.

simulation does not include a gradual threshold for the segments of SuN. Another simulation

uses the resolution function displayed in Fig. 3.23. This simulation does include a gradual

threshold for the segments of SuN. For the simulation that does include a gradual threshold

for the segments of SuN, there is excellent agreement with experiment at low energies (less

than 100 keV).

To achieve the same detection efficiency, the detector response functions and experimen-

tal spectra had the same coincidence requirements and detector thresholds. The detector

response functions were created for two distinct types of levels populated in the daughter:

known levels at discrete energies and pseudo levels within a quasi-continuum. The boundary

between these two types of levels is called the critical energy (sometimes referred to as the

cutoff energy).
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Figure 3.24: Comparison of experimental and simulated sum-of-segments spectra for 60Co.
Normalized room background has been subtracted from the experimental spectrum. The
experimental spectrum is shown with a black, solid line. The simulation using the resolution
function from Ref. [25] is shown with a red, dashed line. This simulation does not include
a gradual threshold for the segments of SuN. The simulation using the resolution function
displayed in Fig. 3.23 is shown with a blue, dotted line. This simulation does include a
gradual threshold for the segments of SuN. The effect of the gradual threshold can be seen
at low energies (less than 100 keV).

122



3.2.3.2 Known Levels

Known levels occur below the critical energy, where the level scheme is assumed to be

complete in terms of energies, spins, parities, and branching ratios. The Reference Input

Parameter Library (RIPL-3) [154] contains a value of the critical energy for nuclides. In

this dissertation, the critical energy was determined by comparing the experimental TAS

and sum-of-segments spectra with those obtained from simulation using the existing decay

scheme as found in an Evaluated Nuclear Structure Data File (ENSDF) [155]. Information

about known levels usually comes from high-resolution measurements obtained with high-

purity germanium detectors, although segmented total absorption spectrometers may also

be used to estimate some of this information [156].

The energies, spins, and parities of known levels and the relative γ-ray intensities for

transitions between known levels were taken from ENSDF [155]. Transitions included the

possibility of internal conversion according to internal conversion coefficients calculated using

BrIcc [13]. In the case of β decay directly populating either the ground state or β-decaying

isomeric state(s) of the daughter, the detector response function was produced only from

collisional energy losses between β-decay electrons and the sensitive volume of SuN or the

associated bremsstrahlung radiation.

Some known levels may have unknown or tentative spin and/or parity assignments. This

information determines the probability of internal conversion and affects transitions from the

quasi-continuum to known levels. In these cases, multiple level schemes were constructed

that differed in the spin and/or parity assignments and used in the TAS analysis to assess

uncertainties in the extracted β-decay feeding intensity distribution.
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3.2.3.3 Pseudo Levels

Above the critical energy, a quasi-continuum was assumed to exist, which was divided into

energy bins. At the center of each energy bin was placed a pseudo level, which acted as a

representative for all nearby levels within the energy resolution of SuN. The spacing between

pseudo levels was dependent on the energy resolution of SuN: Because the full width at half

maximum increases as the energy increases (Fig. 3.23), the spacing between pseudo levels

(equivalently, the size of each energy bin) increased as the energy increased. For example,

the spacing between pseudo levels near 2000 keV was approximately 100 keV, whereas the

spacing between pseudo levels near 3000 keV was approximately 150 keV.

The γ-ray cascades from pseudo levels were created with the statistical model as im-

plemented in dicebox [157]. In the dicebox program, the user gives as input as much

information as possible about the known levels (for example, energies, spins, parities, rel-

ative γ-ray intensities, and total internal conversion coefficients). The user also gives as

input the critical energy. Above the critical energy, the program uses statistical properties

to describe how levels are distributed and how they deexcite with γ rays. These statistical

properties are the nuclear level density (NLD) and γ-ray strength functions (γSFs) for E1,

M1, and E2 transitions. When running dicebox to generate γ-ray cascades from a pseudo

level, the user gives as input the energy, spin, and parity of the pseudo level. Between the

energy of the pseudo level and the critical energy, dicebox generates a set of levels using

the nuclear level density. Transitions between levels in the quasi-continuum and transitions

between a level in the quasi-continuum to a known level are governed by the γ-ray strength

functions. When a transition reaches a known level, the transitions between known levels

are determined by the input relative γ-ray intensities and total internal conversion coeffi-
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cients. This procedure is repeated for all pseudo levels within the quasi-continuum. Other

implementations of the statistical model to create γ-ray cascades can be found in decaygen

[158], degen [159], cascade [160, 161, 162, 163], γdex [164], and rainier [165].

The relevant features of dicebox in the creation of the γ-ray cascades were the choice

of a nuclear level density (NLD), γ-ray strength functions (γSFs) for E1, M1, and E2 tran-

sitions, and the critical energy, Ecrit. The NLD came from the Hartree-Fock-Bogoliubov

plus combinatorial method [166], the E1 γSF was modeled as a modified Lorentzian with

a constant nuclear temperature (0.5 MeV), and the M1 γSF and E2 γSF were modeled

as standard Lorentzians. The resonance energy, width, and peak cross section for the E1

γSF were taken from experimental measurements compiled in RIPL-3 [154], and for the M1

γSF and E2 γSF were taken from systematics according to RIPL-3. Table 3.5 contains the

relevant parameters used in dicebox for the different nuclides in the present work.

The spins and parities of pseudo levels were determined using β-decay selection rules for

allowed Gamow-Teller transitions (∆J = 0,±1; ∆π = +; no 0+ to 0+). The assumption

was made that first-forbidden Gamow-Teller transitions were not necessary because they are

in general less probable than allowed Gamow-Teller transitions. For a given energy of a

pseudo level, the different spins will decay differently via E1, M1, and E2 transitions within

the quasi-continuum and from the quasi-continuum to a known level. Including the different

spins was important because the summing efficiency of SuN depends on how the deexcitation

of a pseudo level is partitioned in terms of number of γ rays and their individual energies

[95]. To reduce the number of detector response functions used in the TAS analysis, an

average detector response function was created from the different spins.
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Table 3.5: The values used for different parameters in dicebox when creating pseudo levels
above Ecrit (critical energy) for the three daughter nuclides in the present work. The pa-
rameters associated with giant resonances that were needed for the γ-ray strength functions
were Er (resonance energy), Γ (width), and σ (peak cross section). The parameters for the
E1 γ-ray strength function were from the nearest nuclide of the same type (even Z and even
N, even Z and odd N, etc.) for which experimental measurements exist in RIPL-3. However,
there were no odd Z and odd N measurements near 102

41 Nb61 and therefore the nearest mea-
surement was used regardless of even/odd proton/neutron numbers. The nearest nuclides
for 101

41 Nb60, 102
41 Nb61, and 109

44 Ru65 were 103
45 Rh58, 100

42 Mo58, and 117
50 Sn67, respectively. The

final results of this work were not sensitive to small variations in these parameters.

γ-ray strength function parameters

E1 M1 E2
Nuclide Ecrit Er Γ σ Er Γ σ Er Γ σ

[keV] [MeV] [MeV] [mb] [MeV] [MeV] [mb] [MeV] [MeV] [mb]
101
41 Nb60 2119 16.62 8.56 187.50 8.80 4.00 1.76 13.53 4.90 2.02

102
41 Nb61 941 16.02 8.44 167.00 8.78 4.00 1.72 13.48 4.89 2.01

109
44 Ru65 1268 15.64 5.02 257.50 8.58 4.00 1.49 13.19 4.80 2.20

3.2.3.4 Contamination

The potential sources of contamination, Cijl in Eq. 3.2, included room background, elec-

tronic pulse pileup, random correlations of implantation and decay events, charge-state con-

tamination, and the β decay of future descendants (for example, the daughter). Each po-

tential source was investigated and included in the TAS analysis if necessary.

The experimental spectra used in the TAS analysis were obtained by correlating decay

events to implantation events with spatial and temporal information. Decay events were nat-

urally gated by a β-decay electron, producing β-gated spectra. As mentioned in Sec. 3.2.2,

a 2 µs coincidence time window was used to create events, which reduced the probability

of recording room background during a decay event. Therefore, contamination from room

background was negligible.

Electronic pulse pileup will depend on the counting rate of each of SuN’s PMTs during

the experiment. Throughout the experiment, the average counting rate was approximately
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900 Hz. For only decay events, the average counting rate was approximately 7 Hz for PMTs

of the central segments, and approximately 1 Hz for PMTs of the outer segments. This low

counting rate meant contamination from electronic pulse pileup was negligible.

Within the correlation procedure, not all decay events were correlated to the correct

implantation event, resulting in random correlations. These random correlations were char-

acterized by performing correlations backward in time as described in Sec. 3.2.2.1.

As mentioned in Sec. 3.2.1.2, there was charge-state contamination in the particle identi-

fication spectrum. Because measuring the total kinetic energy of each ion was not possible in

the experiment (Sec. 3.2.1.2), separation of different charge states was not possible. Other

methods to reduce charge-state contamination will be described individually for each nuclide.

Depending on the half-life of the daughter for a given nuclide, there may be contamination

from the decay of the daughter within the correlation time window. Methods to estimate or

eliminate contamination from the decay of the daughter will be described individually for

each nuclide.

3.2.3.5 Fitting

Once the contamination was accounted for as best as possible, the detector response functions

were used to simultaneously fit all the experimental spectra by minimizing the global χ2 value

χ2
global =

∑

i

∑

j



dij −

∑
k
Rijkfk −

∑
l
Cijl

√
dij




2

. (3.3)

The quantities in Eq. 3.3 were defined in Eq. 3.2. In Eq. 3.3, dij was obtained from experi-

ment, Rijk was obtained from simulation, and, in this dissertation, Cijl was obtained from

experiment. Unlike the analysis performed in Sec. 2.3 in which geant4 was used to simu-
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late the response of SuN to individual γ-ray cascades, the analysis performed in this chapter

according to Eq. 3.3 used geant4 to simulate the response of SuN to levels populated in

β decay. The experimental spectra included in the calculation of χ2
global included a total of

nine spectra with various gates or restrictions applied to them. The nine spectra were the

TAS spectrum, sum-of-segments spectrum, multiplicity spectrum, and the sum-of-segments

and multiplicity spectra gated on the TAS spectrum from 0-800 keV, 800-2500 keV, and 2500

keV to the end of the TAS spectrum. These three energy regions were appropriate based

on the statistics in the gated spectra. All nine spectra were included in the calculation to

further constrain the summing efficiency of SuN, make the TAS analysis more sensitive to

the finer details of the decay scheme, and help find the true minimum in the χ2
global space.

In addition, after minimizing χ2
global, the initial number of decaying nuclei was compared

between experiment and simulation. This comparison is based on the following logic:

1. In the experiment, the number of correlated events for a particular ion is known. For

example, considering all correlated events, this is the number of counts in the particle

identification spectrum for a particular ion. Alternatively, this is the number of counts

in the decay curve for a particular ion. Assuming all contamination has been removed

from the particle identification spectrum or decay curve, then only a single decay event

is correlated to an implantation event. With this assumption, the number of correlated

events for a particular ion may also be referred to as the initial number of decaying

nuclei (of that particular ion).

2. After fitting the experimental TAS spectra, the β-decay feeding intensity distribution

is known. This distribution provides information about the population of each level in

β decay needed to fit the experimental TAS spectra. Using this distribution and the
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efficiency of SuN, the initial number of decaying nuclei can be determined in simulation.

3. Once the initial number of decaying nuclei has been determined in simulation, a com-

parison can be made with experiment.

In Eq. 3.3, the number of decays feeding each level was repeatedly adjusted until χ2
global

was minimized. The minimization was performed with MINUIT [167] from the ROOT data

analysis toolkit [168]. The number of decays feeding each level was then normalized to unity

to obtain the β-decay feeding intensity distribution

Iβi =
fi∑
k
fk
. (3.4)

The β-decay feeding intensity distribution was then converted to a Gamow-Teller transition

strength, B(GT), distribution using Eq. 1.24. The whole analysis procedure used to extract

the β-decay feeding intensity distribution and Gamow-Teller transition strength distribution

is illustrated in Fig. 3.25.

3.3 Results

3.3.1 Half-lives

In this section, half-lives are extracted for neutron-rich nuclides in the A = 100-110 mass

region. These nuclides were delivered to the experimental end station during NSCL exper-

iment e12001. Half-lives for many nuclides in this section were measured decades ago in

experiments that performed chemical separation of fission fragments. Both the separation

and identification of fragments in these past experiments were challenging and authors of-
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Figure 3.25: Analysis pipeline used to extract the β-decay feeding intensity distribution and
Gamow-Teller transition strength distribution in NSCL experiment e12001.
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ten reported possible contamination issues. For this reason, the present work provides new

measurements of half-lives in the A = 100-110 mass region using a consistent technique.

A decay curve was created for each nuclide of interest by histogramming the time dif-

ference between the implantation of an ion and its subsequent β decay and was used to

extract the half-life. Isolating events in the decay curve from the nuclide of interest was

obtained by simultaneously gating on a sum peak in the TAS spectrum and a γ ray in the

sum-of-segments spectrum. This technique is detailed for a specific nuclide in Sec. 3.3.1.2.

In addition to any random correlations (Sec. 3.2.2.1), in this technique there possibly

are additional sources of background that must be considered. If the nuclide of interest

to be isolated is the parent, these potential background sources include events from the

decay of future descendants (for example, the daughter) and also from possible charge-state

contaminants (Sec. 3.2.1.2). Consulting the decay schemes of the parent, future descendants,

and charge-state contaminant enabled the selection of events that included an established

level and γ ray from the decay of the nuclide of interest. In addition, sum peaks and γ rays

of higher energies were favored in order to reduce the possibility of including events from

incomplete summation in the TAS spectrum and events from Compton-scattered γ rays in

the sum-of-segments spectrum.

If applicable to certain nuclides, the ground-state-to-ground-state Q values for β decay

[16] were used to identify appropriate gating regions in the TAS spectrum. For example, the

ground-state-to-ground-state Q value for the parent 104Nb is 8531 keV, the daughter 104Mo

is 2153 keV, and the charge-state contaminant 101Nb40+ is 4628 keV [16]. Therefore, counts

in the TAS spectrum above approximately 4628 keV should only originate from the decay

of 104Nb.

Two decay curves were created for each gating combination, with the only difference be-
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ing that one was created using forward-time correlations and the other using backward-time

correlations. The distribution of backward-time correlations, representing random correla-

tions between implantations and decays (Sec. 3.2.2.1), was fit with an exponential function,

the results of which were used and held fixed as a background component while fitting the

forward-time correlations with an appropriate form of the Bateman equations [169].

In this section, each β decay is discussed separately. In Figs. 3.26, 3.28, 3.29, 3.30, 3.31,

3.32, and 3.33, “Data” refers to forward-time correlations, “Random Correlations Data”

refers to backward-time correlations, “Random Correlations Fit” refers to the exponential

fit of backward-time correlations, and “Total Fit” refers to the fit of forward-time correlations

with the Bateman equations and an exponential background with fixed parameters from the

fit of backward-time correlations. Table 3.6 contains a description of the selection of events

in the decay curve and a comparison of the half-life from the present work with previous

measurements.

3.3.1.1 99
39Y60 → 99

40Zr59

In Ref. [195], a large β-decay feeding intensity is assigned to a level in 99Zr at 724.5 keV,

with the most probable deexcitation pathways being either a single γ ray with energy 724.4

keV or two γ rays with energies of 602.7 keV and 121.7 keV. In the present work, there is

a visible sum peak in the TAS spectrum at the energy of this level and all three γ rays are

observed in the sum-of-segments spectrum gated on the sum peak. Combining the decay

curves from gating on the sum peak and the 121.7-keV γ ray and gating on the sum peak

and the 602.7-keV γ ray produced the total decay curve shown in Fig. 3.26 and resulted in

a half-life of 1.27 ± 0.25 s.

The half-life of 99Y has been previously measured in fission-based experiments [172,
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Table 3.6: Half-lives from the present work along with previous measurements. The selection
of events in the TAS spectrum (“Level(s)”) and sum-of-segments spectrum (“γ ray(s)”) to
extract the half-life are listed for each nuclide. If a reference cited in the ENSDF file could
not be obtained, the ENSDF file is cited along with the original reference. A previous
measurement that does not contain any uncertainty will have no uncertainty in this table.

Nuclide Level(s) γ ray(s) Present Work Previous Measurements

(keV) (keV) (s) (s)

99Y
724.5
724.5

602.7
121.7

1.27(25) 1.36(11) [170], 1.40(7) [170],
1.486(7) [171], 1.47(2) [172],
1.51(8) [173], 1.45(22) [174],
1.48(2) [175], 1.1(3) [176,
24]

101Zr 1840-2040 1740-2040 2.27(12) 2.0(3) [177, 178], 2.2(3)
[177, 178], 2.5(1) [179],
3.3(6) [180], 2.4 [181]

102Zr
599.48
599.48

535.13, 599.48
599.48

2.01(8) 2.9(2) [182], 2.1 [181]

102mNb 296.61 296.61 1.33(27) 1.3(2) [182]

103Nb 102.6 102.6 1.34(7) 1.5(2) [182], 1.5(2) [183],
1.3(1) [184, 185]

104mNb
4640-7240
2000-2160
2600-2920

192.2
192.2
192.2

0.97(10) 0.8(2) [182], 0.91(2) [186,
187], 0.99(7) [188], 1.0(1)
[175]

109Tc 1158.7, 1267.8 1158.7, 1267.8 0.87(7) 1.14(3) [189], 1.04(11) [189],
0.82(10) [175], 0.86(3) [190],
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[193, 192], 1.4(4) [194]
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Figure 3.26: Decay curve for 99Y. The selection of events in this decay curve is described
in Table 3.6 and Sec. 3.3.1.1.

173, 174, 175, 176], experiments using the isotope separator on-line (ISOL) technique [171],

and fragmentation-based experiments [170]. The half-life from the present work is in good

agreement with previous measurements.

3.3.1.2 101
40Zr61 → 101

41Nb60

The half-life of 101Zr has been previously measured in fission-based experiments [177, 179,

180, 181]. Refs. [181, 179] both reported a large β-decay feeding intensity to levels in 101Nb

around 2 MeV. These measurements have been compiled in the decay scheme from ENSDF

[178], which shows a group of nearby levels around 2 MeV (specifically, those levels between

1878.1 keV and 2030.65 keV, inclusive) that collectively have a relatively large β-decay
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feeding intensity. In the present work, the TAS spectrum contains a prominent sum peak

around 2 MeV [see Fig. 3.27(a)]. Examining the sum-of-segments spectrum while gating on

this sum peak shows the high-energy γ rays (between roughly 1.8 MeV and 2 MeV within the

energy resolution of SuN) that have a large probability to be emitted during the deexcitation

of these levels that form the sum peak [see Fig. 3.27(b)]. Gating on the sum peak from these

levels in the TAS spectrum and γ rays in the sum-of-segments spectrum produced the decay

curve shown in Fig. 3.28 and resulted in a half-life of 2.27 ± 0.12 s, in good agreement with

previous measurements.

3.3.1.3 102
40Zr62 → 102

41Nb61

Ref. [2] observed a large β-decay feeding intensity to a level in 102Nb at 599.48+x keV,

where x is energy of the β-decaying isomeric state. In the present work, the TAS spectrum

contains a prominent sum peak at 600 keV. The level at 599.48+x keV can deexcite to a

level at 64.38+x keV, which in turn deexcites to the β-decaying isomeric state. The latter

transition has a total internal conversion coefficient of 0.78 [2, 196, 13]. There are therefore

counts to the left of the sum peak at 600 keV from internal conversion. Examining the sum-

of-segments spectrum while gating on the sum peak at 600 keV and counts from internal

conversion in the TAS spectrum shows the 535.13-keV and 599.48-keV γ rays that are emitted

during the deexcitation of this level. Gates involving different combinations of this level and

the two γ rays resulted in a half-life of 2.01 ± 0.08 s. The decay curve shown in Fig. 3.29 is

gated on the sum peak at 600 keV in the TAS spectrum and γ ray with the same energy in

the sum-of-segments spectrum.

The half-life of 102Zr has been previously measured in fission-based experiments [182,

181]. One of those experiments only indirectly measured the half-life of 102Zr by following
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Figure 3.27: β-delayed γ-ray spectra for decay events correlated to 101Zr implantations
with a correlation time window of one second. The backward-time correlations (random
background) have been subtracted from the forward-time correlations. The top panel, labeled
(a), shows the TAS spectrum, and the red, cross hatches indicate the selection of events used
to examine the individual γ rays in the sum-of-segments spectrum in the bottom panel. The
bottom panel, labeled (b), shows the sum-of-segments spectrum only for certain events in
the TAS spectrum as indicated in the top panel. Individual γ rays identified within the
energy resolution of SuN are labeled. In (b), the red, cross hatches indicate the selection of
events used to create the decay curve for 101Zr, which is shown in Fig. 3.28.
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Figure 3.28: Decay curve for 101Zr. The selection of events in this decay curve is described
in Table 3.6 and shown in Fig. 3.27.
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Figure 3.29: Decay curve for 102Zr. The selection of events in this decay curve is described
in Table 3.6 and Sec. 3.3.1.3.

the growth and decay of the daughter 102Nb [182]. The half-life from the present work is in

good agreement with one (Ref. [181]) of the two previous measurements.

3.3.1.4 102m
41 Nb61 → 102

42Mo60

The half-life of 102mNb has been previously measured in fission-based experiments [182]. For

the decay of 102Zr in the present work, there is an intense sum peak in the TAS spectrum

at approximately 296 keV and a very intense peak with the same energy in the sum-of-

segments spectrum. However, the decay schemes for the parent 102Zr [196] and the charge-

state contaminant 99Zr39+ [24] do not list, around this energy, any levels that could be

populated or γ rays that could be emitted during their respective β decays. Meanwhile,
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a decay scheme exists for the ground state but not the β-decaying isomeric state of the

daughter 102Nb [196]. No evidence was found in the TAS spectrum for the decay of the

ground state of the daughter, which agrees with Ref. [2] in terms of the β decay of 102Zr

populating levels in 102Nb that are built on top of the β-decaying isomeric state. The origin

of the peaks at approximately 296 keV in the TAS and sum-of-segments spectra was assigned

to be from the β-decaying isomeric state populating the first excited state in 102Mo at 296.61

keV. Gating on both this sum peak in the TAS spectrum and γ ray in the sum-of-segments

spectrum produced the decay curve in Fig. 3.30 and resulted in a half-life of 1.33 ± 0.27

s, in good agreement with the previous measurement. In fitting the decay curve with the

Bateman equations that described the growth and decay of 102mNb, the half-life of 102Zr as

determined in Sec. 3.3.1.3 was held constant.

3.3.1.5 103
41Nb62 → 103

42Mo61

Refs. [183, 197] place the first excited state of 103Mo populated in the β decay of 103Nb at

102.6 keV. In the present work, the TAS spectrum and ungated sum-of-segments spectrum

contain a prominent peak at this energy. Gating on both the sum peak from the first excited

state and the γ ray produced the decay curve shown in Fig. 3.31, resulting in a half-life of

1.34 ± 0.07 s.

The half-life of 103Nb has been previously measured in fission-based experiments [182,

183, 184]. The half-life from the present work is in good agreement with previous measure-

ments.
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Figure 3.30: Decay curve for 102mNb. The selection of events in this decay curve is described
in Table 3.6 and Sec. 3.3.1.4.
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Figure 3.31: Decay curve for 103Nb. The selection of events in this decay curve is described
in Table 3.6 and Sec. 3.3.1.5.
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3.3.1.6 104m
41 Nb63 → 104

42Mo62

The half-life of 104mNb has been previously measured in fission-based experiments [182,

186, 188, 175]. There are two β-decaying states in 104Nb [182, 188]: a longer-lived ground

state and shorter-lived isomeric state. The shorter-lived isomeric state predominately emits

γ rays with energies of 368.4 keV, 477.5 keV, 519.2 keV, 555.3 keV, and 771.4 keV [188].

These γ rays are visible in the sum-of-segments spectrum. The decay curves gated on each

of these γ rays were fit individually and the extracted half-lives were consistent with the

half-life of the shorter-lived isomeric state [187]. Ref. [188] identified the 192.2 keV γ ray as

originating from both the longer-lived ground state and shorter-lived isomeric state. A fit of

the decay curve gated on only this γ ray produced a half-life consistent with the half-life of the

shorter-lived isomeric state. No component for the longer-lived ground state was necessary

for the fit of the decay curve. Ref. [188] identified a γ ray with an energy of 693.9 keV as

originating from predominately the longer-lived ground state. In the present work, this γ ray

has no significant peak in the sum-of-segments spectrum. With little evidence found for the

longer-lived ground state in the decay curves and sum-of-segments spectrum, the conclusion

was made that the fragmentation reaction in the experiment of the present work populated

primarily the shorter-lived isomeric state, unlike all the previous fission-based experiments

that produced both states of 104Nb through fission.

The TAS spectrum is dominated by two sum peaks: the first sum peak is relatively

narrow and symmetric, centered on approximately 2060 keV, and is attributed to the level

at 2061.3 keV identified in Ref. [188] based on the γ rays observed in the sum-of-segments

spectrum while gating on this sum peak; the second sum peak has a relatively wide right

shoulder and is attributed to the collection of levels at 2656.6 keV, 2671.1 keV, 2684.5 keV,
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2791.8 keV, and 2888.0 keV that were identified in Ref. [188] based on the γ rays observed

in the sum-of-segments spectrum while gating on this sum peak.

The ground-state-to-ground-state Q value for the parent 104Nb is 8531 keV, the daughter

104Mo is 2153 keV, and the charge-state contaminant 101Nb40+ is 4628 keV [16]. Therefore,

counts in the TAS spectrum above approximately 4628 keV should only originate from the

decay of 104Nb.

The reported half-life is a result of fitting two decay curves. The first decay curve was

created by gating on both of the dominant sum peaks in the TAS spectrum and the 192.2-

keV γ ray in the sum-of-segments spectrum (see Fig. 3.32). The second decay curve was

created by gating on the region of the TAS spectrum above 4628 keV and the 192.2-keV

γ ray in the sum-of-segments spectrum. Taking the average of the half-lives from the two

decay curves yielded a half-life of 0.97 ± 0.10 s. The half-life from the present work is in

good agreement with previous measurements.

3.3.1.7 109
43Tc66 → 109

44Ru65

In Ref [190], γ rays with energies 1158.7(5) keV and 1267.8(5) keV were observed from the β

decay of 109Tc. However, these γ rays were not placed in the decay scheme. In the present

work, the TAS spectrum contains two sum peaks that correspond to these energies, meaning

there are levels in 109Ru with the same energies. Gating on both of these sum peaks in

the TAS spectrum and both of these γ rays in the sum-of-segments spectrum produced the

decay curve in Fig. 3.33 and resulted in a half-life of 0.87 ± 0.07 s.

The half-life of 109Tc has been previously measured in fission-based experiments [175,

190, 191, 193, 194] and fragmentation-based experiments [189]. The half-life from the present

work is in good agreement with previous measurements.
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Figure 3.32: Decay curve for 104mNb. The selection of events in this decay curve is described
in Table 3.6 and Sec. 3.3.1.6.
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Figure 3.33: Decay curve for 109Tc. The selection of events in this decay curve is described
in Table 3.6 and Sec. 3.3.1.7.
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3.3.2 Total Absorption Spectroscopy

In this section, the β-decay feeding intensity distributions and B(GT) distributions are

extracted for 101Zr, 102Zr, and 109Tc. In an attempt to learn about the shape of the ground

state of the parent nucleus, the extracted distributions are compared to QRPA calculations by

P. Sarriguren [87, 88]. In these QRPA calculations, the first step is to calculate the potential

energy curve as a function of the quadrupole deformation parameter β2 for a nuclide. A

value of β2 = 0 corresponds to a spherical shape (no quadrupole deformation). Negative

values of β2 correspond to oblate deformation (shaped like a discus), while positive values

of β2 correspond to prolate deformation (shaped like a rugby ball). In the second step, the

quadrupole deformation parameters are found that minimize the potential energy curve. In

the third step, those β2 values that minimize the potential energy curve are used to calculate

the B(GT) distribution. This calculation assumes similar shapes for the ground state of the

parent nucleus and all the populated states in the daughter nucleus. The reason for this

is because β-decay transitions connecting different shapes are disfavored (that is, there is a

small overlap in the initial wave function of the parent nucleus and the final wave function

of the daughter nucleus). In these calculations, the deformation breaks the degeneracy of

the spherical single-particle wave functions. This results in the B(GT) distributions (and

β-decay feeding intensity distributions) for deformed shapes (oblate and prolate) being much

more fragmented than a spherical shape (see Sec. 3.3 of Ref. [102]).

The extracted distributions are compared to other QRPA calculations, which are com-

monly used to provide β-decay properties in r-process reaction network calculations. One set

of QRPA calculations is by T. Marketin [198, 199] and the other is by P. Möller [200, 201].

The QRPA calculations that are compared to the experimental results in this dissertation
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Table 3.7: QRPA calculations that are compared to the experimental results in this disser-
tation.

Calculation Name Author Reference

QRPA 1 P. Sarriguren [87, 88]

QRPA 2 T. Marketin [198, 199]

QRPA 3 P. Möller [200, 201]

are summarized in Table 3.7.

One difference between the three QRPA calculations (see Table 3.7) is the way in which

they solve the Schrödinger equation. QRPA 1 and QRPA 2 use a self-consistent approach,

while QRPA 3 uses a phenomenological approach. In the self-consistent approach, the un-

derlying mean field calculation must be consistent. That is, the residual interaction used in

the QRPA calculation must be derived from the same force that determines the mean field.

The Skyrme interaction [202] is used in QRPA 1, while a fully relativistic model is used in

QRPA 2. In the phenomenological approach, the mean field and residual interaction are

independently chosen. A phenomenological central potential (such as a folded-Yukawa po-

tential) is used in QRPA 3. Another difference between the three QRPA calculations is that

QRPA 1 and QRPA 3 can calculate β-decay properties for deformed nuclei, while QRPA 2

assumes only spherical nuclei.

3.3.2.1 101
40Zr61 → 101

41Nb60

The half-life of the parent 101Zr is 2.27(12) s (Sec. 3.3.1.2), the daughter 101Nb is 7.1(3) s

[178], and the charge-state contaminant 98Zr39+ is 30.7(4) s [203]. Because the experimental

spectra used in the TAS analysis were obtained with a correlation time window of one

second, the amount of contamination from the decay of the charge-state contaminant was

negligible. Contamination from the daughter was estimated with spectra obtained with a

147



later correlation time window (6 to 7 s). These spectra were scaled by the Bateman equations

[169] to estimate their contribution in the correlation time window used in the TAS analysis

(0 to 1 s). The ground-state-to-ground-state Q value for the β decay of the parent 101Zr is

5726 keV, while the one-neutron separation energy of the daughter 101Nb is 7165 keV [16],

making β-delayed neutron emission energetically impossible.

Detector response functions were created for known levels populated in β decay below

the critical energy (Table 3.5). They were created using information from the existing level

scheme of the daughter from ENSDF [178]. All levels below the critical energy have unknown

or tentative spin and parity assignments, and therefore four level schemes were constructed

with different spin and parity assumptions. The different level schemes contributed to the

uncertainty in the extracted β-decay feeding intensity distribution. There were a total of 36

detector response functions for known levels, starting at 0 keV and ending at 2119 keV.

Detector response functions were created for pseudo levels above the critical energy (Table

3.5). The spin and parity of the ground state of the parent 101Zr is (3/2+) [178]. According

to β-decay selection rules for allowed Gamow-Teller transitions, the states populated in the

daughter are 1/2+, 3/2+, and 5/2+. Following these rules, γ-ray cascades from three pseudo

levels were created with dicebox for each energy bin in the quasi-continuum. These three

pseudo levels had corresponding detector response functions created with geant4, from

which an average detector response function was created and used in the TAS analysis.

There were a total of 17 average detector response functions for pseudo levels, starting at

2220 keV (where the total level density is approximately 0.23 / keV [166] and the energy

resolution of SuN is approximately 115 keV) and ending at 4195 keV (where the total level

density is approximately 5.57 / keV [166] and the energy resolution of SuN is approximately

173 keV).
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The TAS spectrum, sum-of-segments spectrum, and multiplicity spectrum are shown in

Fig. 3.34. One dominating feature of the TAS spectrum is the sum peak from a group of levels

(specifically, those levels between 1878.1 keV and 2030.65 keV, inclusive) that collectively

have a relatively large β-decay feeding intensity. Previous fission-based experiments also

observed that these levels collectively have a relatively large β-decay feeding intensity. In

one of those previous experiments, the authors state in Sec. 2 of Ref. [181] that they

observed a relatively large β-decay feeding intensity to levels at 1928 keV, 1958 keV, and

2009 keV. However, no values were given for the β-decay feeding intensity to those levels.

In another previous experiment, Ref. [179] created a decay scheme for 101Zr. In that decay

scheme [179], the collective β-decay feeding intensity assigned to the levels between 1878.1

keV and 2030.65 keV, inclusive, is 19.5%. Taking into account the uncertainty, the minimum

and maximum collective β-decay feeding intensity is 14.1% and 24.9%, respectively. In the

present work, the collective β-decay feeding intensity extracted for these levels is 23.6%,

and the minimum and maximum collective β-decay feeding intensity is 22.2% and 25.0%,

respectively. The present work and the decay scheme of Ref. [179] are in agreement for the

collective β-decay feeding intensity assigned to this group of levels.

Another dominating feature of the TAS spectrum is the ground-state-to-ground-state

transition. However, the ground-state-to-ground-state transition is hard to observe in the

TAS spectrum. This is because the ground-state-to-ground-state transition does not emit

any characteristic γ rays, and instead appears as a broad continuum. The ground-state-to-

ground-state transition was included as one of the response functions in the fitting procedure.

In the decay scheme of Ref. [179], the β-decay feeding intensity assigned to the ground-state-

to-ground-state transition is 57(11)%. In the present work, the β-decay feeding intensity for

the ground-state-to-ground-state transition is 51.2+2.8
−12.2%. The present work and the decay
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scheme of Ref. [179] are in agreement for the β-decay feeding intensity assigned to the

ground-state-to-ground-state transition.

In the sum-of-segments spectrum, noticeable features include peaks corresponding to γ

rays with a relatively large absolute γ-ray intensity [178]. This includes a peak corresponding

to the 119.3 keV γ ray, a peak corresponding to the 205.7 keV and 208.5 keV γ rays, and a

broad peak corresponding to γ rays with energies between 1810.1 keV and 2009.5 keV.

The β-decay feeding intensity distribution of 101Zr as a function of excitation energy

in the daughter nucleus 101Nb is reported in Table 3.8. The β-decay feeding intensity

distribution in Table 3.8 is an average of the different level schemes assumed for the daughter

(Sec. 3.2.3.2). The amount of β-decay feeding intensity to known levels is 91.4% and

to pseudo levels is 8.6%. Three different sources of uncertainty contribute to the total

uncertainty that is reported in Table 3.8. The first source of uncertainty comes from the

statistics of the TAS spectrum. The inherent statistical uncertainty in the number of counts

per bin in the TAS spectrum is directly related to the uncertainty in the extracted β-

decay feeding intensity distribution. The weighted average of the uncertainty from statistics

was 10%. The second source of uncertainty comes from variations in the level schemes

of the daughter (Sec. 3.2.3.2). For each excitation energy, the minimum, average, and

maximum intensity using the different level schemes was calculated. The difference between

the average and the minimum (maximum) intensity contributes to the lower (upper) bound

on the uncertainty. The weighted average of the uncertainty from multiple level schemes was

2%. The third source of uncertainty comes from the ground-state-to-ground-state transition

and is discussed below.

Extracting the β-decay feeding intensity for the ground-state-to-ground-state transition

relies on the collisional energy losses between β-decay electrons and the sensitive volume
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Figure 3.34: Comparison of experimental (black, solid line) and reconstructed (blue, solid
line) spectra from the β decay of 101Zr for the TAS spectrum (top panel), sum-of-segments
spectrum (middle panel), and multiplicity spectrum (bottom panel). The experimental spec-
tra were obtained by correlating decay events to 101Zr implantations with a correlation
time window of one second. Contamination from random correlations and the decay of the
daughter has been subtracted from the experimental spectra. There is a label for the ground-
state-to-ground-state Q value in the TAS spectrum for the β decay of 101Zr at 5726 keV
[16].
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Table 3.8: The β-decay feeding intensity distribution of 101Zr as a function of excitation
energy in the daughter nucleus 101Nb. Intensity values below 10−4 % are set to 0.

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

0 51.2 12.2 2.8 1844 0.0002 0.0002 0.0003

119 0.0002 0.0002 0.0003 1878 8.01 0.43 0.43

206 0.0001 0.0001 0.0001 1925 3.92 0.26 0.26

208 0 0 0 1929 0.0038 0.0038 0.0032

255 0.0000 0.0000 0.0001 1958 4.15 0.23 0.25

346 0.0011 0.0011 0.0024 2010 1.98 0.11 0.14

374 1.94 0.25 0.26 2031 5.51 0.31 0.31

532 0.0000 0.0000 0.0001 2096 0.010 0.010 0.015

593 2.95 0.50 0.51 2119 1.78 0.13 0.13

598 0.0000 0.0000 0.0001 2220 0.837 0.092 0.094

673 1.21 0.18 0.18 2320 0.016 0.015 0.035

703 0.0014 0.0014 0.0017 2420 1.20 0.18 0.18

722 0.68 0.15 0.15 2520 0.0013 0.0013 0.0021

778 0 0 0 2620 0.350 0.171 0.098

782 0.90 0.14 0.14 2720 0.0001 0.0001 0.0001

879 0.025 0.024 0.016 2820 0.34 0.12 0.24

900 0 0 0 2920 1.40 0.25 0.19

912 2.08 0.28 0.28 3020 0.012 0.012 0.015

922 0.013 0.009 0.015 3145 0.84 0.15 0.15

953 0 0 0 3295 0.0001 0.0001 0.0002

1061 0.0020 0.0020 0.0025 3445 1.27 0.27 0.28

1110 0 0 0 3595 1.28 0.27 0.27

1120 0.0015 0.0015 0.0029 3745 0.47 0.20 0.19

1126 0 0 0 3895 0.0001 0.0001 0.0001

1180 3.12 0.32 0.32 4045 0.53 0.16 0.16

1294 0.0012 0.0011 0.0020 4195 0.109 0.065 0.065

1620 1.89 0.20 0.20
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of SuN or the associated bremsstrahlung radiation. Because no characteristic γ rays are

emitted, the sensitivity of SuN to this type of transition is reduced. An additional analysis

procedure was performed to test the sensitivity of SuN to the ground-state-to-ground-state

transition. This additional procedure was comparing the initial number of decaying nuclei

between experiment and simulation (Sec. 3.2.3.5).

The left panel of Fig. 3.35 shows the reduced χ2
global as a function of ground-state-to-

ground-state transition probability. The β-decay feeding intensity was fixed for the ground-

state-to-ground-state transition while the β-decay feeding intensity was allowed to vary for

all other levels. In total, 100 fits were performed. In these fits, the β-decay feeding intensity

was fixed for the ground-state-to-ground-state transition between 0-1%, 1-2%, ..., 98-99%,

99-100%. For each fit, the reduced χ2
global was calculated. The β-decay feeding intensity

distribution reported in Table 3.8 was extracted without any constraint on the ground-state-

to-ground-state transition. The ground-state-to-ground-state transition probability in Table

3.8 is 51.2%, which corresponds to the minimum of the distribution in the left panel of Fig.

3.35.

Note that the same plot as Fig. 3.35 could be made with χ2
global on the y axis instead of

reduced χ2
global. In that case, the statistical uncertainty in the ground-state-to-ground-state

transition would not be the ground-state-to-ground-state transitions that are one χ2
global unit

from the minimum. Estimating the uncertainty using one χ2
global unit from the minimum

would only vary the β-decay feeding intensity for the ground-state-to-ground-state transition

and hold constant the β-decay feeding intensity for all other levels. However, this would not

make sense because the β-decay feeding intensity is bound by the constraint that the sum

is unity (1.0 or 100%). Therefore, the feeding to all levels must be varied for each fit.

The right panel of Fig. 3.35 shows the initial number of decaying nuclei in experiment
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Figure 3.35: Left panel: Reduced χ2
global as a function of ground-state-to-ground-state

transition probability for the β decay of 101Zr. The inset shows an enlarged view of the
minimum. Right panel: Initial number of nuclei as a function of ground-state-to-ground-
state transition probability for the β decay of 101Zr.

and simulation as a function of ground-state-to-ground-state transition probability. The

uncertainty in the initial number of decaying nuclei in experiment was statistical and was

from the subtraction of random correlations and decays of the daughter. The uncertainty in

the initial number of decaying nuclei in simulation was from the uncertainty in the summing

efficiency of SuN. That is, the uncertainty in the extracted β-decay feeding intensity for each

level was 10% [95].

In the right panel of Fig. 3.35, wherever the uncertainty bands intersect, the ground-state-

to-ground-state transition probability yields a consistent initial number of decaying nuclei

between experiment and simulation. The ground-state-to-ground-state transition probability

corresponding to the minimum in the left panel of Fig. 3.35 is within the intersection of

the uncertainty bands in the right panel of Fig. 3.35. The lower and upper bounds of the

intersection were adopted for the uncertainty in the ground-state-to-ground-state transition.

Figure 3.36 shows a comparison of experimental and theoretical cumulative β-decay feed-

ing intensity distributions and cumulative B(GT) distributions for the β decay of 101Zr. The
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upper left panel of Fig. 3.36 contains the cumulative β-decay feeding intensity distribution

for the present work and QRPA 1 calculations (Table 3.7). The QRPA 1 calculations were

performed assuming the shape of the ground state of 101Zr is oblate (quadrupole deformation

parameter of β2 = −0.207) and prolate (quadrupole deformation parameter of β2 = 0.362).

Both shapes have similar half-lives (T1/2 = 3.34 s for the oblate shape and T1/2 = 3.73 s

for the prolate shape), but different cumulative β-decay feeding intensity distributions. The

half-life for the oblate shape and prolate shape is 47% larger and 64% larger, respectively,

than the half-life extracted in the current work. The ground-state-to-ground-state transi-

tion in experiment is better reproduced by the prolate shape. Between approximately 500

keV and 2000 keV, the current work is in agreement with the oblate shape. After approx-

imately 2300 keV, the current work is in agreement with both shapes. Both shapes have

a relatively large increase in the cumulative β-decay feeding intensity distribution between

approximately 1000 keV and 1200 keV that is not observed in the current work. The same

situation occurs at approximately 3500 keV. Only the oblate shape has a relatively large

increase in the cumulative β-decay feeding intensity distribution at levels near 2000 keV

that is observed in experiment.

The lower left panel of Fig. 3.36 contains the cumulative B(GT) distribution for the

present work and QRPA 1 (Table 3.7). The cumulative B(GT) distributions in this panel

correspond to the cumulative β-decay feeding intensity distributions in the upper left panel.

As with the cumulative β-decay feeding intensity distributions in the upper left panel, both

shapes have similar half-lives and yet different cumulative B(GT) distributions. Between 0

keV and approximately 1800 keV, the current work is in better agreement with the prolate

shape. Between approximately 1800 keV and 3500 keV, the current work is not in agreement

with any shape. However, unlike the prolate shape, the oblate shape has an increase in
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the cumulative B(GT) distribution in this energy region, which is observed in experiment.

The cumulative B(GT) distribution in the current work ends approximately in between

the cumulative B(GT) distributions for the different shapes. Only the oblate shape has a

relatively large increase in the cumulative B(GT) distribution at levels near 2000 keV that

is observed in experiment.

The QRPA 1 calculations correspond to pure shape configurations, either oblate or pro-

late. None of these pure shape configurations reproduce the experimental cumulative β-decay

feeding intensity distribution or B(GT) distribution. This may indicate that some type of

mixture between these two shapes is necessary to reproduce the result from the current work.

The upper right panel of Fig. 3.36 contains the cumulative β-decay feeding intensity

distribution for the present work, QRPA 2, and QRPA 3 (Table 3.7). None of these QRPA

calculations reproduce the ground-state-to-ground-state transition from the current work.

Both of these QRPA calculations are characterized by a small cumulative β-decay feeding

intensity at low energies, and then a sudden and relatively large increase in the cumulative

β-decay feeding intensity distribution at higher energies. In QRPA 2, this occurs at ap-

proximately 2500 keV. In QRPA 3, this occurs at approximately 3500 keV. None of these

calculations reproduce the structure in the cumulative β-decay feeding intensity distribu-

tion from the current work. The half-life from QRPA 2 is 63% smaller than the half-life

extracted in the current work. Meanwhile, the half-life from QRPA 3 is larger than the

half-life extracted in the current work by more than a factor of ten.

The lower right panel of Fig. 3.36 contains the cumulative B(GT) distribution for the

present work and QRPA 3. The cumulative B(GT) distributions in this panel correspond

to the cumulative β-decay feeding intensity distributions in the upper right panel. The

cumulative B(GT) distribution from the current work and QRPA 3 are not in agreement for
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any energy. Note that the quadrupole deformation parameter used in QRPA 3 is β2 = 0.376.

This is similar to the value used in QRPA 1 (β2 = 0.362). In addition, the cumulative

B(GT) distributions for these prolate shapes are qualitatively similar. For example, both

calculations have a small cumulative B(GT) at low energies, and then a relatively large

increase in the cumulative B(GT) at approximately 3500 keV. The total B(GT) within the

ground-state-to-ground-state Q value is similar for both calculations. However, the half-lives

for the prolate calculations (3.73 s and 37.48 s) are different. In addition, the cumulative

β-decay feeding intensity distributions for the prolate shapes are markedly different.

3.3.2.2 102
40Zr62 → 102

41Nb61

The half-life of the parent 102Zr is 2.01(8) s (Sec. 3.3.1.3), the daughter 102mNb is 1.33(27)

s (Sec. 3.3.1.4), and the charge-state contaminant 99Zr39+ is 2.1(1) s [24]. Contamination

from the daughter was estimated with spectra obtained with a later correlation time window

(6 to 7 s). These spectra were scaled by the Bateman equations [169] to estimate their

contribution in the correlation time window used in the TAS analysis (0 to 1 s). Charge-

state contamination from 99Zr39+ was minimized with conservative gates in the particle

identification spectrum. The ground-state-to-ground-state Q value for the β decay of the

parent 102Zr is 4717 keV, while the one-neutron separation energy of the daughter 102Nb is

5484 keV [16], making β-delayed neutron emission energetically impossible.

The half-life extracted from the decay curve gated simultaneously on the TAS and sum-

of-segments spectra in Sec. 3.3.1.4 led to the conclusion that the β decay of 102Zr populates

levels in 102Nb that are built on top of the β-decaying isomeric state. The same conclusion

was found in Ref. [2], and therefore their energy assigned to the β-decaying isomeric state

(“x” = 93 keV) was adopted in the present work.
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Figure 3.36: Comparison of experimental and theoretical cumulative β-decay feeding in-
tensity distributions and cumulative B(GT) distributions for the β decay of 101Zr. The
upper panels show cumulative β-decay feeding intensity. The lower panels show cumulative
B(GT). The left panels contain QRPA 1 calculations. In the left panels, the present work
(black, solid line, with uncertainty in orange shading) is compared to QRPA 1 calculations
assuming the shape of the ground state of the parent is oblate (red, dashed line) and prolate
(blue, dotted line). The right panels contain QRPA calculations commonly used in r-process
reaction network calculations. In the right panels, the present work (black, solid line, with
uncertainty in orange shading) is compared to QRPA 2 (cyan, dash-dotted line) and QRPA
3 (green, dotted line). The lower right panel does not contain a QRPA 2 calculation. Some
panels may contain an arrow indicating the ground-state-to-ground-state Q value for the
β decay of 101Zr at 5726 keV [16]. The experimental and theoretical half-lives T1/2 are
provided in parentheses. If the quadrupole deformation parameter β2 was provided with a
theoretical calculation, that is provided in the parentheses.
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Detector response functions were created for known levels populated in β decay below

the critical energy (Table 3.5). They were created using information from the existing level

scheme of the daughter from ENSDF [196]. There were a total of 12 detector response

functions for known levels, starting at 0+x keV and ending at 941+x keV.

The level at 20+x keV has a single transition to the level at 0+x keV. This transition

has a large total internal conversion coefficient [2, 196]. Any radiation emitted during this

transition, regardless of whether or not internal conversion occurred, is below the detection

threshold of SuN. As a consequence, the detector response functions for the levels at 0+x

keV and 20+x keV were nearly identical. Therefore, a single detector response function was

used for both levels in the TAS analysis at 0+x keV.

Detector response functions were created for pseudo levels above the critical energy (Ta-

ble 3.5). The spin and parity of the ground state of the parent 102Zr is 0+ [196]. According

to β-decay selection rules for allowed Gamow-Teller transitions, the states populated in the

daughter are 1+. Following these rules, γ-ray cascades from one pseudo level was created

with dicebox for each energy bin in the quasi-continuum. Each pseudo level had a corre-

sponding detector response function created with geant4. There were a total of 28 detector

response functions for pseudo levels, starting at 1000+x keV (where the total level density is

approximately 0.08 / keV [166] and the energy resolution of SuN is approximately 71 keV)

and ending at 3000+x keV (where the total level density is approximately 3.50 / keV [166]

and the energy resolution of SuN is approximately 143 keV).

The TAS spectrum, sum-of-segments spectrum, and multiplicity spectrum are shown in

Fig. 3.37. The sum peak corresponding to the level at 599.48+x keV is one of the dominating

features in the TAS spectrum. A previous experiment studying the β decay of 102Zr assigned

a β-decay feeding intensity of 25(2)% to this level [2, 196]. In the present work, the β-decay
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feeding intensity extracted for this level is 23.1+1.5
−1.5%. The present work and the decay

scheme of Ref. [2, 196] are in agreement for the β-decay feeding intensity assigned to this

level.

The ground-state-to-ground-state transition is another dominating feature of the TAS

spectrum. Because the ground-state-to-ground-state transition does not emit any character-

istic γ rays, observing this transition in the TAS spectrum is difficult. In the decay scheme of

Ref. [2, 196], an upper limit of 59(3)% was assigned to the ground-state-to-ground-state tran-

sition. In the present work, the β-decay feeding intensity for the ground-state-to-ground-state

transition is 45.0+7
−9%. This value is consistent with the upper limit placed by the authors of

the decay scheme in Ref. [2]. An upper limit could only be placed on the ground-state-to-

ground-state transition in Ref. [2] because the decay scheme ended at 940.5+x keV. With a

ground-state-to-ground-state Q value for the β decay of 102Zr at 4717 keV [16], the authors

of Ref. [2] noted that there was probably some β-decay feeding intensity to higher-lying

levels that was missed due to their limited detection sensitivity.

Peaks corresponding to γ rays with a relatively large absolute γ-ray intensity [178] can be

seen in the sum-of-segments spectrum. This includes a peak corresponding to the 64.46 keV

γ ray, a peak corresponding to the 152.4 keV and 156.14 keV γ rays, a peak corresponding

to the 535.13 keV γ ray, and a peak corresponding to the 599.48 keV γ ray. The strongest

transitions observed in Ref. [2] had energies of 64 keV, 535 keV, and 599 keV.

The β-decay feeding intensity distribution of 102Zr as a function of excitation energy

in the daughter nucleus 102Nb is reported in Table 3.9. The β-decay feeding intensity

distribution in Table 3.9 is the result of the single level scheme assumed for the daughter.

The amount of β-decay feeding intensity to known levels is 74.6% and to pseudo levels

is 25.4%. Two different sources of uncertainty contribute to the total uncertainty that is
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Figure 3.37: Comparison of experimental (black, solid line) and reconstructed (blue, solid
line) spectra from the β decay of 102Zr for the TAS spectrum (top panel), sum-of-segments
spectrum (middle panel), and multiplicity spectrum (bottom panel). The experimental spec-
tra were obtained by correlating decay events to 102Zr implantations with a correlation
time window of one second. Contamination from random correlations and the decay of the
daughter has been subtracted from the experimental spectra. There is a label for the ground-
state-to-ground-state Q value in the TAS spectrum for the β decay of 102Zr at 4717 keV
[16].
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reported in Table 3.9. These sources were discussed for the case of 101Zr in Sec. 3.3.2.1.

The weighted average of the uncertainty from statistics was 13%. There was only one level

scheme assumed for 102Nb, so there was no uncertainty from multiple level schemes. The

uncertainty from the ground-state-to-ground-state transition (or, in this case, transition from

the ground state to the β-decaying isomeric state) is discussed below.

The analysis procedure for determining the uncertainty in the ground-state-to-ground-

state transition was already discussed for the case of 101Zr in Sec. 3.3.2.1. The left panel

of Fig. 3.38 shows the reduced χ2
global as a function of ground-state-to-ground-state tran-

sition probability (or, in this case, transition from the ground state to the β-decaying iso-

meric state). The β-decay feeding intensity distribution reported in Table 3.9 was extracted

without any constraint on the ground-state-to-ground-state transition. The ground-state-to-

ground-state transition probability in Table 3.9 is 45.0%, which corresponds to the minimum

of the distribution in the left panel of Fig. 3.38.

The right panel of Fig. 3.38 shows the initial number of decaying nuclei in experiment

and simulation as a function of ground-state-to-ground-state transition probability. The

ground-state-to-ground-state transition probability of 45.0% (Table 3.9 and the minimum of

the distribution in the left panel of Fig. 3.38) does not intersect with the uncertainty band

from experiment. Instead, the intersection of the uncertainty bands is centered on 60%.

Therefore, the fit in which the ground-state-to-ground-state transition probability was held

fixed between 60% and 61% is reported in Table 3.10. The lower and upper bounds of the

intersection of the uncertainty bands were adopted for the uncertainty in the ground-state-

to-ground-state transition reported in Table 3.10. This uncertainty was also adopted for the

uncertainty in the ground-state-to-ground-state transition reported in Table 3.9. There have

been other cases in which uncertainty in the ground-state-to-ground-transition probability
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Table 3.9: The β-decay feeding intensity distribution of 102Zr as a function of excitation
energy in the daughter nucleus 102Nb. Intensity values below 10−4 % are set to 0. As
explained in Sec. 3.3.2.2, each level was assumed to be built on top of the β-decaying
isomeric state. That is, a value of “x” = 93 keV as determined by Ref. [2] should be added
to each level. As explained in Sec. 3.3.2.2, the detector response function for the level at
20+x keV was not used in the TAS analysis.

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

0 45.0 9.0 7.0 1480 1.18 0.28 0.28

20 0 0 0 1540 0 0 0

64 0.0003 0.0001 0.0001 1600 0 0 0

94 0 0 0 1660 2.82 0.39 0.39

156 0.74 0.13 0.13 1720 1.29 0.13 0.13

161 0 0 0 1780 0.0011 0.0001 0.0001

246 0 0 0 1840 0.828 0.094 0.094

258 0 0 0 1900 4.04 0.51 0.51

431 0.93 0.18 0.18 1960 4.17 0.62 0.62

599 23.1 1.5 1.5 2020 0 0 0

705 4.82 0.61 0.61 2100 1.57 0.36 0.36

941 0 0 0 2200 0.0333 0.0080 0.0080

1000 3.27 0.72 0.72 2300 0.087 0.021 0.021

1060 0 0 0 2400 1.36 0.33 0.33

1120 0.212 0.054 0.054 2500 0 0 0

1180 0.51 0.13 0.13 2600 0.59 0.14 0.14

1240 0 0 0 2700 0.59 0.13 0.13

1300 0 0 0 2800 0.98 0.35 0.35

1360 1.02 0.30 0.30 2900 0.89 0.22 0.22

1420 0 0 0 3000 0.0005 0.0004 0.0004
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Figure 3.38: Left panel: Reduced χ2
global as a function of ground-state-to-ground-state

transition probability for the β decay of 102Zr. The inset shows an enlarged view of the
minimum. Right panel: Initial number of nuclei as a function of ground-state-to-ground-
state transition probability for the β decay of 102Zr.

in a TAS measurement has resulted in two reported β-decay feeding intensity distributions.

For example, this was the case for 105Tc in Ref. [79].

Figure 3.39 shows a comparison of experimental and theoretical cumulative β-decay feed-

ing intensity distributions and cumulative B(GT) distributions for the β decay of 102Zr. The

upper left panel of Fig. 3.39 contains the cumulative β-decay feeding intensity distribution

for the present work and QRPA 1 calculations (Table 3.7). The QRPA 1 calculations were

performed assuming the shape of the ground state of 102Zr is oblate (quadrupole deformation

parameter of β2 = −0.193) and prolate (quadrupole deformation parameter of β2 = 0.373).

These shapes have different half-lives (T1/2 = 1.43 s for the oblate shape and T1/2 = 4.01 s

for the prolate shape), and different cumulative β-decay feeding intensity distributions. The

half-life for the oblate shape and prolate shape is 29% smaller and 100% larger, respectively,

than the half-life extracted in the current work. The transition between the ground state of

102Zr and the β-decaying isomeric state of 102Nb that is extracted in the current work is in

between that of the oblate shape and prolate shape. Between approximately 800 keV and
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Table 3.10: The β-decay feeding intensity distribution of 102Zr as a function of excitation
energy in the daughter nucleus 102Nb. Intensity values below 10−4 % are set to 0. As
explained in Sec. 3.3.2.2, each level was assumed to be built on top of the β-decaying
isomeric state. That is, a value of “x” = 93 keV as determined by Ref. [2] should be added
to each level. As explained in Sec. 3.3.2.2, the detector response function for the level at
20+x keV was not used in the TAS analysis. As explained in Sec. 3.3.2.2, the values reported
in this table are from the fit in which the ground-state-to-ground-state transition was held
fixed between 60 and 61%.

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

0 60.0 9.0 7.0 1480 0.50 0.12 0.12

20 0 0 0 1540 0 0 0

64 0 0 0 1600 0 0 0

94 0 0 0 1660 2.52 0.35 0.35

156 0 0 0 1720 0.533 0.056 0.056

161 0 0 0 1780 0 0 0

246 0 0 0 1840 1.07 0.12 0.12

258 0 0 0 1900 2.93 0.37 0.37

431 0.170 0.033 0.033 1960 3.15 0.47 0.47

599 17.1 1.1 1.1 2020 0 0 0

705 4.11 0.52 0.52 2100 1.15 0.26 0.26

941 0 0 0 2200 0.070 0.017 0.017

1000 2.19 0.48 0.48 2300 0 0 0

1060 0 0 0 2400 1.06 0.25 0.25

1120 0.271 0.070 0.070 2500 0 0 0

1180 0.040 0.011 0.011 2600 0.364 0.088 0.088

1240 0 0 0 2700 0.60 0.13 0.13

1300 0 0 0 2800 0.66 0.23 0.23

1360 0.79 0.24 0.24 2900 0.72 0.18 0.18

1420 0 0 0 3000 0 0 0
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1500 keV, the current work is in agreement with the prolate shape. After approximately

1700 keV, the current work is in agreement with both shapes. Both shapes have a sudden

and relatively large increase in the cumulative β-decay feeding intensity distribution between

approximately 1800 keV and 2000 keV that is not observed in the current work. The oblate

shape has a relatively large increase in the cumulative β-decay feeding intensity distribution

at 599+x keV that is observed in the current work. Meanwhile, the prolate shape has no

increase in the cumulative β-decay feeding intensity distribution at this energy.

The lower left panel of Fig. 3.39 contains the cumulative B(GT) distribution for the

present work and QRPA 1 (Table 3.7). The cumulative B(GT) distributions in this panel

correspond to the cumulative β-decay feeding intensity distributions in the upper left panel.

As with the cumulative β-decay feeding intensity distributions in the upper left panel, both

shapes have different half-lives and different cumulative B(GT) distributions. Between 0

keV and approximately 700 keV, the current work is in agreement with both shapes. After

approximately 1000 keV, the current work is in between both shapes. The total B(GT) at

approximately 3000 keV for the current work is slightly closer to the oblate shape. However,

no shape satisfactorily describes the experimental result.

As already mentioned in Sec. 3.3.2.1, the QRPA 1 calculations correspond to pure shape

configurations, either oblate or prolate. None of these pure shape configurations reproduce

the experimental cumulative β-decay feeding intensity distribution or B(GT) distribution.

This may indicate that some type of mixture between these two shapes is necessary to

reproduce the result from the current work.

The upper right panel of Fig. 3.39 contains the cumulative β-decay feeding intensity

distribution for the present work, QRPA 2, and QRPA 3 (Table 3.7). The transition between

the ground state of 102Zr and the β-decaying isomeric state of 102Nb that is extracted in the
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current work is not reproduced by either calculation. Only QRPA 3 has a relatively large

β-decay feeding intensity to a level with very low energy (less than 100 keV). Both of these

QRPA calculations are characterized by a small cumulative β-decay feeding intensity at low

energies, and then a sudden and relatively large increase in the cumulative β-decay feeding

intensity distribution at higher energies. Almost 100% of the β-decay feeding intensity goes

to a level at approximately 1300 keV in QRPA 2. Levels between approximately 1500 keV

and 2000 keV collectively receive most of the β-decay feeding intensity in QRPA 3. None of

these calculations reproduce the relatively large increase in the cumulative β-decay feeding

intensity distribution at 599+x keV that is observed in the current work. The half-life

for QRPA 2 and QRPA 3 is 74% smaller and 361% larger, respectively, than the half-life

extracted in the current work.

The lower right panel of Fig. 3.39 contains the cumulative B(GT) distribution for the

present work and QRPA 3. The cumulative B(GT) distributions in this panel correspond

to the cumulative β-decay feeding intensity distributions in the upper right panel. The

cumulative B(GT) distribution from the current work and the QRPA calculation are not in

agreement for any energy. In this QRPA calculation, the quadrupole deformation parameter

is β2 = 0.376. The QRPA 1 calculation uses a similar value for the prolate shape of β2 =

0.373. The cumulative B(GT) distributions for these prolate shapes are qualitatively similar

between 0 keV and 4000 keV. The total B(GT) from 0 keV to 4000 keV is similar for both

calculations. In addition, the cumulative B(GT) distributions from both calculations are

always less than experiment. However, the half-lives for the prolate calculations (4.01 s and

9.27 s) are different.
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Figure 3.39: Comparison of experimental and theoretical cumulative β-decay feeding in-
tensity distributions and cumulative B(GT) distributions for the β decay of 102Zr. The
upper panels show cumulative β-decay feeding intensity. The lower panels show cumulative
B(GT). The left panels contain QRPA 1 calculations. In the left panels, the present work
(black, solid line, with uncertainty in orange shading) is compared to QRPA 1 calculations
assuming the shape of the ground state of the parent is oblate (red, dashed line) and prolate
(blue, dotted line). The right panels contain QRPA calculations commonly used in r-process
reaction network calculations. In the right panels, the present work (black, solid line, with
uncertainty in orange shading) is compared to QRPA 2 (cyan, dash-dotted line) and QRPA
3 (green, dotted line). The lower right panel does not contain a QRPA 2 calculation. Some
panels may contain an arrow indicating the ground-state-to-ground-state Q value for the
β decay of 102Zr at 4717 keV [16]. The experimental and theoretical half-lives T1/2 are
provided in parentheses. If the quadrupole deformation parameter β2 was provided with a
theoretical calculation, that is provided in the parentheses.
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3.3.2.3 109
43Tc66 → 109

44Ru65

In addition to 109Tc, other technetium isotopes have been studied with the TAS technique.

The β decay of 100Tc was studied with the TAS technique to provide experimental data in

the A = 100 isobaric chain in order to constrain nuclear structure models used in double β

decay calculations of 100Mo [204]. The β decays of 102,104,105,106,107Tc were studied with

the TAS technique in order to assess their impact on the production of decay heat [78, 79]

and antineutrino energy spectra [84] from nuclear reactors.

The half-life of the parent 109Tc is 0.87(7) s (Sec. 3.3.1.7), the daughter 109Ru is 34.4(2)

s [192], and the charge-state contaminant 106Tc42+ is 35.6(6) s [205]. Because the experi-

mental spectra used in the TAS analysis were obtained with a correlation time window of

one second, the amount of contamination from the decay of the daughter and charge-state

contaminant was negligible. The ground-state-to-ground-state Q value for the β decay of the

parent 109Tc is 6456 keV, while the one-neutron separation energy of the daughter 109Ru is

5148 keV [16], making β-delayed neutron emission energetically possible. However, previous

experiments obtained β-delayed neutron emission probabilities of 0.08(2)% [175] and ≤ 1%

[189]. Additionally, there was no evidence in the TAS spectrum of a sum peak around 7

MeV, which would have resulted from thermal neutron capture on the 23Na or 127I of SuN.

Therefore, β-delayed neutron emission was not incorporated into the TAS analysis.

Detector response functions were created for known levels populated in β decay below

the critical energy (Table 3.5). They were created using information from the existing level

scheme of the daughter from ENSDF [192] and also a recent high-resolution study of the

β-decay of 109Tc [206]. All levels below the critical energy have tentative spin and parity

assignments, and therefore four level schemes were constructed with different spin and parity
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assumptions. The different level schemes contributed to the uncertainty in the extracted β-

decay feeding intensity distribution. There were a total of 21 detector response functions for

known levels, starting at 0 keV and ending at 1268 keV.

Detector response functions were created for pseudo levels above the critical energy (Table

3.5). The spin and parity of the ground state of the parent 109Tc is (5/2+) [192]. According

to β-decay selection rules for allowed Gamow-Teller transitions, the states populated in the

daughter are 3/2+, 5/2+, and 7/2+. Following these rules, γ-ray cascades from three pseudo

levels were created with dicebox for each energy bin in the quasi-continuum. These three

pseudo levels had corresponding detector response functions created with geant4, from

which an average detector response function was created and used in the TAS analysis.

There were a total of 33 average detector response functions for pseudo levels, starting at

1350 keV (where the total level density is approximately 0.07 / keV [166] and the energy

resolution of SuN is approximately 82 keV) and ending at 5110 keV (where the total level

density is approximately 25 / keV [166] and the energy resolution of SuN is approximately

194 keV).

The TAS spectrum, sum-of-segments spectrum, and multiplicity spectrum are shown in

Fig. 3.40. There are many small sum peaks in the TAS spectrum. The transition in the

daughter 109Ru from the first excited state at 68.75 keV to the ground state has a total

internal conversion coefficient of 4.97 [192, 13]. This total internal conversion coefficient is

relatively large because the nucleus 109Ru has a relatively high atomic number, the transi-

tion energy is relatively small, and the multipolarity (E2) is relatively large. Many levels

populated in β decay pass through the first excited state, which means that many γ-ray

cascades will not emit a 68.75 keV γ ray but instead a 68.75 keV conversion electron. This

conversion electron will not deposit energy in SuN. There are other transitions in 109Ru with
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non-negligible total internal conversion coefficients. Therefore, counts for some of the sum

peaks will be displaced by a certain energy, resulting in broadened sum peaks. Two larger

sum peaks are noticeable at 1159.0 keV and 1267.8 keV.

The decay scheme of Ref. [192] assigned a β-decay feeding intensity of 35(6)% for the

ground-state-to-ground-state transition based on a measurement by Ref. [207]. Meanwhile,

the decay scheme of Ref. [190] did not assign a β-decay feeding intensity for the ground-

state-to-ground-state transition. In the current work, the β-decay feeding intensity for the

ground-state-to-ground-state transition is 5.7+5.8
−5.7%.

In the sum-of-segments spectrum, noticeable features include peaks corresponding to γ

rays with a relatively large absolute γ-ray intensity [178]. For example, there is a peak

corresponding to the 195.0 keV γ ray.

The β-decay feeding intensity distribution of 109Tc as a function of excitation energy

in the daughter nucleus 109Ru is reported in Table 3.11. The β-decay feeding intensity

distribution in Table 3.11 is an average of the different level schemes assumed for the daughter

(Sec. 3.2.3.2). The amount of β-decay feeding intensity to known levels is 67.4% and

to pseudo levels is 32.6%. Three different sources of uncertainty contribute to the total

uncertainty that is reported in Table 3.11. These sources were discussed for the case of

101Zr in Sec. 3.3.2.1. The weighted average of the uncertainty from statistics was 11%. The

weighted average of the uncertainty from multiple level schemes was 30%. The uncertainty

from the ground-state-to-ground-state transition is discussed below.

The analysis procedure for determining the uncertainty in the ground-state-to-ground-

state transition was already discussed for the case of 101Zr in Sec. 3.3.2.1. The left panel of

Fig. 3.41 shows the reduced χ2
global as a function of ground-state-to-ground-state transition

probability. The β-decay feeding intensity distribution reported in Table 3.11 was extracted
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Figure 3.40: Comparison of experimental (black, solid line) and reconstructed (blue, solid
line) spectra from the β decay of 109Tc for the TAS spectrum (top panel), sum-of-segments
spectrum (middle panel), and multiplicity spectrum (bottom panel). The experimental spec-
tra were obtained by correlating decay events to 109Tc implantations with a correlation time
window of one second. Contamination from random correlations has been subtracted from
the experimental spectra. There is a label for the ground-state-to-ground-state Q value in
the TAS spectrum for the β decay of 109Tc at 6456 keV [16].
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Table 3.11: The β-decay feeding intensity distribution of 109Tc as a function of excitation
energy in the daughter nucleus 109Ru. Intensity values below 10−4 % are set to 0.

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

Energy
(keV)

Intensity
(%)

Error
(–)

Error
(+)

0 5.7 5.7 5.8 1830 1.0 0.9 1.2

69 0.35 0.33 0.19 1910 0.50 0.50 0.88

96 0.05 0.05 0.11 1990 2.3 1.1 1.2

132 0.0001 0.0001 0.0002 2080 1.6 1.5 1.5

138 0 0 0 2180 0.5 0.5 1.4

185 3.34 0.32 0.39 2280 0.52 0.52 0.80

191 0 0 0 2380 0.57 0.57 0.97

195 5.26 0.68 0.48 2480 1.24 0.43 0.41

197 0 0 0 2580 0.010 0.010 0.029

230 0.0001 0.0001 0.0002 2680 5.9 2.2 1.1

256 0.0001 0.0001 0.0002 2780 2.3 2.3 3.1

332 3.98 0.50 0.49 2880 2.5 2.2 3.5

405 0.0002 0.0002 0.0005 2980 1.6 1.6 4.0

408 1.55 0.23 0.24 3080 2.6 2.6 1.4

498 0.0001 0.0001 0.0003 3205 0.7 0.7 1.5

515 6.28 0.88 0.88 3355 2.1 1.4 1.0

628 1.73 0.43 0.33 3505 0.39 0.37 0.82

811 4.00 0.51 0.50 3655 0.24 0.24 0.28

995 8.07 0.82 0.82 3805 0.032 0.032 0.094

1159 16.2 1.2 1.2 3955 0.76 0.36 0.77

1268 10.90 0.83 0.80 4105 0.34 0.34 0.27

1350 0.18 0.18 0.52 4255 0.015 0.015 0.045

1430 0.24 0.24 0.31 4405 0.32 0.25 0.50

1510 0.08 0.08 0.24 4570 0.40 0.40 0.33

1590 1.16 1.06 0.44 4750 0.97 0.58 0.73

1670 0.15 0.15 0.38 4930 0.13 0.13 0.12

1750 1.28 1.02 0.63 5110 0 0 0
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Figure 3.41: Left panel: Reduced χ2
global as a function of ground-state-to-ground-state

transition probability for the β decay of 109Tc. The inset shows an enlarged view of the
minimum. Right panel: Initial number of nuclei as a function of ground-state-to-ground-
state transition probability for the β decay of 109Tc.

without any constraint on the ground-state-to-ground-state transition. The ground-state-to-

ground-state transition probability in Table 3.11 is 5.7%, which corresponds to the minimum

of the distribution in the left panel of Fig. 3.41.

The right panel of Fig. 3.41 shows the initial number of decaying nuclei in experiment

and simulation as a function of ground-state-to-ground-state transition probability. There

is no intersection in the uncertainty bands. Therefore, an uncertainty was assigned to the

ground-state-to-ground-state transition that covered the minimum in the left panel of Fig.

3.41.

Figure 3.42 shows a comparison of experimental and theoretical cumulative β-decay feed-

ing intensity distributions and cumulative B(GT) distributions for the β decay of 109Tc. The

upper left panel of Fig. 3.42 contains the cumulative β-decay feeding intensity distribution

for the present work and QRPA 1 calculations (Table 3.7). The QRPA 1 calculations were

performed assuming the shape of the ground state of 109Tc is oblate (quadrupole deformation

parameter of β2 = −0.214) and prolate (quadrupole deformation parameter of β2 = 0.320).
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These shapes have different half-lives (T1/2 = 0.99 s for the oblate shape and T1/2 = 3.04 s

for the prolate shape), and different cumulative β-decay feeding intensity distributions. The

half-life from the current work is in good agreement with that of the oblate shape, but is less

than the half-life of the prolate shape. Both calculations are in agreement with zero β-decay

feeding intensity for the ground-state-to-ground-state transition. Only the oblate shape has

any significant β-decay feeding intensity below 2000 keV. Below approximately 1200 keV,

the present work and the oblate shape are qualitatively similar. The prolate shape has a

sudden and relatively large increase in the cumulative β-decay feeding intensity distribution

at approximately 2500 keV, which is not observed in the present work. The current work is

not in agreement with the prolate shape until approximately 2500 keV. After approximately

2500 keV, the present work is in agreement with both shapes.

The lower left panel of Fig. 3.42 contains the cumulative B(GT) distribution for the

present work and QRPA 1 (Table 3.7). The cumulative B(GT) distributions in this panel

correspond to the cumulative β-decay feeding intensity distributions in the upper left panel.

As with the cumulative β-decay feeding intensity distributions in the upper left panel, both

shapes have different half-lives and different cumulative B(GT) distributions. Only the

oblate shape has any significant B(GT) below 2000 keV. Between approximately 2800 keV

and 3400 keV, the present work is in agreement with both shapes. Between approximately

3400 keV and 4800 keV, the present work is in between both shapes. By the energy of the

last pseudo level, the total B(GT) for the present work is in agreement with the oblate shape.

The cumulative β-decay feeding intensity distribution for the oblate shape better de-

scribes the current work. In addition, the half-lives for the present work and the oblate

shape are in agreement. The total B(GT) for the present work and the oblate shape are in

agreement below the one-neutron separation energy of the daughter. All these facts suggest
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a dominant oblate deformation for 109Tc. In Ref. [208], β- and γ-coincidence spectroscopy

of the nearby technetium isotope 111Tc provided evidence of oblate deformation for that

nucleus. Therefore, the current work is in agreement with Ref. [208] in terms of a nearby

technetium isotope in the same mass region having a similar deformation.

The upper right panel of Fig. 3.42 contains the cumulative β-decay feeding intensity

distribution for the present work, QRPA 2, and QRPA 3 (Table 3.7). The QRPA 3 calcula-

tions were performed assuming the shape of the ground state of 109Tc is oblate (quadrupole

deformation parameter of β2 = −0.2481) and prolate (quadrupole deformation parameter

of β2 = 0.309). All calculations are in agreement with zero β-decay feeding intensity for

the ground-state-to-ground-state transition. All calculations have a sudden and relatively

large increase in the cumulative β-decay feeding intensity distribution. For the oblate shape

in QRPA 3, this occurs at approximately 300 keV. For the prolate shape in QRPA 3, this

occurs at approximately 3000 keV. For QRPA 2, this occurs at approximately 3800 keV.

However, the cumulative β-decay feeding intensity distribution for the present work shows

more fragmentation and a gradual increase throughout the entire energy range. Below ap-

proximately 3000 keV, the present work is not in agreement with any calculation. Only

after approximately 3000 keV does the present work agree with any of the calculations. The

half-life from QRPA 2 is 99% larger than the half-life extracted in the current work. For

QRPA 3, the half-life for the oblate shape and prolate shape is 63% smaller and 417% larger,

respectively, than the half-life extracted in the current work.

The lower right panel of Fig. 3.42 contains the cumulative B(GT) distribution for the

present work and QRPA 3. The cumulative B(GT) distributions in this panel correspond

to the cumulative β-decay feeding intensity distributions in the upper right panel. The

cumulative B(GT) distribution from the current work and the QRPA calculations are rarely
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in agreement for any energy. Between 0 keV and the one-neutron separation energy of the

daughter, the present work is in between both shapes. At the one-neutron separation energy

of the daughter, the total B(GT) for the present work is in agreement with the oblate shape.

There are many similarities in the calculations from QRPA 1 and QRPA 3 (Table

3.7). The quadrupole deformation parameters of the oblate shapes (β2 = −0.214 and

β2 = −0.2481) are similar. The quadrupole deformation parameters of the prolate shapes

(β2 = 0.320 and β2 = 0.309) are similar. The half-lives of the oblate shapes (T1/2 = 0.99 s

and T1/2 = 0.32 s) are similar. The half-lives of the prolate shapes (T1/2 = 3.04 s and T1/2

= 4.50 s) are similar. The half-lives of the oblate shapes are less than those of the prolate

shapes.

The oblate shapes have a relatively large increase in the cumulative β-decay feeding in-

tensity distribution at low energies. The increase occurs at similar energies for the oblate

shapes. In QRPA 1, the increase occurs at approximately 400 keV. In QRPA 3, the increase

occurs at approximately 300 keV. The increase is larger in the QRPA 3 calculation. The

prolate shapes have a small cumulative β-decay feeding intensity at low energies, and then

a sudden and relatively large increase in the cumulative β-decay feeding intensity distribu-

tion at higher energies. The increase occurs at similar energies for the prolate shapes. In

QRPA 1, the increase occurs at approximately 2500 keV. In QRPA 3, the increase occurs

at approximately 3000 keV. The cumulative B(GT) distributions for the prolate shapes are

less than the current work.
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Figure 3.42: Comparison of experimental and theoretical cumulative β-decay feeding in-
tensity distributions and cumulative B(GT) distributions for the β decay of 109Tc. The
upper panels show cumulative β-decay feeding intensity. The lower panels show cumulative
B(GT). The left panels contain QRPA 1 calculations. In the left panels, the present work
(black, solid line, with uncertainty in orange shading) is compared to QRPA 1 calculations
assuming the shape of the ground state of the parent is oblate (red, dashed line) and prolate
(blue, dotted line). The right panels contain QRPA calculations commonly used in r-process
reaction network calculations. In the right panels, the present work (black, solid line, with
uncertainty in orange shading) is compared to QRPA 2 (cyan, dash-dotted line) and QRPA
3 (green, dotted line and purple, dashed line). The lower right panel does not contain a
QRPA 2 calculation. Some panels may contain an arrow indicating the ground-state-to-
ground-state Q value for the β decay of 109Tc at 6456 keV [16]. All panels contain an arrow
indicating the one-neutron separation energy Sn of the daughter 109Ru at 5148 keV [16]. The
experimental and theoretical half-lives T1/2 are provided in parentheses. If the quadrupole
deformation parameter β2 was provided with a theoretical calculation, that is provided in
the parentheses.
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Chapter 4

Summary and Outlook

The astrophysical r process is responsible for approximately half of the solar system abun-

dance pattern beyond the iron peak. Although the general mechanism of the r process was

outlined more than six decades ago, theoretical models are unable to reproduce the r-process

contribution to the solar system abundances.

This inability is due to uncertainty in both the astrophysical environment(s) and the

underlying nuclear physics. Reducing these nuclear physics uncertainties was the goal of

this dissertation. Of all the nuclear physics properties that play an important role in the r

process, this dissertation focused on experimental measurements related to β decay.

To achieve that goal, a new experimental program was initiated at the National Super-

conducting Cyclotron Laboratory (NSCL) to study β-decay properties of nuclides relevant

to the astrophysical r process. This experimental program used the Summing NaI(Tl) (SuN)

detector and the total absorption spectroscopy (TAS) technique.

All β-decay experiments in this dissertation were performed at the Coupled Cyclotron

Facility at the NSCL. The commissioning experiment with a thermalized beam was per-

formed with the β decay of 76Ga. The extracted half-life agrees with previously published

values. However, the extracted beta-decay feeding intensity distribution disagrees with the

existing decay scheme at the National Nuclear Data Center. Because 76Ga is only one unit

away from stability, this experiment highlighted the fact that the Pandemonium effect may

179



appear anywhere on the chart of the nuclides. The extracted β-decay feeding intensity dis-

tribution and B(GT) distribution were compared to theoretical models that are used to

calculate nuclear matrix elements relevant to the neutrinoless double-β decay.

The commissioning experiment with a fast beam was performed with neutron-rich nu-

clides in the A = 100-110 mass region. This experiment was also the first-ever application

of the TAS technique with a fast beam produced via projectile fragmentation. In this exper-

iment, the β-decay half-lives were extracted for 99Y, 101Zr, 102Zr, 102mNb, 103Nb, 104mNb,

and 109Tc. Additionally, the β-decay feeding intensity distributions and B(GT) distributions

were extracted for 101Zr, 102Zr, and 109Tc. These distributions can be used to constrain

theoretical models used to calculate β-decay properties of nuclides relevant to the r process.

Theoretical models commonly used to provide β-decay properties in r-process network cal-

culations are the QRPA calculations by P. Moller and T. Marketin. The calculations by

these authors were not able to reproduce the extracted β-decay feeding intensity distribu-

tions and B(GT) distributions. The extracted distributions were compared to another set

of QRPA calculations in an attempt to learn about the shape of the ground state of the

parent nucleus. These QRPA calculations were performed by P. Sarriguren. For 101Zr and

102Zr, calculations assuming a pure shape configuration (oblate or prolate) were not able to

reproduce the extracted distributions. These results may indicate that some type of mixture

between oblate and prolate is necessary to reproduce the extracted distributions. For 109Tc,

a comparison of the extracted distribution with QRPA calculations suggests a dominant

oblate configuration.

The experiment described in Ch. 3 demonstrates the feasibility of employing the TAS

technique with a fast beam. This opens the door to extracting β-decay feeding intensity

distributions and B(GT) distributions for nuclei far from stability, where the secondary beam
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intensity may only be 10-100 particles per second. These extracted distributions will further

constrain theoretical models used to calculate β-decay properties of nuclides relevant to the r

process. These experimental constraints will provide more confidence in the extrapolation of

the theoretical models when calculating β-decay properties of nuclei on the r-process path,

where there is currently no experimental data. Once the Facility for Rare Isotope Beams

(FRIB) comes online, using the TAS technique with a fast beam could be used to study the

β-decay properties of neutron-rich rare-earth nuclides [110]. As with the nuclides studied in

Ch. 3, studying the neutron-rich rare-earth nuclides would have both a nuclear structure

and nuclear astrophysics motivation [110]. The nuclear structure motivation would be to

try to learn about the shape of the ground state of the parent nucleus, as different shapes

have different B(GT) distributions [110]. The nuclear astrophysics motivation would be that

these nuclides contribute to the formation of the rare-earth peak in the r-process solar system

abundance pattern (Sec. 1.3.1 and Fig. 1.2). Accurate β-decay properties of these nuclides

are needed in r-process reaction network calculations to help understand the formation of

the rare-earth peak.

The experiment described in Ch. 3 marks the first time the TAS technique has been

coupled with a fast beam. As this was the first-ever experiment of its kind, much was learned

during the execution of the experiment and analysis of the data. This experiment studied

nuclides in the A = 100-110 mass region. Since then, more TAS experiments with SuN and

a fast beam have been performed. However, these experiments studied nuclides in a lighter

mass region (A = 60-70). In this lighter mass region, charge-state contamination is not an

experimental concern. Performing another TAS experiment with a fast beam in a heavier

mass region will require the following considerations and improvements to the experimental

setup. Some of these considerations apply to all future TAS experiments, regardless of mass
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region.

For the experiment described in Ch. 3, the I2 scintillator was damaged (see Fig. 3.13).

A fully operational I2 scintillator is crucial for particle identification. Therefore, future

experiments must ensure that the I2 scintillator is fully operational prior to the start of the

experiment.

The nuclides studied in the experiment described in Ch. 3 emit low-energy γ rays when

they undergo β decay. After that experiment was performed, a triple PMT coincidence was

enabled in DDAS for all of segments of SuN. This triple PMT coincidence permitted lower

trigger thresholds for each PMT of SuN and increased the detection efficiency of low-energy

γ rays. Future experiments must ensure that this important feature is enabled.

For the experiment described in Ch. 3, there was charge-state contamination in the par-

ticle identification spectrum (see Sec. 3.2.1.2). Charge-state contamination will need to be

handled in future experiments that study nuclides in a relatively heavy mass region. Separa-

tion of different charge states was not possible using total kinetic energy in the experiment

described in Ch. 3 (see Sec. 3.2.1.2). If future experiments will use total kinetic energy to

perform charge-state separation, some form of modification to the experimental setup will

be necessary. For example, using preamplifiers for the DSSD that do not saturate during

implantation events.

For the experiment described in Ch. 3, contamination from random correlations was

significant. After subtraction of the random correlations from the experimental spectra,

relatively few statistics remained in the experimental spectra. Identifying peaks in the TAS

spectrum and sum-of-segments spectrum was challenging due to the few statistics and the

statistical fluctuations after the subtraction. To reduce the amount of random correlations,

future experiments should take into account the beam rate compared to the β-decay half-
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lives.

Some nuclides in this dissertation may benefit from being studied with a different experi-

mental setup. An alternative experimental setup that would not involve random correlations

is a tape station, such as the newly commissioned SuN Tape transport of Active Nuclei

(SuNTAN). In this setup, a radioactive nucleus is implanted onto the moving tape system of

SuNTAN. Removing background from the decay of the daughter is accomplished by cycling

in a clean piece of tape to the implantation point at the center of SuN. How often the tape

is cycled depends on the half-life of the implanted ion and daughter. For example, such an

experimental setup may be beneficial for studying the β decay of 101Zr. The half-life of the

parent 101Zr is approximately 2.3 seconds and the half-life of the daughter 101Nb is approx-

imately 7.1 seconds. As this technique does not require correlations, there is no background

from random correlations. However, using a fast beam (with many different nuclides) is not

possible with this technique. Only a thermalized beam (containing a single nuclide) can be

used with this technique. Therefore, it would be beneficial if the NSCL beam thermalization

area tried to develop thermalized beams in this heavier mass region.
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Appendix A

e12001 Experimental Setup

The experiment described in Ch. 3 marks the first time the TAS technique has been coupled

with a fast beam. As this was the first-ever experiment of its kind, a considerable amount

of time went into setting up for the experiment. This appendix contains detailed figures

and diagrams of the experimental setup that may be helpful for future experiments. Note

that the text on the figures may be hard or impossible to read in the print version of this

dissertation. Therefore, these figures are meant to be viewed in the electronic version of this

dissertation, in which the reader may magnify the figures to see all the details.
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A1900 fragment separator, and the experimental end station in the S2 vault.
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Front Side

Slot 7, Channel 5 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 6 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 7 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 8 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 9 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 10 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 11 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 12 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 13 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 14 Splitter

To DDAS DSSD
Low Gain
Front Side

Slot 7, Channel 15 Splitter

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 0

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 1

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 2

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 3

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 4

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 5

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 6

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 7

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 8

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 9

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 10

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 11

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 12

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 13

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 14

Splitter

50 Ω

To DDAS DSSD
Low Gain
Back Side

Slot 8, Channel 15

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

50 Ω

Ribbon cable
from 

MCS CPA 16 preampli�er
for DSSD
Low Gain
Front Side

HV Input for
back side is biased with 

positive voltage from
TC 953A Tennelec DUAL HVPS

for DSSD
(on back, not shown)

HV Input for front side of DSSD
 is terminated with 50 Ω resistor

(on back, not shown)

From Multi Channel Systems Preamp Power Supply

Ribbon cable from Splitter Attenuator Module
Low Gain
Back Side

Ribbon cable to DDAS DSSD
High Gain
Back Side

Ribbon cable to DDAS DSSD
High Gain
Front Side

Ribbon cable from Splitter Attenuator Module
Low Gain
Back Side

Ribbon cable from
DDAS Module 9

Ribbon cable from
DDAS Module 6

(DSSD, High, Back)

Ribbon cable from
DDAS Module 5

(DSSD, High, Front)

Ribbon cable from
DDAS Module 8

(DSSD, Low, Back)

Ribbon cable from
DDAS Module 7

(DSSD, Low, Front)

1 ns cable connected to
Patch Panel Cable 25 

1 ns

Patch Panel Cable 10 (yellow)
or Cable 48 (orange) 

1 ns

1 ns

1 ns cable connected to
Patch Panel Cable 13

1 ns

Patch Panel Cable 23 
1 ns

1 ns

1 ns

1 ns

1 ns cable connected to
Patch Panel Cable 24 

1 ns cable connected to
Patch Panel Cable 28 

1 ns

1 ns cable connected to
Patch Panel Cable 12

1 ns

1 ns cable connected to
Patch Panel Cable 26 

1 ns

1 ns cable connected to
Patch Panel Cable 15

1 ns

1 ns cable connected to
Patch Panel Cable 221 ns

1 ns

1 ns

1 ns

H. V. IN

TEST IN

E OUT

C
H
A
N
N
E
L  

A

H. V. IN

TEST IN

E OUT

C
H
A
N
N
E
L  

B

H. V. IN

TEST IN

E OUT

C
H
A
N
N
E
L  

C

H. V. IN

TEST IN

E OUT

C
H
A
N
N
E
L  

D

A1900 Preampli�er (TENNELEC SN 2137) (0000000603)

β Group Preampli�er (TENNELEC SN 2106) (0000000604)

Back of Preamp (not shown)
(1 ) Channel C set to 10 GeV range

for PIN2 (BCS 1061-18)
(2) Channel D set to 0.1 GeV range

for Veto

Notes
(1) The second best resolution of all

channels for both preamps
was channel C and was therefore

used for PIN2
ON

POWERTC 178
QUAD

PREAMPLIFIER

ON
POWERTC 178

QUAD
PREAMPLIFIER

3 ns from PIN2 (BCS 1061-18)
to Channel C

(on back, not shown)

3 ns from PIN1 (BCS 1061-16)
to Channel C

(on back, not shown)

Back of Preamp (not shown)
(1 ) Channel C set to 10 GeV range

for PIN1 (BCS 1061-16)

Notes
(1) The best resolution of all
channels for both preamps

was channel C and was therefore
used for PIN1

(2) Channel A was found to be broken
(3) Channel D was found to be 

unstable

SHV to BNC cable from Veto
(from DSSD feed through �ange)

to Channel D
(on back, not shown)

SHV to BNC cable from
TENNELEC

TC 253
DUAL HVPS

for PIN1

SHV to BNC cable from
TC 178
QUAD

PREAMPLIFIER
for PIN1

(on back, not shown)

D-sub cable from
TENNELEC

TC 248
AMPLIFIER

for PIN1

D-sub cable from
TC 178
QUAD

PREAMPLIFIER
for PIN1

(on back, not shown)

Splitter

Lemo
to DDAS
for PIN1

(slot 9, channel 0)

13 ns to IN of
TENNELEC

TC 248
AMPLIFIER

for PIN1

From E OUT of
TC 178
QUAD

PREAMPLIFIER
for PIN1

Patch Panel Cable 6/50

From OUTPUT of
TIMING

 AMP
 of

TENNELEC
TC 248

AMPLIFIER
for PIN1

To INPUT of QUAD CFD 454 for PIN1

3 ns

To INPUT of QUAD CFD 454 for PIN2

D-sub cable from
TENNELEC

TC 241S
AMPLIFIER

for PIN2

D-sub cable from
TC 178
QUAD

PREAMPLIFIER
for PIN2

(on back, not shown)

SHV to BNC cable from
TENNELEC

TC 253
DUAL HVPS

for PIN2

SHV to BNC cable from
TC 178
QUAD

PREAMPLIFIER
for PIN2

(on back, not shown)

Splitter

2 ns to Lemo
to DDAS
for PIN2

(slot 9, channel 1)

13 ns to IN of
TENNELEC

TC 241S
AMPLIFIER

for PIN2

From E OUT of
TC 178
QUAD

PREAMPLIFIER
for PIN2

From OUTPUT of
TIMING
FILTER
 AMP

 of
TENNELEC

TC 241S
AMPLIFIER

for PIN2

1 ns

To channel 17 of Delay Box
10 ns

From OUT of QUAD CFD 454 for PIN2

1 ns

To IN of LOGIC FANIN/FANOUT for PIN2

10 ns

From channel 18 of Delay Box

2 ns

SHV to BNC cable from
TC 178
QUAD

PREAMPLIFIER
for Veto

(on back, not shown)

SHV to BNC cable from
TC 953A
Tennelec

DUAL HVPS
for Veto

3 ns to Lemo
to DDAS
for Veto

(slot 9, channel 2)

Grounding Cables
(1) Grounding cable attached to
one of the clamps that connect

the cross �ange to the
beam pipe (up stream of the

experimental setup) and
INPUT of channel C of

TENNELEC SN 2137
(on back, not shown)
(2) Grounding cable
attached to E OUT

of channel C of TENNELEC SN 2106,
then wrapped around H.V. IN,
then laid taut against the top

of the preampli�er,
then wrapped around

INPUT (on back, not shown),
then wrapped around H.V. IN

of both channel C and D of
TENNELEC SN 2137,

then laid taut against the bottom
of the preampli�er,

the attached onto the
grounding cable that connects

the cross �ange to INPUT of
channel C of TENNELEC SN 2137

(3) Grounding cable attached to the
bellows of the beam pipe

(up stream of the cross �ange)
and the top of the cross

�ange for the PINs.
(4) Grounding cable wrapped

around the beam pipe
upstream of the

cross �ange and laid on top of the
SPDAQ 42 machine.

DSSD Circuit Board

20 pin ribbon cable from
front side of DSSD

(from DSSD feedthrough �ange)

20 pin ribbon cable from
back side of DSSD

(from DSSD feedthrough �ange)

34 pin ribbon cable to
MCS CPA 16 preampli�er

for front side of DSSD Notes
(1) All connections from the DSSD feedthrough �ange

to the DSSD Circuit Board
to the MCS CPA 16 preampli�er

must be correct in order to not damage the DSSD
and permanately increase the leakage current

(2) The DSSD Circuit Board is wrapped
in aluminum foil

(3) The 20 pin ribbon cables are wrapped
in aluminum foil

(4) The 34 pin ribbon cables are wrapped
in aluminum foil

(5) Special 20 pin noise reducing cables are available.
These were tested for e12001, but were not used.

Multi Channel Systems 16-channel preampli�er CPA 16
MCS CPA 16 preampli�er

34 pin ribbon cable to
MCS CPA 16 preampli�er

for back side of DSSD

Ribbon cable
from 

MCS CPA 16 preampli�er
for DSSD
Low Gain
Back Side

34 pin ribbon cable from
DSSD circuit board

for front side of DSSD
(on back, not shown)

34 pin ribbon cable from
DSSD circuit board

for back side of DSSD
(on back, not shown)

Grounding Cables
1) Connect the HV Input of CPA 16

for the front and back side
of the DSSD

(this signi�cantly reduces noise!)
2) Connect the feedthrough �ange

for the DSSD to the
HV Input of CPA 16

for the front side of the DSSD
3) Connect DSSD circuit board

to the feedthrough �ange
for the DSSD

4) Connect HV Input of CPA 16
for the front side of the DSSD

to the table for SuN

Multi Channel Systems
Preamp Power Supply

From Multi Channel Systems Preamp Power Supply

To
MCS CPA 16 preampli�er

for Front Side of DSSD

To
MCS CPA 16 preampli�er

for Back Side of DSSD

Anticoincidence
Gate Mode

and
± 6 V Logic Current

(on back, not shown)

Anticoincidence
Gate Mode

and
± 6 V Logic Current

(on back, not shown)

Anticoincidence
Gate Mode

and
± 6 V Logic Current

(on back, not shown)

Anticoincidence
Gate Mode

and
± 6 V Logic Current

(on back, not shown)

Anticoincidence
Gate Mode

and
± 6 V Logic Current

(on back, not shown)

Coincidence
Gate Mode

and
± 6 V Logic Current

(on back, not shown)

From positive, delayed output of
416A

GATE & DELAY
GENERATOR

into Gate Input
(on back, not shown)

Splitter

3 ns

To Gate Input
of 

ORTEC
566
TAC

for I2S - I2N

2 ns

2 ns

Lemo
to DDAS

for I2S (start) - I2N (stop) TAC
(slot 4, channel 0)

5 ns

To INPUT of
QUAD CFD 454

for cyclotron RF signal 

From
DUAL
FIBER

TO NIM
Channel 1RF

2 ns

2 ns

8

2

4

Fiber optic cable
in the S2 vault

 for the RF signal
from the cyclotrons

into
channel 1

(on back, not shown)
(drape sensitive cable over magnet)

Lemo
to DDAS

for PIN1 (start) - RF (stop) TAC
(slot 4, channel 1)

2 ns

Lemo
to DDAS

for PIN1 (start) - I2S (stop) TAC
(slot 4, channel 3)

Lemo
to DDAS

for PIN1 (start) - SuN (stop) TAC
(slot 4, channel 4)

From cable
in the S2 vault for

signal from I2N
(drape cable over magnet)I2N

1 ns

To IN of
LOGIC FANIN/FANOUT

for I2N

2 ns

From OUT of QUAD CFD 454 for I2N

I2S
From cable

in the S2 vault for
signal from I2S

(drape cable over magnet)

1 ns

To IN of
LOGIC FANIN/FANOUT

for I2S

2 ns

From OUT of QUAD CFD 454 for I2S

2 ns

Lemo
to DDAS

for PIN1 (start) - I2N (stop) TAC
(slot 4, channel 2)

SuN

2 ns

Lemo
to DDAS

for PIN2 (start) - I2N (stop) TAC
(slot 4, channel 5)

1 ns

1 ns

2 ns

To INPUT of
QUAD CFD 454

for SuN

From
Multiplicity

Summer
Ampli�er

NSCL MSU NSCL MSU

Splitter Attenuator
Module

Splitter Attenuator
Module

In/Out3

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

In/Out3

Ribbon cable
from the

delayed and attenuated output of
Pico Systems
32 Channel

Ampli�er Splitter Delay
for top PMTs of SuN 

Ribbon cable
from the

delayed and attenuated output of
Pico Systems
32 Channel

Ampli�er Splitter Delay
for bottom PMTs of SuN 

3 ns

PMT[1][1][2]

SuN
Top

PMTs

SuN
Bottom

PMTs

PMT[1][2][2]

3 ns

PMT[1][3][2]
3 ns

PMT[1][4][2]

3 ns

PMT[0][1][2]

3 ns

PMT[0][2][2]3 ns

PMT[0][3][2]

PMT[0][4][2]

3 ns

3 ns

ON

OFF

DSSD

A set to ON 
B set to ON 
C set to OFF
D set to OFF

S800

Patch Panel Cable 1/46

Patch Panel Cable 2/41

1

Patch Panel Cable 5/43

Sean L

Patch Panel Cable 7/44 

Patch Panel Cable 8/47 

Ungated
(on back, not shown)

Ungated
(on back, not shown)

Power Strips
1) Power strip plugged into the cable that

is plugged into clean power below the
platform in the S2 vault

The following were plugged into the power strip:
a) Multi Channel Systems Preamp Power Supply

b) Computer controlled CFD (tested, but never used)
2) Power strip plugged into dirty power on

the outlet on the side of the S2 vault (Panel S1-A, Circuit 10)
The following were plugged into the power strip:

a) Rouging Vacuum Pump
b) Vacuum Control System

c) The two fans in the electronics tower
3) Power strip plugged into clean power below the

platform in the S2 vault
The following were plugged into the power strip:

a) WIENER MPOD High Voltage Power Supply for SuN
b) The data acquisition machine (spdaq41)

c) WIENER VME Crate (DDAS)
d) One of the two NIM crates

e) SuN’s preampli�er
f ) Movable computer monitor cart

g) One of the two NIM crate was plugged into
one of the outputs from the movable

computer monitor cart
h) The computer monitor was plugged into

one of the outputs from the movable
computer monitor cart

Alex Dombos
NSCL Experiment e12001

5

Figure A.4: Overview of the NIM crates and other equipment for NSCL experiment e12001.
This figure may be viewed together with Fig. A.3.
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Feedthrough Flange

Nylon Silicon Veto Detector Holder

Stainless Steel Threaded Rod

Kapton Tape
• Secures ribbon cables to silicon veto detector holder

• Protects the ribbon cables as they slide against the inside of SuN’s beam pipe

Orientation of
Incoming
Ion Beam

Microdot to Lemo Cable

The front of the silicon veto detector
is roughly 1 inch from the middle of the DSSD

Plastic Washers

{ {
• 16 horizontal strips on the front

• The width of the chip is
21.8 mm and the width of
the active area is 20.0 mm

• Each strip has a height (”pitch”)
of 1250 μm 

• Channel 0 is on the bottom,
channel 15 is on the top

• The frame is read out from the
bottom connection

• The guard ring is read out
from the top connection

Brass Hex Nuts (2-56)

{

Chip Thickness = 1030 μm

• 16 vertical strips on the back
• The height of the chip is

21.8 mm and the height of
the active area is 20.0 mm

• Each strip has a width (”pitch”)
of 1250 μm 

• Channel 0 is on the left,
channel 15 is on the right

• The frame is read out from the
left connection

• The guard ring is read out
from the right connection

2x9 Pin Ribbon Cable

DSSD (”DSSD 2”) Information
Company: Micron

BB8(DS)-1000 SILICON DETECTOR, Type 2M/2M
Drawing No: A-4195

Serial No: 3035-9-3 [1030 μm]
Chip Dimensions = 21.8 mm x 21.8 mm

Active Area = 20.0 mm x 20.0 mm
Element Pitch = 1250 μm

Silicon Veto (”Veto 2”) Detector
Company = ORTEC

Model Number = BU-014-300-500
Serial Number = Unknown

Resolution (FWHM) = 14 keV for a 5.486 MeV α particle
Active Area = 300 mm2

Depletion Depth = 500 μm

Silicon Veto Detector

To ensure the DSSD is at the center of SuN, two distances must be maintained:
1) The distance between the edge of the backup ring

and the edge of the centering ring must be 0.125 inches
(see drawing by C. Snow)

2) The distance between the edge of the feedthough flange
and the back of the DSSD must be 10.79 inches

(verbal communication from C. Snow)

{

The distance between the edge of the feedthough flange
and the back of the DSSD is 10.79 inches

Figure A.5: The implantation station used for NSCL experiment e12001. Shown are the double-sided silicon-strip detector
(DSSD) and the silicon surface barrier detector (veto).
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Grounded to Circuit Board
(twice)

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

FloatingFloating

Floating

Floating

Floating

Floating

Grounded to Circuit Board
(twice)

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

Grounded to Circuit Board

FloatingFloating

Floating

Floating

Floating Floating

A1 A2

A3 A4

A5 A6

A7 A8

A9 A10

A11 A12

A13 A14

A15 A16

A17 A18

A19 A20

C1 C2

C3 C4

C5 C6

C7 C8

C9 C10

C11 C12

C13 C14

C15 C16

C17 C18

C19 C20

A1

B1

B3

B5

B7

B9

B11

B13

B15

B17

B19

B21

B23

B25

B27

B29

B31

B33

B4

B6

B8

B10

B12

B2

B14

B16

B18

B20

B22

B24

B26

B28

B30

B32

B34

D1

D3

D5

D7

D9

D11

D13

D15

D17

D19

D21

D23

D25

D27

D29

D31

D33

D4

D6

D8

D10

D12

D2

D14

D16

D18

D20

D22

D24

D26

D28

D30

D32

D34

Frame

Guard Ring

Frame

Guard Ring

Front Side
of DSSD

Back Side
of DSSD

Figure A.6: Diagram of the circuit board that was an intermediate stage between the DSSD
and the dual-gain preamplifiers.
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For reference, this is PMT TOP 4-1
(segment 4 should always be farthest downstream)

Intermediate Flange

Feedthrough Flange

To ensure the DSSD is at the center of SuN, two distances must be maintained:
1) The distance between the edge of the backup ring

and the edge of the centering ring must be 0.125 inches
(see drawing by C. Snow)

2) The distance between the edge of the feedthough �ange
and the back of the DSSD must be 10.79 inches

(verbal communication from C. Snow)

Backup Ring

One of two clamps used to hold SuN in position after alignment
(the other clamp is on another corner)

Mark on SuN’s table the position of SuN’s stand after alignment
(mark on multiple sides)

Multi Channel Systems 16-channel preampli�er CPA 16
for the front side of the DSSD

Multi Channel Systems 16-channel preampli�er CPA 16
for the back side of the DSSD

20 pin ribbon cable

Plastic Beam Tube Centering Ring
(hidden)

34 pin ribbon cable
(wrapped in aluminum foil)

Short grounding cable that connects the HV Input of both the MCS CPA 16 preampli�ers
(this signi�cantly reduces noise in the DSSD) 

DSSD Circuit Board
(wrapped in aluminum foil)

Grounding cable that connects the feedthrough �ange to the DSSD circuit board
(this helps reduce noise in the DSSD)

HV Input for the MCS CPA 16 preampli�er
for the front side of the DSSD is terminated with a 50 Ω resistor

Cable that connects the HV Input for the MCS CPA 16 preampli�er
for the back side of the DSSD to a HV power supply

Multi Channel Systems
Preamp Power Supply

Cable that connects the Veto detector to the preampli�er

SuN’s table

SuN’s stand

Signal Cable

High Voltage Cable

Figure A.7: The SuN detector during NSCL experiment e12001. Also shown are cables for
the implantation station inside of SuN, and the circuit board and dual-gain preamplifiers for
the DSSD.
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A1900 Intermediate Image 2
(I2 scintillator)

(shown inserted, not retracted) 

”north” PMT (I2N)

”south” PMT (I2S)

Direction of Ion Beam

T5 QUAD TRIPLET
of the

A1900 Fragment Separator

Slits that control the momentum distribution / acceptance
(shown retracted, not inserted)

Achromatic Wedges
(shown retracted, not inserted)

PPACs
(shown retracted, not inserted)

Figure A.8: The chamber in the A1900 fragment separator that contains the Image 2 scin-
tillator. Shown are the Image 2 scintillator, achromatic wedges, and the slits that control
the momentum acceptance.
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[114] M. E. Estévez Aguado, A. Algora, J. Agramunt, B. Rubio, J. L. Táın, D. Jordán,
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O. Tengblad, Phys. Rev. C 92, 054326 (2015).

[116] A. Spyrou, S. N. Liddick, A. C. Larsen, M. Guttormsen, K. Cooper, A. C. Dombos,
D. J. Morrissey, F. Naqvi, G. Perdikakis, S. J. Quinn, T. Renstrøm, J. A. Rodriguez,
A. Simon, C. S. Sumithrarachchi, and R. G. T. Zegers, Phys. Rev. Lett. 113, 232502
(2014).

[117] M. Guttormsen, T. Ramsøy, and J. Rekstad, Nuclear Instruments and Methods in
Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment 255, 518 (1987).

[118] A. Schiller, L. Bergholt, M. Guttormsen, E. Melby, J. Rekstad, and S. Siem, Nuclear
Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment 447, 498 (2000).

[119] F. T. Avignone, S. R. Elliott, and J. Engel, Rev. Mod. Phys. 80, 481 (2008).
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