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ABSTRACT

The use of single nucleon and two-like nucleon knockout reactions of medium to heavy mass exotic beams on light targets has proven an invaluable tool in exploring nuclear properties away from the valley of $\beta$-stability up to the proton and neutron drip-lines. The nuclear shell model has had a great amount of success in describing structural properties of nucleons populating states from the $1s1p$-shells up to the $2p1f$-shells, of particular interest is the success of the USD shell model used in the truncated $2s1d$-shell space. The USD Hamiltonian was updated in 2005 to include the effects of exotic nuclei. Using relativistic beam velocities greater then 30% of the speed of light allows for the direct exploration of underlying single particle valence state structure. Comparisons between current shell models and experimental results are showing discrepancies between measured and theoretical cross sections.

The focus of the present work is on the single neutron knockout reactions $^9\text{Be}(_{26}\text{Si},^{25}\text{Si}+\gamma)$ and $^9\text{Be}(_{30}\text{S},^{29}\text{S}+\gamma)$. Relativistic beams containing $^{26}\text{Si}$ and $^{30}\text{S}$ were created at the National Superconducting Cyclotron Laboratory’s Coupled-Cyclotron Facility using the A1900 fragment separator. The secondary 376 mg/cm$^2$ thick $^9\text{Be}$ target was located at the pivot point of the S800, a large-acceptance, high-resolution spectrometer with a specialized detector system that allowed for accurate event-by-event particle identification of the incident and residual particles based on their mass and charge, as well as providing accurate longitudinal momentum distribution measurements of the post-target beam. The secondary target was also surrounded by SeGA, a $\gamma$-ray detector array specifically designed for accurate Doppler reconstruction of observable $\gamma$-rays into the emitting particles rest frame. Measurements were made of the direct inclusive and individual state population cross sections in the residual states, as well as the first measurements of electromagnetic transitions between energy levels in both $^{25}\text{Si}$ and $^{29}\text{S}$.

Two new $\gamma$-rays were observed for $^{25}\text{Si}$ at 821(15) keV and 1088(22) keV. The 821(15)
keV γ-ray is a direct decay from the first $1/2^+$ state to the $5/2^+$ ground state, while the 1088(22) keV γ-ray is actually a result of a $3/2^+$ state at 1909(27) keV feeding into the $1/2^+$ state at 821(15) keV. The measured cross sections for the $^{26}\text{Si} \rightarrow ^{25}\text{Si}$ reaction were $\sigma(\text{inclusive}) = 26.1(35) \text{ mb}$, $\sigma(1909\text{keV}) = 1.06(21) \text{ mb}$, and $\sigma(821\text{keV}) = 4.06(61) \text{ mb}$.

There were three new γ-ray transitions seen for $^{29}\text{S}$ with energies of 1160(16) keV, 1222(20) keV, and 1727(37) keV, which correspond to the first experimental observation of excited states in $^{29}\text{S}$. The 1222(20) keV decay is the direct decay from the $1/2^+$ first excited state to the $5/2^+$ ground state, while the 1727(37) keV γ-ray is the decay of the $7/2^+$ state to the ground state, however the 1727(37) keV state is only populated by direct feeding from the $5/2^+$ state at 2887(40) keV by the observed 1160(16) keV γ-ray. The measured cross sections for the $^{30}\text{S} \rightarrow ^{29}\text{S}$ reaction were $\sigma(\text{inclusive}) = 27.5(26) \text{ mb}$, $\sigma(1222\text{keV}) = 3.09(33)$ mb, and $\sigma(2887\text{keV}) = 1.86(15) \text{ mb}$.

The reduction factor to the shell model spectroscopic strength for the inclusive cross section for the $^{26}\text{Si} \rightarrow ^{25}\text{Si}$ reaction is 0.55(7) and the reduction factor for the inclusive cross section for the $^{30}\text{S} \rightarrow ^{29}\text{S}$ reaction is 0.46(4). With valence binding separation energy differences of $\Delta S = 13.5 \text{ MeV}$ for $^{26}\text{Si}$ and $\Delta S = 14.6 \text{ MeV}$ for $^{30}\text{S}$, these reduction factors are in good agreement with the systematic behavior of reduction factors from other single nucleon knockout reaction studies. The calculated electromagnetic multipole transition strengths in both $^{25}\text{Si}$ and $^{29}\text{S}$, when taken into consideration with the observed decay branching ratios, allows some speculation that these nuclei are well-deformed and that the known region of deformation in the $sd$-shell extends out to both. Based on the evidence in the current work, intermediate-energy Coulomb excitation studies would help in completing the level schemes and also verify the branching strength of the $E2$ transitions characteristic of deformed nuclei.
CHAPTER 1

INTRODUCTION

Nuclear structure physics has been evolving to adapt to the growing knowledge of the nuclear landscape since the conception of an atomic nuclear core by Rutherford’s early 1900s scattering experiments (Ref. [1]). Even before these experiments, there was some concept of a substance that contained all the atom’s positive charge and the large majority of the atomic mass. The discovery of the proton as a fundamental particle was attributed to Rutherford in 1919 in Ref. [2]. However, it was not until the work of Chadwick in 1932’s Ref. [3], that the existence of the neutron as a fundamental particle was also discovered. Around the same time as these two essential discoveries, the pivotal field of quantum mechanics was also emerging to prominence. Viewing the atomic nucleus as a composite system of positively charged protons and neutrally charged neutrons, each with relatively equivalent masses and behaving under quantum mechanical rules, explained the observable masses and charges of the atomic nuclei. Because of their similarities, a proton or a neutron can also be referred to generically as a nucleon. With the introduction of quantum mechanics, the problems of nuclear structural physics became a clearly complicated quantum many-body problem with no simple or analytic answer. There are three fundamental force interactions that dominate the structure of the nucleus: the first is the strong nuclear interaction force that binds nuclei together; the second is the weak interaction that allows for a proton to change to a neutron and vice-versa by $\beta$-decay; the third is the electromagnetic force that is responsible for a repulsive force between electrically charged protons, and is the mechanism for photon emission in nuclear $\gamma$-ray decay. The collective goal of nuclear physics is to determine a set of rules that govern all interactions between nuclei. Experimental work is performed with a goal of creating a complete set of observable phenomena in which evolving nuclear structure theories and interaction mechanisms can be tested.
The current standard particle model shows that the protons and neutrons are actually composites of particles called quarks. However for the purposes of this study, it is safe to assume that the quark interactions between separate nucleons can be described as a net force that binds nucleons on a whole to one another and each nucleon can be considered an individual fermionic particle. The nuclear force appears to be equivalent for proton-proton, neutron-neutron, and proton-neutron interactions, where the only differences arise from the Pauli exclusion force and Coulomb repulsion. As a result of this, a nucleon’s label as a proton or neutron can be considered as just another quantum label on the nucleon that is called isospin. The molecular and chemical properties of a particular nucleus are almost completely dependent on the number of protons in its core which bind the orbiting electrons to the atom, so chemically there is little difference between groups of nuclei with the same number of protons and a differing number of neutrons. A group of atoms with the same number of protons are called isotopes. Each isotope group is denoted either by the number of protons \(Z\), or its equivalent element on the Periodic Table, for which there is one element for every known isotope group. Similarly, nuclei with the same number of neutrons and differing number of protons are called isotones, and nuclei with the same number of total nucleons can be referred to as isobars. The convention for labeling a nucleus is by its total number of nucleons \(A\) and its isotope group’s chemical symbol.

There are a number of nuclear structure models in circulation, and as previously stated, the main problem is that of a quantum many-body system of interacting particles. One view that has a proven applicability is that of the shell model which pictures nuclear structure as a summed effect of each individual nucleon in a mean potential field with effective residual interactions among the nucleons. The shell models have worked well in describing low energy structural configurations of light to medium mass nuclei where the nucleon interactions are manageable and collective effects are less dominant. This is especially true in the sd-shells, in which nuclear phenomena can be contributed to the shifting of a minimum number of nuclei out of their ground state configurations. The first part of Chapter 2 will give an overview of the nuclear shell models and in particular the \(sd\)-shell USD Hamiltonian models.

A strong test of single particle structure is the determination of nucleon occupational probabilities in the valence shells of light to medium nuclei. The extraction of occupational probabilities from measured cross sections is heavily reliant on an accurate reaction model. For several decades, probes of this type were mostly restricted to single nucleon transfer
reactions at low energies. Reactions of this type are very dependent on well defined potentials and parameters that are at present poorly defined for nuclei further from the valley of $\beta$-stability. Because of this, the use of single nucleon transfer reactions has been restricted mainly to light beams on stable targets, and even then their ability to acquire absolute as opposed to relative spectroscopic information has been brought into question (see Ref. [4], and references therein). Since the 1980s, the use of electrons for ($e,e'p$) reactions have been providing valuable insight into absolute spectroscopic information (see Ref. [5]), however these experiments are still restricted to experiments on stable nuclei. With the advent of high-energy exotic beam facilities such as the National Superconducting Cyclotron Laboratory (NSCL), direct single nucleon knockout reactions have become a powerful tool for measuring single particle spectroscopic information (see Refs. [4, 6]). The use of knockout reactions has been successfully implemented for a number of nuclear structure experiments in the $A < 50$ mass range. Because of the nature of the knockout reaction, it is a very good probe of low energy single particle structure phenomena. Another benefit of the single nucleon knockout reaction is that it can be performed on nuclei far from the limitations of $\beta$-stability, in the region of very short lived exotic nuclei both on the proton rich and neutron rich side of the valley of stable nuclei. Chapter 2 will also tie in the relationship between experimental observables and their comparable predictions.

The NSCL provides facilities for the creation and monitoring of radioactive particle beams, and also a special set of detection equipment designed for the specific purpose of measuring radiation emission and reaction products from nuclear collisions of heavier mass relativistic projectiles on lighter mass target particles. Chapter 3 will present a discussion of the experimental techniques and devices used in the current work.

Chapter 4 presents the analysis and results of the single neutron knockout reactions $^9$Be($^{26}$Si,$^{25}$Si+$\gamma$) and $^9$Be($^{30}$S,$^{29}$S+$\gamma$). This work marks the first $\gamma$-ray spectroscopy of both $^{25}$Si and $^{29}$S as well as the first exploration of the excited state level structure of $^{29}$S. The spectroscopic strengths of valence neutron shell states in $^{26}$Si and $^{30}$S are evaluated and compared to the updated USD shell model theoretical calculations. These results are in good agreement with the results obtained from other single nucleon knockout reactions, in which a noticeable reduction of the single particle model occupation strength appears to be related to the proton-neutron separation energy differences.

Chapter 5 will provide a summary review of the significant experimental results and
their implications on current nuclear structure and reaction theories. This chapter will also present current and relevant open topics for future experimental and theoretical studies.
CHAPTER 2
THEORETICAL TREATMENT

This chapter will cover the varies theoretical tools used for the work at hand. The theoretical descriptions of the nuclear structure, decay, and reactions will be described in this chapter. The theory can be divided into two main categories, the nuclear structure theory and the reaction model theory. The first is discussed in Sec. 2.1 and the latter in Sec. 2.2.

2.1 The Shell Model

The first nuclear shell model was built upon the success of the original atomic electron shell model and the collected observations made by Maria Goeppert-Mayer in Ref. [7]. The first nuclear shell model was introduced in 1949 by Goeppert-Mayer in Ref. [8], and Haxel, Jensen, and Suess in Ref. [9]. This first model is often referred to as the naive shell model or the independent particle shell model. The naive shell model was based on the observations of particularly stable configurations of nuclei with neutron or proton numbers of N,Z=8, 20, 28, 50, 82, and 126, which are commonly referred to as magic numbers. The naive shell model assumes that the nucleus is a collection of independent nucleons, each of which moves in a potential that includes an orbital angular momentum term and a strong spin-orbit coupling term. The naive shell model uses harmonic oscillator basis states with orbital angular momentum (l) and spin (s) quantum numbers. The main oscillator level numbers N typically associated with the harmonic oscillator Hamiltonian are now given by \( N = 2(n - 1) + \ell \), where \( n \) is referred to as the nucleon’s primary or radial quantum number. The nucleons fill the lowest energy levels first and must obey Fermi-Dirac statistics. The relative energy levels of the naive shell model are shown in Fig. 2.1, in which each shell is distinguished by its orbital angular momentum \( \ell \), radial quantum number \( n \), and total angular momentum \( j \) which is the coupling of the orbital and spin angular momenta. The
naive shell model does explain the appearance of magic numbers as shell closures, however it never proved to be a robust method for predicting other structural properties of nuclei, and as described in Ref. [10] and the references there in, the traditional magic numbers of stable nuclei resulting from shell closures are not quite as magic for exotic nuclei. Regardless, the naive shell model is still a good starting point for a first guess approach at the structure of nuclei. The filled neutron and proton shells of $^{26}\text{Si}$ in the naive shell model are shown in Fig. 2.2, and likewise for $^{30}\text{S}$ in Fig. 2.3.

### 2.1.1 Modern Shell Models

There are volumes of written material describing the shell model approach to nuclear structure, e.g., Refs. [11, 12, 13]. The shell model approach pivots on a fundamental assumption that the nucleus can be described by a mean field potential and residual nucleon interactions. Shell models use linear combinations of the independent particle model states to describe the observable nucleus. The complete shell model Hamiltonian can then be written as

$$ H = \sum_{i=1}^{A} h_i + \mathcal{R}, \quad (2.1) $$

where $h_i$ is a sum over single particle Hamiltonians (often referred to as the Single Particle Energy or SPE) and $\mathcal{R}$ is the residual interactions between the nucleons. The residual interaction term can then be reduced to only account for two-body interactions so that

$$ \mathcal{R} = \sum_{i<j=1}^{A} V_{ij} - \sum_{i=1}^{A} v_i, \quad (2.2) $$

where $V_{ij}$ is the two-body interaction between nucleon $i$ and nucleon $j$, and $v_i$ is the single particle potential energy that is already accounted for in $h_i$.

There are several nuclear structure models in current circulation (see Refs. [14, 10, 6]), however the large number of free parameters in most of the models built from realistic nucleon-nucleon interactions is often prohibitive and unwieldy for predictive use in experiments. As the number of nucleons increases, so too does the number and complexity of the residual nucleon interactions. The nuclear region of protons and neutrons in what is referred to as the $sd$-shell ($8 \leq (N, Z) < 20$) which consist of the $2s_{1/2}$, $1d_{3/2}$, and $1d_{5/2}$ shells, is a particularly well suited region for shell model studies, in that the number
of nucleons is enough to allow for an appreciable, yet manageable, number of residual interactions. Hopefully, as more and better experimental data becomes available an accurate parameterization of more complex nuclear shell models will become possible.

2.1.1.1 The USD Shell Models

The *Universal sd*-shell model (USD), as described in Refs. [15, 16, 17] has shown a tremendous amount of predictive reliability in its applicable nuclear region for over two decades. The USD shell model is a phenomenological model of the truncated *sd*-shell, meaning that it assumes an inert core of $^{16}$O and does not directly account for any nucleon wave-functions from outside of the *sd*-shell. The USD Hamiltonian is defined as

$$
H = \sum_a \epsilon_a \hat{n}_a + \sum_{a \leq b \leq c \leq d} \sum_{JT} V_{JT}(ab; cd) \hat{T}_{JT}(ab; cd),
$$

(2.3)

where $a$ represents a nucleon in an orbit with quantum numbers $(n_a, \ell_a, j_a)$, and similarly for $b, c$, and $d$, which are summed over all nucleons. The second term is summed over all possible angular momentum ($J$) and isospin values ($T$) possible from coupling the nucleons $a, b$ and $c, d$. $\hat{n}_a$ is the number operator for the nucleon orbit denoted by $a$, and likewise, $\hat{T}_{JT}$ is the scalar two-body density operator for the nucleon pairs $a, b$ and $c, d$. The values of $\epsilon_a$ in the first term are the single particle energies (SPEs) mentioned previously and $V_{JT}(ab; cd)$ contain the residual interaction potentials, also referred to as a two-body matrix element or TBME.

Using Eq. 2.3, the USD shell model is defined by three SPEs and 63 TBMEs, for a total of 66 parameters. The original USD model was parameterized from a least squares fit of 380 well determined experimental energy data from 66 nuclei. In 2006, Ref. [18] recalculated the parameters of the original USD using improved computational power and a larger available data set of 608 well determined experimental states in 77 nuclei. The results of Ref. [18] were classified into two separate Hamiltonian parameter sets known as the *USDA* and the *USDB*. A comparison of the number of states included in the original USD interaction and the revamped USDA and USDB interactions are shown in Fig. 2.4. The distinction between the USDA and USDB parameter sets was the number of linear combinations of TBMEs and SPEs used in the fitting routine as described in Ref. [18]. The USDA parameter set was determined from a fit of 30 of the most well defined linear combinations, while the USDB parameters were determined from a fit of 56 linear combinations. In both cases the remaining poorly defined parameters are assigned values from an effective nucleon-nucleon
interaction as described in Ref. [18]. Upon conception, the USDB model fit more closely to
the experimental data, so it is typically used for direct experimental comparisons and the
USDA is reserved for a measure of theoretical uncertainty, which is the justification laid out
for creating two Hamiltonians in Ref. [18].

2.1.2 Spectroscopic Information

A keystone for testing any nuclear structure theory is the ability to accurately predict energy
levels of bound states, and in the case of the shell model approach, the ability to calculate
individual nucleon wave-function contributions to the total nuclear wave-function. Shell
models, by nature, allow for calculations of single nucleon occupation probabilities in each
shell. Single nucleon removal reactions serve as an excellent probe of the single nucleon wave-
function contributions to the valence nucleon shell structure. The single nucleon occupational
probability determined from a single nucleon removal reaction is typically referred to as a
spectroscopic factor or commonly written as $C^2 S$. A spectroscopic factor is the measurement
of a single particle orbital occupational strength in a nucleus of $A$ nucleons. This is done by
coupling a single nucleon to a specific state of the $(A−1)$ nucleon system, and taking the
overlap of this coupled system to a specific state (the ground state for this work) in the $A$
nucleon system as shown by

$$C^2 S(\mu, \lambda) = |\langle \Phi^{\mu}_{(A-1)} | a(\lambda) | \Phi^{0}_{A} \rangle|^2.$$  \hspace{1cm} (2.4)

$\Phi^{0}_{A}$ represents the ground state wave-function of the $A$ nucleon system and $\Phi^{\mu}_{(A-1)}$ is the
specific state denoted by $\mu$ of the $(A−1)$ nucleon system. $a(\lambda)$ is the annihilation operator
of a single nucleon with single particle basis state quantum numbers denoted by $\lambda$. The $C^2$
term on the left-hand side of Eq. 2.4 is the explicit isospin $(T, T_z)$ coupling Clebsch-Gordon
factor that is usually separable from the rest of the single particle overlap. A figurative
diagram of a spectroscopic factor is shown in Fig. 2.5. The energy levels and respective
single neutron removal spectroscopic factors calculated with the USD, USDA, and USDB
Hamiltonians for $^{26}\text{Si} \rightarrow ^{25}\text{Si}$ reaction is shown in Table 2.1 and Fig. 2.6. The same calculations
for $^{30}\text{S} \rightarrow ^{29}\text{S}$ are shown in Table 2.2 and Fig. 2.7.
Table 2.1: The excited state energy levels of $^{25}$Si and single neutron knockout $C^2S$ from $^{26}$Si calculated with the USD, USDA, and USDB shell model Hamiltonians. The far left column is the total angular momentum and parity $J^\pi$ of each state.

<table>
<thead>
<tr>
<th>$^{25}$Si</th>
<th>USD</th>
<th>USDA</th>
<th>USDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J^\pi$</td>
<td>$E$(keV)</td>
<td>$C^2S$</td>
<td>$E$(keV)</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>0</td>
<td>2.80</td>
<td>0</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>132</td>
<td>0.12</td>
<td>181</td>
</tr>
<tr>
<td>$1/2^+$</td>
<td>1159</td>
<td>0.27</td>
<td>1028</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>2130</td>
<td>0.21</td>
<td>2015</td>
</tr>
</tbody>
</table>

Table 2.2: The excited state energy levels of $^{29}$S and single neutron knockout $C^2S$ from $^{30}$S calculated with the USD, USDA, and USDB shell model Hamiltonians. The far left column is the total angular momentum and parity $J^\pi$ of each state.

<table>
<thead>
<tr>
<th>$^{29}$S</th>
<th>USD</th>
<th>USDA</th>
<th>USDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J^\pi$</td>
<td>$E$(keV)</td>
<td>$C^2S$</td>
<td>$E$(keV)</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>0</td>
<td>3.80</td>
<td>0</td>
</tr>
<tr>
<td>$1/2^+$</td>
<td>1214</td>
<td>0.35</td>
<td>1301</td>
</tr>
<tr>
<td>$7/2^+$</td>
<td>1799</td>
<td>-</td>
<td>1854</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>1959</td>
<td>0.02</td>
<td>2193</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>2735</td>
<td>0.22</td>
<td>2617</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>2801</td>
<td>0.71</td>
<td>3091</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>3017</td>
<td>0.04</td>
<td>3116</td>
</tr>
</tbody>
</table>

2.1.2.1 The Sum Rule and Quenching Reduction Factors

As shown in Refs. [11, 19], the independent particle model yields a novel solution for the upper limit of the summed spectroscopic factors for a single nucleon removal reaction. Assuming a nucleon must be removed from the valence shells before any nucleons from lower levels may be removed, the maximum number of nucleons that can participate in a single nucleon removal reaction is simply the number of nucleons of appropriate isospin in that valence shell. This is typically referred to as the spectroscopic sum rule, and for the case of $^{26}$Si→$^{25}$Si the summed $C^2S$ is four while for the $^{30}$S→$^{29}$S reaction it is six. In the modern shell models such as the USD, the basis states are created as linear combinations of the independent particle model states, this causes a sort of smearing of the spectroscopic strengths across several different independent particle states. Every isotope has a nucleon separation energy that
serves as a rough cut-off for bound excited states. A portion of the spectroscopic strength can be even be pushed to energy levels above this separation energy. This effect is more noticeable in exotic nuclei as the nucleon separation energy becomes smaller.

There has been a pronounced systematic reduction of the spectroscopic strength from the shell model predictions in nucleon knockout and \((e, e'p)\) reactions (see Refs. \([4, 5, 20, 6]\)). This effect of losing spectroscopic strength in experimental measurements is known as quenching, which was quantified in Ref. \([21]\) by the quenching reduction factor \(R_S\). The reduction factor is the ratio of the experimentally determined spectroscopic factors to the spectroscopic factors from a shell model calculation. The present work utilizes the USDB Hamiltonian, but the reduction factor is dependent on the choice of shell model. Because the measurement of the occupational probabilities is highly dependent on the reaction, it is typically more convenient to determine the reduction factor from the ratio of the measured cross section \(\sigma_{\text{exp}}\) to the theoretical cross section \(\sigma_{\text{th}}\), to be discussed in Sec. 2.2), which takes into account both the shell model nuclear structure contributions and the reaction components so that

\[
R_S = \frac{\sigma_{\text{exp}}}{\sigma_{\text{th}}}
\]  

(2.5)

It should be noted that this equality is only as accurate as the theoretical reaction model’s accuracy. As reported in Refs. \([20, 6, 4]\), the reduction factor is believed to be from correlation effects related to short-range and tensor nucleon-nucleon interactions, soft-core effects, and even collective excitation effects. As shown in Ref. \([20]\), the reduction factors appear to be dependent on the asymmetry of the proton and neutron Fermi surface. This difference is quantified by the separation energy difference \(\Delta S\) between the proton separation energy \(S_p\) and the neutron separation energy \(S_n\) such that

\[
\Delta S = \begin{cases} 
S_n - S_p & \text{for neutron removal,} \\
S_p - S_n & \text{for proton removal.}
\end{cases}
\]  

(2.6)

For large negative values of \(\Delta S\), \(R_S\) approaches unity, implying that removal of a weakly bound nucleon more closely resembles the shell model interaction. As the energy of \(\Delta S\) increases, the spectroscopic strengths decrease in what appears to be a nearly linear manner to values as low as 20% of the predicted shell model values.
Figure 2.1: Energy levels of the naive nuclear shell model. The bottom of the plot represents the lowest energy level with excitation energy increasing upward. The left side represents the energy levels for a simple harmonic oscillator (SHO) potential. The middle depicts the energy level splitting as an orbital angular momentum term is added to the SHO potential. The right side shows the further splitting that occurs after adding an additional spin-orbit splitting terms to the Hamiltonian.
Figure 2.2: The filled proton and neutron shells of $^{26}$Si in the naive shell model. Protons fill their $1d_{5/2}$ valence shell and there are two vacancies in the partially filled $1d_{5/2}$ neutron valence shell.
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Figure 2.3: The filled proton and neutron shells of $^{30}\text{S}$ in the naive shell model. Protons fill their $2s_{1/2}$ valence shell and neutrons fill their $1d_{5/2}$ valence shell.
Figure 2.4: The figure on the left shows the number of states used for each nucleus to determine the USD Hamiltonian. Likewise, the figure on the right is the number of states used for each nucleus to determine the USDA and USDB Hamiltonians. Both figures were taken directly from Ref. [18].
Figure 2.5: A depiction of the nuclear states measured by shell model spectroscopy given by Eq. 2.4. The left hand side represents a single state of the complete $A$ nucleon system $\Phi_A$, while the right hand side represents the possible internal configurations of all the possible $(A-1)$ nucleon systems $\Phi_{(A-1)}$ (hence the summation), coupled to a single nucleon in the $(n, l, j)$ orbital.
Figure 2.6: An energy level diagram of the USD, USDA, and USDB shell model calculations for $^{25}$Si. Each state is labeled by its total angular momentum and parity $J^\pi$, and its spectroscopic strength in $^{26}$Si.
Figure 2.7: An energy level diagram of the USD, USDA, and USDB shell model calculations for $^{29}\text{S}$. Each state is labeled by its total angular momentum and parity $J^\pi$, and its spectroscopic strength in $^{30}\text{S}$.
2.1.3 Electromagnetic Transitions

The electromagnetic transitions between bound nuclear states have provided invaluable insight into the structure of the atomic nucleus. The definitive tome of the nuclear electromagnetic interaction is collected in Ref. [22], but it is hard for any volume on nuclear physics to not contain some discourse on the topic. Electromagnetic transitions result in the emission of a photon from the nucleus, this photon is most commonly referred to as a $\gamma$-ray or $\gamma$-radiation. The interaction preserves the isospin projection ($T_z$) and nucleon number of the nucleus, but allows for transitions between states of the nucleus through electromagnetic multipole radiation that allows for both energy and angular momentum conservation. The electromagnetic transitions can be separated into two types, either electric or magnetic, however that is not to say that a single transition cannot contain components of each, but it does allow for certain limitations and rules to be established. The transition rate propagated by a $2\lambda$-pole radiation with angular momentum $\lambda$ between an initial state of angular momentum $j_i$ and energy $\epsilon_i$, and a final state of $j_f$ and $\epsilon_f$ is given by

$$T(j_i \to j_f) = \sum_{\lambda,\pi} \frac{8\pi(\lambda + 1)}{[(2\lambda + 1)!]^{2\lambda}} \left(\frac{\epsilon_i - \epsilon_f}{\hbar c}\right)^{2\lambda+1} B(\pi\lambda, j_i \to j_f), \quad (2.7)$$

where $\pi$ is either $E$ or $M$ for electric or magnetic type radiations and $B(\pi\lambda)$ is the reduced transition probability which is dependent on a $2\lambda$-multipole operator that is unique for both $\pi$ values. Through the $B(\pi\lambda)$ term, the electromagnetic decay obeys the standard rules as described in Refs. [23, 22, 12, 13] for coupling the three angular momentum states of $j_f, j_i$, and $\lambda$.

The parity of a nuclear state is dependent on its orbital angular momentum value, where even $\ell$ values ($s, d, g, ..., $ orbitals) have even parity and odd $\ell$ values ($p, f, ..., $ orbitals) have odd parity. Electromagnetic transitions can affect the parity of the final state, dependent on the $(\pi, \lambda)$ values in Eq. 2.7. Parity is conserved between the initial and final states if $(\pi = E, \lambda = \text{even})$ or $(\pi = M, \lambda = \text{odd})$, and parity is changed between the initial and final states if $(\pi = E, \lambda = \text{odd})$ or $(\pi = M, \lambda = \text{even})$.

In the shell model approach, the photon emissions are considered to be the result of a single nucleon’s motion. For the few lowest excited states, this is typically an accurate assumption. Also, all of the $sd$-shell orbitals have even parity, which means that all transitions between the states in the $sd$-shell space must maintain this even parity, which
limits the possible electromagnetic decays to either $E2$ or $M1$ type transitions. The $M1$ and $E2$ transition rates for $^{25}\text{Si}$ and $^{29}\text{S}$ are shown in Table 2.3 for the USDA Hamiltonian and Table 2.4 for the USDB Hamiltonian. In the ideal independent particle motion picture, a proton will have both electric and magnetic transition components and a neutron will only have allowable magnetic transitions, however in reality there are collective nucleon effects which cause all nucleons to have allowable electric and magnetic transition components. A characteristic of a strong neutron transition is a dominant magnetic component in the decay, while proton transitions typically have a strong electric transition along with a sometimes appreciable magnetic component.
Table 2.3: USDA electromagnetic transition rates. The values were calculated with the proton effective charge of $1.5e$ and the neutron effective charge of $0.5e$. These effective charges are necessary to account for collective nucleon effects.

<table>
<thead>
<tr>
<th>$^29Si$</th>
<th>Init. State Energy (keV)</th>
<th>Fin. State Energy (keV)</th>
<th>$M1$-Transition Rate (Hz)</th>
<th>$E2$-Transition Rate (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5/2^+$</td>
<td>0</td>
<td>-</td>
<td>3.05 x 10$^9$</td>
<td>2.48 x 10$^7$</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>181</td>
<td>0</td>
<td>7.38 x 10$^9$</td>
<td>1.34 x 10$^{10}$</td>
</tr>
<tr>
<td>$1/2^+$</td>
<td>1028</td>
<td>181</td>
<td>2.93 x 10$^{12}$</td>
<td>4.80 x 10$^{10}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$^29S$</th>
<th>Init. State Energy (keV)</th>
<th>Fin. State Energy (keV)</th>
<th>$M1$-Transition Rate (Hz)</th>
<th>$E2$-Transition Rate (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5/2^+$</td>
<td>0</td>
<td>-</td>
<td>6.38 x 10$^9$</td>
<td>8.66 x 10$^7$</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>2193</td>
<td>1854</td>
<td>2.36 x 10$^{11}$</td>
<td>5.62 x 10$^7$</td>
</tr>
<tr>
<td>$1/2^+$</td>
<td>1301</td>
<td>0</td>
<td>5.76 x 10$^{12}$</td>
<td>3.44 x 10$^{12}$</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>2617</td>
<td>1854</td>
<td>9.60 x 10$^{11}$</td>
<td>6.91 x 10$^{10}$</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>3091</td>
<td>2193</td>
<td>7.47 x 10$^{11}$</td>
<td>9.05 x 10$^7$</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>3116</td>
<td>2617</td>
<td>7.47 x 10$^{11}$</td>
<td>9.05 x 10$^7$</td>
</tr>
</tbody>
</table>
Table 2.4: *USDB* electromagnetic transition rates. The values were calculated with a proton effective charge of $1.5e$ and a neutron effective charge of $0.5e$. These effective charges are necessary to account for collective nucleon effects.

### $^{29}\text{Si}$

<table>
<thead>
<tr>
<th>$J^\pi$</th>
<th>Init. State Energy (keV)</th>
<th>Fin. State Energy (keV)</th>
<th>$M1$-Transition Rate (Hz)</th>
<th>$E2$-Transition Rate (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5/2^+$</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>114</td>
<td>0</td>
<td>$7.81 \times 10^9$</td>
<td>$2.35 \times 10^9$</td>
</tr>
<tr>
<td>$1/2^+$</td>
<td>966</td>
<td>114</td>
<td>$2.03 \times 10^{10}$</td>
<td>$1.71 \times 10^{10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>-</td>
<td>$6.52 \times 10^{10}$</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>1981</td>
<td>966</td>
<td>$4.09 \times 10^{12}$</td>
<td>$5.25 \times 10^{10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>114</td>
<td>$3.88 \times 10^{12}$</td>
<td>$1.45 \times 10^{12}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>$1.97 \times 10^{13}$</td>
<td>$5.02 \times 10^{11}$</td>
</tr>
</tbody>
</table>

### $^{29}\text{S}$

<table>
<thead>
<tr>
<th>$J^\pi$</th>
<th>Init. State Energy (keV)</th>
<th>Fin. State Energy (keV)</th>
<th>$M1$-Transition Rate (Hz)</th>
<th>$E2$-Transition Rate (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5/2^+$</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$1/2^+$</td>
<td>1214</td>
<td>0</td>
<td>-</td>
<td>$1.06 \times 10^{11}$</td>
</tr>
<tr>
<td>$7/2^+$</td>
<td>1858</td>
<td>1214</td>
<td>$2.15 \times 10^{13}$</td>
<td>$2.25 \times 10^{12}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>2076</td>
<td>1858</td>
<td>-</td>
<td>$8.94 \times 10^{6}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1214</td>
<td>$4.51 \times 10^{10}$</td>
<td>$2.54 \times 10^{10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>$8.53 \times 10^{12}$</td>
<td>$9.49 \times 10^{11}$</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>2704</td>
<td>2076</td>
<td>$1.43 \times 10^{11}$</td>
<td>$9.59 \times 10^{6}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1858</td>
<td>-</td>
<td>$2.20 \times 10^{9}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1214</td>
<td>$9.36 \times 10^{11}$</td>
<td>$4.91 \times 10^{10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>$6.74 \times 10^{12}$</td>
<td>$2.30 \times 10^{12}$</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>2993</td>
<td>2704</td>
<td>$9.67 \times 10^{10}$</td>
<td>$8.83 \times 10^{6}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2076</td>
<td>$2.24 \times 10^{12}$</td>
<td>$1.16 \times 10^{10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1858</td>
<td>$5.47 \times 10^{12}$</td>
<td>$1.75 \times 10^{7}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1214</td>
<td>-</td>
<td>$5.15 \times 10^{11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>$3.16 \times 10^{12}$</td>
<td>$5.13 \times 10^{12}$</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>3095</td>
<td>2993</td>
<td>$1.11 \times 10^{9}$</td>
<td>$1.70 \times 10^{9}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2704</td>
<td>$9.67 \times 10^{9}$</td>
<td>$1.08 \times 10^{7}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2076</td>
<td>$1.83 \times 10^{12}$</td>
<td>$4.41 \times 10^{9}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1858</td>
<td>$5.48 \times 10^{12}$</td>
<td>$8.95 \times 10^{10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1214</td>
<td>-</td>
<td>$7.75 \times 10^{11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>$2.83 \times 10^{12}$</td>
<td>$1.10 \times 10^{12}$</td>
</tr>
</tbody>
</table>
2.2 Reaction Mechanism

As discussed in Sec. 2.1.2, the ability to probe the single particle spectroscopic information is a crucial test of the nuclear wave-function. The earmark of a good spectroscopic probe is the ability to cleanly distinguish the effects of the reaction mechanism. It is because of this that nucleon knockout reactions are particularly favorable, as they assume a direct reaction with negligible residual interaction between the \((A - 1)\) spectator core and the particle that instigated the nucleon removal. The effectiveness of knockout reactions for obtaining spectroscopic information is discussed in detail in Refs. \([21, 4, 6]\).

The theoretical cross section for the removal of a particle from a single particle orbit with quantum numbers \((n\ell j)\) from a nucleus of \(A\) nucleons to the residual core of \((A - 1)\) nucleons in with total angular momentum and parity \(J^\pi\) is given by

\[
\sigma_{th}(J^\pi, E_x) = \left( \frac{A}{A - 1} \right)^N C^2 S_{SM}(n\ell j) \sigma_{sp}(n\ell j, S_n + E_x [J^\pi]) ,
\]

in which \(S_n\) is the nucleon separation energy of the projectile, \(E_x\) is the excitation energy of the residual core state, and \(C^2 S_{SM}\) is the spectroscopic factor calculated from the shell model as discussed in Sec. 2.1.2. The \(A/(A - 1)\) term is raised to the main harmonic oscillator number \(N\), which is two for the \(sd\)-shell as shown in Fig. 2.1. This term is a center of mass correction for the shell model spectroscopic factors as detailed in Ref. \([19]\). The \(\sigma_{sp}\) term is known as the single particle reaction cross section. Eq. 2.8 effectively factors the reaction into two components, one that contains all the single nucleon structure information in the spectroscopic factor, and another, \(\sigma_{sp}\) which contains the full reaction dependence of the total cross section. Eq. 2.8 also exemplifies the extreme dependence of having a reliable reaction theory in order to extract accurate spectroscopic information.

2.2.1 Single Nucleon Knockout Reactions

The eminent work on the single nucleon knockout reaction using inverse kinematics is in Ref. \([4]\). The effectiveness of this approach to extracting spectroscopic information from stable to very exotic nuclei has been discussed in detail in Refs. \([4, 6, 21, 24, 20]\). Single nucleon knockout reactions using inverse kinematics are particularly appealing for single particle reaction cross sections because the model is not as burdened by sensitive model parameterizations as other reaction models such as the Distorted Wave Born Approximation.
(DWBA) as discussed in Ref. [6]. The foundation of the reaction theory is based on using an intermediate energy (> 50 MeV/nucleon kinetic energy), heavy ion projectile on a highly absorptive target (typically $^9$Be). Under these conditions, it is possible to use Glauber theory from Ref. [25], which makes two critical assumptions: first that the reaction is direct and sudden; and second, that the projectile and residual projectile-like ($A - 1$) core obeys a straight-line (eikonal) trajectory. Using the highly absorptive target allows for the experimental selection of only glancing collisions in which the projectile core remains virtually unperturbed from its pre-collision state. Utilizing inverse kinematics, it is possible to monitor the relativistic residual ($A - 1$) core after a nucleon removal.

The fundamental theory for the reaction cross sections is presented in Refs. [26, 4]. The single particle cross sections are the sum of two separate processes

$$\sigma_{sp} = \sigma_{str}^{th} + \sigma_{dif}^{th}$$  \hspace{1cm} (2.9)

where the first term is due to inelastic breakup (stripping) and the second is attributed to elastic breakup (diffractive dissociation). There is also a third reaction process of elastic break-up due to Coulomb interactions, however, as discussed in Ref. [4], with the choice of a low-$Z$ target, these effects are negligible. Both processes are calculated from the target-core and target-nucleon scattering matrices as described in Refs. [26, 4]. In each case the residual spectator core is left unperturbed by the target nucleus. Stripping is the case in which the removed nucleon is absorbed by the target, exciting the target from its ground state. In the case of diffractive dissociation, the nucleon is removed from the projectile, however the nucleon is not absorbed by the target nucleus. In the diffractive case, the nucleon proceeds forward with the same velocity as the projectile and the target nucleus is left in its ground state. A diagram of the reaction mechanism is presented in Fig. 2.8. The reaction models are calculated according the procedures laid out in Refs. [20, 6, 4], which parameterizes the reaction by a Woods-Saxon interaction potential that reproduces the effective binding energy ($S_n + E_x$) and the nuclear matter densities of the projectile and target. The target is assumed to have a Gaussian nucleon density, while the residue and projectile densities are calculated using the Skyrme SkX calculations of Ref. [27]. The reaction model parameter sensitivity is discussed in Ref. [20]. The theoretical single particle cross sections for the $^9$Be($^{26}$Si,$^{25}$Si) and the $^9$Be($^{30}$S,$^{29}$S) reactions are given respectively in Table 2.5 and Table 2.6.
Table 2.5: Theoretical reaction cross sections for the $^{9}\text{Be}(^{26}\text{Si},^{25}\text{Si})$ reaction. The individual stripping and diffractive break-up components, as well as their summed single particle reaction cross section. The spectroscopic factors are taken from the USDB shell model calculations from Table 2.1.

<table>
<thead>
<tr>
<th>$^{9}\text{Be}(^{26}\text{Si},^{25}\text{Si})$</th>
<th>$E_{\text{level}}$ (keV)</th>
<th>$\sigma_{\text{str}}^{th}$ (mb)</th>
<th>$\sigma_{\text{diff}}^{th}$ (mb)</th>
<th>$\sigma_{\text{sp}}$ (mb)</th>
<th>$C^2 S_{\text{SM}}$</th>
<th>$\sigma_{\text{th}}$ (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1909</td>
<td>10.09</td>
<td>2.01</td>
<td>12.10</td>
<td>0.18</td>
<td>2.36</td>
</tr>
<tr>
<td></td>
<td>821</td>
<td>10.95</td>
<td>2.49</td>
<td>13.45</td>
<td>0.25</td>
<td>3.64</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>10.52</td>
<td>2.15</td>
<td>12.68</td>
<td>0.12</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td>0 (G.S.)</td>
<td>11.20</td>
<td>2.33</td>
<td>13.54</td>
<td>2.73</td>
<td>40.0</td>
</tr>
</tbody>
</table>

Table 2.6: Theoretical reaction cross sections for the $^{9}\text{Be}(^{30}\text{S},^{29}\text{S})$ reaction. The individual stripping and diffractive break-up components, as well as their summed single particle reaction cross section. The spectroscopic factors are taken from the USDB shell model calculations from Table 2.2.

<table>
<thead>
<tr>
<th>$^{9}\text{Be}(^{30}\text{S},^{29}\text{S})$</th>
<th>$E_{\text{level}}$ (keV)</th>
<th>$\sigma_{\text{str}}^{th}$ (mb)</th>
<th>$\sigma_{\text{diff}}^{th}$ (mb)</th>
<th>$\sigma_{\text{sp}}$ (mb)</th>
<th>$C^2 S_{\text{SM}}$</th>
<th>$\sigma_{\text{th}}$ (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2887</td>
<td>8.96</td>
<td>1.93</td>
<td>10.89</td>
<td>0.80</td>
<td>9.32</td>
</tr>
<tr>
<td></td>
<td>1222</td>
<td>10.14</td>
<td>2.54</td>
<td>12.68</td>
<td>0.36</td>
<td>4.89</td>
</tr>
<tr>
<td></td>
<td>0 (G.S.)</td>
<td>9.64</td>
<td>2.17</td>
<td>11.80</td>
<td>3.63</td>
<td>45.9</td>
</tr>
</tbody>
</table>

2.2.1.1 Longitudinal Momentum Distribution

The parallel momentum content of the residual core, as described in Refs. [4, 28], is sensitive to the orbital angular momentum ($\ell$) of the removed nucleon from the projectile. The momentum content of the transferred nucleon $\vec{k}_n$ is given from the momentum conservation equation

$$\vec{k}_n = \frac{A-1}{A} \vec{k}_A - \vec{k}_{A-1},$$

(2.10)

where the first term is the center of mass corrected momentum of the projectile and the second term is the momentum of the residual core. The momentum distributions are calculated using a black disk model for the residue-target and nucleon-target systems as described in Refs. [28, 29]. The calculations for the longitudinal momentum distributions were performed as described in Refs. [30].
Figure 2.8: A diagram of the processes involved in the single nucleon knockout reaction. The initial projectile with momentum $\vec{k}(A)$ and target system is shown on the left. In the stripping reaction process (top right), the removed nucleon is absorbed by the target and the residual core proceeds in a straight line trajectory with momentum $\vec{k}(A - 1)$ and possibly will emit a $\gamma$-ray if the core is not in its ground state. In the diffraction reaction process (bottom right), the removed nucleon proceeds in with relatively the same velocity as the residual core, leaving the target in its ground state.
CHAPTER 3

EXPERIMENTAL DETAILS

The following sections will provide information on the equipment and measurement techniques used in the experiments. The equipment and techniques used to produce the exotic beams of $^{26}$Si and $^{30}$S will be discussed first in Sec. 3.1. Next, the methods and devices used to identify and make relevant measurements of the reaction products will be discussed. The particle detection system will be described in Sec. 3.2 and then the $\gamma$-ray analysis system in Sec. 3.3, followed by a brief discussion in Sec. 3.4 of the data acquisition trigger and timing system implemented for particle-$\gamma$ coincidence measurements.

3.1 Rare Isotope Beam Production

The following sections will cover the facilities, equipment, and techniques used to produce the beams of $^{26}$Si and $^{30}$S. The NSCL has a history of being one of the world’s leading rare isotope beam facilities. The NSCL was also the birthplace of the world’s first superconducting cyclotron. The experiments made use of the Coupled Cyclotron Facility and the A1900 fragment separator to produce the relativistic radioactive beams of $^{26}$Si and $^{30}$S.

3.1.1 Coupled Cyclotron Facility

The Coupled Cyclotron Facility at the NSCL was used to produce the primary beam for the experiment. Cyclotrons use an alternating electric field to accelerate particles while also using strong magnetic fields to force the particles into outward spiraling orbits. A diagram of the first cyclotron is shown in Fig. 3.1. The particles are injected close to the center of the cyclotron and gain energy by crossing the electric field. Once the particles have crossed the electric field, they enter a magnetic field which causes them to undergo a circular motion. The magnetic fields steer the particles back across the electric field, which
Figure 3.1: Schematic of a cyclotron from the original cyclotron patent filing of Ernest Lawrence in 1932. The design of the K500 and K1200 is modified to account for relativistic effects, however the basic concept is still the same.

has by this time switched directions to be 180° from the previous pass. The particles now undergo another acceleration through the electric field and once again enter the magnetic field, however because of the increase in kinetic energy, the particles make a wider arc in the magnetic field. This process is continued until eventually the particles reach the outer edges of the cyclotron and are allowed to exit the accelerator into the beam line.

The Coupled Cyclotron Facility uses two cyclotrons to accelerate ions as shown in Fig. 3.2. The initial beam particles are fed into the smaller K500 cyclotron, and then injected from the K500 into the K1200 cyclotron for further acceleration. The beam leaving the K1200 is often referred to as the primary beam. Both experiments used a primary beam of 150 MeV/nucleon $^{36}$Ar particles to create the secondary beams.

3.1.2 A1900 Fragment Separator

The primary beam impinges on a thick $^9$Be production target. $^9$Be is chosen because of its charge and target density. Nuclear collisions between the primary beam and the production target create a large number of secondary nuclear species. A primary function of an exotic beam facility is to effectively create beams of rare and short lived nuclei progressively further from the valley of $\beta$-stability. One obstacle to overcome is picking out the relatively small number of particles of interest from the total number of particles after the production target, which is a mixture of energy dispersed primary beam particles and all the secondary nuclear species. The A1900 separator [31] filters the secondary beam to allow only a few selected
nuclear species to advance. The A1900 is composed of four superconducting dipole magnets, and an energy degrading wedge to filter the beam, 24 superconducting quadrupoles for focusing and monitors to check the beam between the filters as seen in Fig. 3.2. The Lorentz

force equations of motion of a relativistic charged particle with electric charge $q$, velocity as a ratio to the speed of light $\vec{\beta} = \vec{v} / c$, momentum $\vec{p}$, and energy $\epsilon$ passing through external electric ($\vec{E}$) and magnetic ($\vec{B}$) fields and is given by the following equations:

$$\frac{d\vec{p}}{dt} = q \left( \vec{E} + \vec{\beta} \times \vec{B} \right), \quad (3.1)$$

$$\frac{d\epsilon}{dt} = q \vec{v} \cdot \vec{E}. \quad (3.2)$$

For the case of a charged particle passing through a magnetic dipole with the magnetic field always perpendicular to the particles momentum vector, the right hand side of Eq. 3.2 becomes zero stating that energy is conserved, and Eq. 3.1 becomes

$$\frac{dp_\perp}{dt} = q \beta B. \quad (3.3)$$

Following Ref. [32], Eq. 3.3 can be evaluated in terms of

$$p_\perp = q B \rho, \quad (3.4)$$

Figure 3.2: A schematic diagram of the ion source, K500 and K1200 cyclotrons, and the A1900 fragment separator. The $^9$Be production target is located before the first A1900 dipole. The energy degrading wedge is located in the second image position between the second and third A1900 dipoles. The focal plane of the A1900 is referred to as the extended focal plane when discussing it in use with the S800 Spectrometer. Figure from Ref. [31].
\( \rho \) is the particles bending radius. Using the relationships

\[
\gamma = \frac{1}{\sqrt{1 - \beta^2}} \quad \text{and} \quad \vec{p} = \gamma m \beta c, \quad (3.5)
\]

Eq. 3.4 can be written as

\[
B \rho = \frac{\gamma m \beta c}{q}. \quad (3.7)
\]

\( B \rho \) is also known as an isotopic beams rigidity. Eq. 3.7, shows that for a dipole with a set magnetic field strength, the bending radius of a charged particle is proportional to its momentum to charge ratio.

The A1900’s dipoles use the Lorentz force to separate secondary beam particles based on rigidity. The first pair of dipoles are used to disperse the initial reaction products and narrow the secondary beam down to a single selected momentum to charge ratio value. The beam particles that are too different in rigidity are attenuated out of the beam. The isotopic filtering is improved with an energy degrading wedge placed between the second and third dipole. The energy loss of an isotope traveling through the wedge is given by

\[
- \frac{d \epsilon}{dx} = q^2 \lambda(\beta), \quad (3.8)
\]

where \( \lambda(\beta) \) is a function of the particles velocity and \( q \) is the particles charge. The value of \( \lambda(\beta) \) is often taken from empirical data when available or the relativistic Bethe-Bloch formula (Ref. [13, 33]) in which

\[
\lambda(\beta) \propto \frac{1}{\beta^2} \left[ \ln \left( \frac{2m_e \beta^2 c^2}{I(1 - \beta^2)} \right) - \beta^2 \right], \quad (3.9)
\]

where \( I \) is the average excitation of the wedge target particles and \( m_e \) is the electron mass. This energy loss will cause isotopes with the same momentum to charge ratio but different masses to undergo different momentum shifts. This additional momentum shift changes the rigidity of the remaining species enough that a second pair of dispersive dipoles will create acceptable isotopic separation. After leaving the fourth dipole, the secondary beam is monitored by a fast timing scintillator in the A1900’s focal plane. The A1900’s focal plane is referred to as the extended focal plane when used with the S800, in which case the extended focal plane scintillator is used for time-of-flight measurements as well as beam flux monitoring.
3.2 The S800 Spectrograph

The S800 is a large-acceptance, high resolution spectrograph for use in nuclear experiments at the NSCL. The S800 is composed of two main sections: the analysis line and the spectrograph as depicted in Fig. 3.3. The two sections are divided so that the analysis line measures the pre-secondary target beam and the spectrograph measures the post-secondary target components. The S800 has a solid angle acceptance of 20 msr (7° dispersive and 10° non-dispersive) and has a momentum acceptance of 5% with a maximum rigidity of 4.9 Tm in the analysis line and 4 Tm in the spectrograph[34]. The mode of operation employed is referred to by Ref. [34] as dispersion matched mode. In this mode the secondary beam is momentum dispersed across the target due to analysis line steering magnets. The dispersion across the target face is approximately 10 cm/% of the momentum dispersion ratio, and the momentum acceptance in the analysis line is limited to 0.5%. The dispersion matched mode also allows for the highest energy resolution of around 1 part in 5000 for a 1 mm beam spot,
although energy resolutions of 1 part in 2000 are more common in practice. The following sections will cover the detectors that make up the analysis line and the spectrograph, with attention given to the S800’s focal plane detectors. This will be followed by a discussion of the measurement techniques used for particle identification, reaction rate, and momentum distribution measurements used in the experiments.

3.2.1 Analysis Line

The S800’s analysis line is used for measuring and monitoring the incoming cocktail beam from the A1900. There is a 30 meter separation between the extended focal plane of the A1900 in Fig. 3.2 and the object position of the S800. There is a fast timing scintillator located at the object position before the first bend of the S800’s analysis line. This scintillator is referred to as the object scintillator and is used for monitoring beam intensity and transmission efficiency, and taking time-of-flight measurements. There is also a pair of parallel plate avalanche counters (PPACs) in series located in the intermediate image location. The PPAC detectors can be used for profiling the incident cocktail beam position and trajectory, but the efficiency of these detectors is a limiting factor and the beam’s dispersion profile on the target was small enough that the information from the PPACs was superfluous (which is common when running in the dispersion matched mode), so while they were present during the experiment, they were not needed or used for any of the current experimental analysis.

3.2.2 Spectrograph and Focal Plane Detectors

The spectrograph section of the S800 is two main parts: the actual magnetic spectrometer and the focal plane detectors. The projectile-like post-secondary target reaction residues enter the spectrometer into two superconducting quadrupoles followed by two 75° superconducting dipoles as depicted in Fig. 3.3. The magnetic field direction of the dipoles is in the horizontal plane, so as to cause the residues to be bent in an upward arc in the vertical direction. The residues are separated in the spectrometer by the Lorentz force as described in Sec. 3.1.2, however at this point it is useful to restate Eq. 3.7 in terms of the number of protons in the nuclei Z and the residue’s momentum component parallel to the beam.
direction $p_\parallel$, 
\[ B_\rho = \frac{p_\parallel}{Z e}. \]  
(3.10)

The spectrometer’s magnetic fields are tuned to maximize the residue of interest in the S800’s focal plane.

The focal plane of the S800 consist of a series of particle detectors as depicted in Fig. 3.4. The S800’s focal plane detection system as described in Ref. [35] consist of three main components: a pair of position sensitive cathode readout drift counters (CRDCs), followed by an ionization chamber, and then a set of four fast timing scintillators. All three components will be discussed in the following sections.

### 3.2.2.1 Cathode Readout Drift Counters

The CRDCs are a crucial component of the particle identification and the momentum distribution measurements. A CRDC allows for the simultaneous measurement of a particle’s...
x and y position within the detectors’ interaction region. The basic construction is described in Ref. [36]. A CRDC combines aspects of several ionization detectors such as drift chambers, multiwire proportional chambers, and time projection chambers. Each CRDC has an active area of 59 cm in the dispersive plane (x), 30 cm in the non-dispersive (y), and a depth of 1.5 cm. The CRDC has 224 cathode pads aligned in series along the edges in the dispersive direction. The induced signal on each pad is read out individually. The ionization gas is 140 Torr of 80% CF$_4$ and 20% C$_4$H$_{10}$, which was chosen for its high drift velocity and low electron avalanche spread [35].

As the reaction residues pass through the active region of the CRDC, they ionize the molecules in the fill gas. The electrons from these ionizations are collected by the cathode pads along the dispersive edge of the detector. The spread of the ionization trail parallel to the dispersive edge is approximated as a Gaussian distribution with the largest amount of ionization occurring in line with the residue’s x-position when it passed through the detector. This ionization spread is seen as a distribution of collected charge across the pads, with the pad corresponding to the particles x-position receiving the largest amount of charge, and the neighbors directly above and below it receiving slightly less than the centroid pad, and so forth propagated outward from the centroid pad. A center of gravity method, often used in multiwire proportional chambers [37], was used to determine the residue’s x-position. The value of x was determined as

$$x = \frac{\sum_i b_i Q_i x_i}{\sum_j b_j Q_j},$$

(3.11)

where the summation is carried out over all valid working pads, $x_i$ is the center of the $i^{th}$ pads position from the center of the detector, $Q_i$ is the charge collected in that pad, and $b_i$ is a scaling factor used to correct for measured discrepancies between the readouts from the different pads. The correction factors $b_i$ for each pad were determined by looking at data runs and scaling each pad so that the average pulse height for the cocktail beam a reasonable distribution. A scaler offset was applied to each pad before any data was collected by pulsing the electric field and setting an appropriate rough offset to each pad. Fig. 3.5 shows the pad charge collections before and after the calibrations. It can also be seen in Fig. 3.5 that there are several pads in which the readouts were unreliable, these pads were marked as being bad pads and omitted from being used in any calculation. The large contiguous section of dead pads close to the center of CRDC2 is of some consequence for both efficiency corrections.
and longitudinal momentum distribution measurements. The y-position of the residue in

Figure 3.5: A comparison of the CRDC pad charge collections. The histograms are set-up so the horizontal axis is the pad number and the vertical axis is the signal output. Progressing clockwise from top-left: uncalibrated CRDC1, uncalibrated CRDC2, calibrated CRDC2, and calibrated CRDC1. This data was taken for the ungated $^{26}$Si cocktail beam.

the CRDC is calculated from the drift time of the electrons in the CRDC. A timing signal from the scintillator at the end of the S800’s focal plane is used to determine the drift time of the electrons. The time difference between the scintillators signal and the CRDC’s pad readout determines the amount of time it took the ionized electrons to move toward the cathodes, and since the drift velocity of electrons in the gas is mostly uniform, the drift time is proportional to the distance away from the pad, which is the position in the non-dispersive beam direction.

The x and y position measurements are then each calibrated by a scaler and an additive
correction factor for each direction. A removable beam mask shown in Fig. 3.6 is used to make the final x and y position calibrations. The mask is constructed out a thick plate that nearly completely attenuates any incident beam and is positioned directly in front of the CRDC to make calibration measurements. The mask has several small holes at precise locations that allow the beam to pass through to the CRDC as can be seen in Fig. 3.7. The (x,y) locations of the mask projections onto the CRDC are used to calibrate the CRDC x and y measurements so they align with the actual (x,y) positions of the holes on the mask. Each CRDC has a position resolution of roughly 0.5 mm in both the dispersive and non-dispersive planes. The section of dead pads in CRDC2 shown in Fig. 3.5 caused large blindspot in the CRDC2 x measurements, and also caused an artificial inflation of the x coordinates directly on the edges of this blind spot as seen in Fig. 3.8. In order to correct for the counting inflation around the dead region, an exclusion gate was applied to all particle events to ignore any events that were in coincidence with the events in the inflation areas around the dead region. The effect of this can be thought of as a decrease CRDC2’s detection efficiency and is taken into account in the efficiency calculations.

The S800’s focal plane uses two CRDC’s located 1 meter apart along the beam line. The upstream CRDC is labeled as CRDC1 and the downstream is labeled as CRDC2. The

Figure 3.6: A diagram of the CRDC mask used to calibrate the position coordinates of the CRDC. There are two removable masks in the beamline, one directly in front of CRDC1 and the other in front of CRDC2. The precision drilled holes allow for a very small amount of beam to pass each hole.
trajectory of each incident residue can be determined using the calibrated x and y positions as it passed through both CRDCs. Using the physical spacing between the two CRDC detectors, for an event that is detected in both the CRDC1 and CRDC2, using simple trigonometry the detected particles dispersive and non-dispersive trajectory angles can be calculated. This dead region also affects the dispersive angle in the focal plane. While the angle is not as effected when allowing the inflated edge counts to be included, once they are removed, an apparent dip becomes present as shown in Fig. 3.9. The drawback of the CRDC detectors is that it typically takes up to 20 \( \mu s \) per event to readout. This places a limitation on the maximum beam rate in the focal plane to around 5 kHz before the CRDC detection
efficiency becomes an issue.

### 3.2.2.2 Longitudinal Momentum Distributions

Using the two angles and two positions measured by the CRDCs, it is now possible to reconstruct the residue’s trajectory all the way back to the secondary target. The program COSY Infinity [38] is used to create high-order maps of the beam optics and field dynamics of the S800’s spectrograph section. The COSY mapping function is created from the magnetic field settings of the spectrometer and the residue’s mass, velocity, and charge. This mapping function \( \mathcal{S}^{-1} \) takes the parameters measured from the CRDCs positions \( x_r \) and \( y_r \) from CRDC1 and the dispersive angle \( a_r \), and the non-dispersive angle \( b_r \), and maps them back to the residue’s parameters of interest at the target given by \([34, 39]\),

\[
\begin{pmatrix}
a_t \\
x_t \\
b_t \\
d_t 
\end{pmatrix} = \mathcal{S}^{-1} \begin{pmatrix}
y_r \\
a_r \\
x_r \\
b_r 
\end{pmatrix}, \tag{3.12}
\]

where \( x_t \) is the dispersive axis position coordinate at the target, \( a_t \) is the residues dispersive angle at the target, and \( d_t \) is the residues energy deviation from the spectrometer’s central energy \( d_t = \Delta E/E \), the value of \( y_t \) is of little interest and since it is mostly unaffected by the magnetic field, it is not considered a of much consequence in the mapping function. The CRDC detectors allow for a full beam trajectory reconstruction as well as gaining information on the residues energy dispersion from the mean. The longitudinal momentum distribution is the component of the residue’s momentum parallel to the direction of motion and is determined from the parameter \( d_t \) in Eq. 3.12. The transformation between the parameter \( d_t \) and the lab frame longitudinal momentum \( p_\parallel \) is given by

\[
p_\parallel = p_o \left( 1 + \frac{\gamma}{1 + \gamma} d_t \right), \tag{3.13}
\]

where \( \gamma \) is from the normal relativistic correction term and \( p_o \) is the centrally focused momentum value. The velocity used for both \( \gamma \) and \( p_o \) is determined by taking the magnetic rigidity \( B\rho \) of the S800 spectrometer and solving Eq. 3.7 for the velocity of the residue of interest. \( p_o \) is then determined using Eq. 3.6, and corresponds to the residue momentum values that should ideally cross both CRDCs in the center with no angular dispersion.

The problems that arise from the dead region in CRDC2 result in a large dip in the momentum distributions. An effort was made to steer the residues away from the bad region.
3.2.2.3 Ionization Chamber

The ionization chamber is located directly after CRDC2. The main function of the ion chamber is to measure the energy loss of the residues as they pass through the fill gas, which is composed of P10 gas (90% Ar and 10% CH₄ Methane) at 140 Torr. The ion chamber’s anodes are segmented into 16 1 in. pieces that lie perpendicular to the residues path. The anodes are also shielded by a Frisch grid from the main interaction region. The anode segmentation and the grid are both used to decrease the noise levels in the ion chambers charge collection readout. Looking back at Eq. 3.8, the amount of energy lost in the fill gas is strongly dependent on the charge of the residue, and since the residues are fully stripped of all electrons \( q = Z e \), where \( Z \) is the number of protons in the isotope. Summing the charge collected on the ionization chambers anodes gives a direct measurement of the energy lost in the fill gas which is approximately proportional to \( Z^2 \). The ionization chamber readout effectively provides a measurement of the number of protons \( Z \) in the residue as can be seen in Fig. 3.10 and Fig. 3.11.

At the beam rates used in the present experiments, the ionization chambers detection efficiency is approximately 100%. Because of this, the ionization chamber was used as the standard for measuring the relative efficiency of the other particle detectors.

3.2.2.4 Fast Timing Scintillators for Time of Flight Measurements

The last group of detectors in the S800’s focal plane are four plastic scintillators of thicknesses from upstream to downstream of 3 mm, 5 cm, 10 cm and 20 cm. The scintillators are used for timing measurements. As stated previously, only the front 3 mm scintillator was needed for the experiments. Also discussed previously, the signal from the scintillator was used to measure the CRDC electron drift time. The main function of the scintillator is in conjunction with the other scintillators located in the S800’s analysis line object point and the extended focal plane scintillator at the end of the A1900. Time-of-flight measurements are made by comparing the time differences between the scintillator signals. The beam and residual particles are filtered by the magnetic dipoles such that only particles with similar momentum to charge ratios are allowed. Since the time-of-flight is dependent solely on the particle’s
velocity, the time-of-flight measurements effectively act to distinguish the total mass $A$ of the particles being measured.

### 3.2.3 Particle Identification

The particle identification of both the reaction residues and the incident secondary beam particles was done on an even-by-event basis. The incident secondary beam particles were identified from time-of-flight measurements made between the extended focal plane scintillator and the scintillator at the S800’s object point. The time-of-flight measurements for $^{26}\text{Si}$ and $^{30}\text{S}$ are shown in Fig. 3.12 and Fig. 3.13. Since only the relative time-of-flight differences were needed to separate out the isotopic masses, there was no need to calculate the time-of-flight in real units, therefore arbitrary units are used for all time-of-flight measurements.

Because of the large number of nuclear species created in the reactions, the identification of the projectile-like residual reaction isotopes is a more complicated matter than the incident beam identification. The proton number of the residue is identified by the energy lost in the ionization chamber as described in Sec. 3.2.2.3. The time difference between the secondary beam particle entering the scintillator at the object point and the reaction residue entering the scintillator in the S800’s focal plane is consistent for specific reaction channels and is also comparable to the time-of-flight of the residue from the target to the focal plane. However, the S800 exaggerates the vertical dispersion of like-residues proportional to the longitudinal momentum. This causes a larger flight path difference in residual particle groups of interest, which in turn causes the time-of-flight measurement of the residues to become too smeared between the different residue mass groups to be effective. To solve this problem, the dispersive angle in the focal plane as measured in the CRDCs is used to correct the time-of-flight spectrum for the path differences. Adding the path correction term to the time-of-flight takes the following form:

$$
(\text{TOF}) = (\text{OBJ})_t - (FP)_t + \alpha \theta_{FP},
$$

where $\theta_{FP}$ is the angle in the focal plane, $\alpha$ is the calibration constant, and $(\text{OBJ})_t$ and $(FP)_t$ are respectively the object scintillator and focal plane scintillator timing signals. The method used to adjust the calibration constant is depicted in Fig. 3.14. The different vertical groupings in Fig. 3.14 correspond to residues with the same mass. The $\alpha$ correction term
is adjusted until the mass groups are aligned vertically. The same correction term was used for all the experimental trials.

At this point it is possible to construct a two-dimensional particle identification (PID) spectrum by plotting the energy loss in the ionization chamber versus the corrected time-of-flight as shown in Fig. 3.15. Based on what has been established in this Section and Sec. 3.2.2.3, this particle identification spectrum is effectively plotting relative proton number \((Z)\) on the vertical and total atomic mass number \((A)\) on the horizontal where nuclei of the same \(A\) and \(Z\) cluster together in distinguishable groupings.

For fragmentation reaction data, the incident secondary beam is identified from the time-of-flight spectrum and the fragmentation reaction residue is identified from the particle identification spectrum. This allows for an unambiguous event-by-event identification of the \(^9\text{Be}(^{26}\text{Si},^{25}\text{Si})\) and \(^9\text{Be}(^{30}\text{S},^{29}\text{S})\) reactions. Focusing the unreacted secondary beam into the focal plane, it is also possible to use the PID spectrum to identify the particle composition of the beam.

### 3.2.4 Particle Detection Efficiency

One of the experimental goals is to determine the inclusive cross sections of the single neutron knockout reactions. In order to perform this calculation, it is imperative to have an accurate grasp of the absolute number of reaction residues of interest that were created and the total number of beam particles incident on the target. For the limited counting rate of the focal plane CRDC detectors, the focal plane scintillator’s and ion chamber’s counting rate efficiencies are considered to be approximately 100% for the incident particle energies and charge states in the present experiment. Using the ion chamber as the standard, the efficiencies off all the other particle detectors used in the experimental set-up can be calibrated by creating a coincidence logic gate around the region of interest in the ion chambers energy loss spectrum, the detection efficiency of all other detectors can be determined as the ratio of the number of counts seen in coincidence with the ion chamber logic gate in that detector and the total number of events detected in the ion chambers gated region. So the general formula for an S800 detector’s efficiency is

\[
\varepsilon_i = \frac{\text{Gated Counts in Detector } i}{\text{Counts in IC Gate}}. \tag{3.15}
\]

The efficiency of the combined CRDC detectors required a additional consideration due
to the large section of dead pads close to the center of CRDC2. Because all of the events incident in this dead region were sacrificed, a significant amount of detection efficiency is lost. Since the calculations of significance are dependent on having both CRDC1 and CRDC2 tracking data, the efficiency was calculated as described except for the combined CRDC detectors. The particle efficiency loss due to the CRDC dead region is highly dependent on the trajectory profile of the residue of interest. In order to correct for the counts loss due to the dead region and the small number of counts lost from the limited acceptance angle of the S800, a smooth function is fit to the $d_t$ energy dispersion spectrum calculated from the inverse map. The function was determined as a symmetrical set of Gaussian functions summed together and fit to the good regions of the $d_t$ plots in coincidence with the residues of interest. The number of Gaussian functions was allowed to vary, but the overall shape of the fitted function was forced to be symmetric. Once a good fit was made, the ratio of the number of counts in the histogram to the integral of the fitted function was used as the correction factor ($\eta_{crdc}$) for the number of particle events detected in the CRDCs. The corrected total CRDC efficiency is determined as

$$\varepsilon_{crdc} = \eta_{crdc} \times \varepsilon_{crdc1} \times \varepsilon_{crdc2};$$

(3.16)

where $\varepsilon_{crdc1}$ and $\varepsilon_{crdc2}$ are the respective efficiencies of CRDC1 and CRDC2 from Eq. 3.15.

Typically the incident beam rate is monitored by the extended focal plane (XFP) and object plane (OBJ) scintillators. Since the secondary beam is a cocktail beam, the actual number of projectiles of interest is only a small fraction of the total number of beam particles that impinge on the secondary target. To determine the number of projectiles of interest per count in the XFP and OBJ scintillators, attenuated unreacted cocktail beams were focused for each reaction in the S800 and using the particle identification techniques as already described, the number of projectiles of interest to the total number of incident particles was determined along with the number of projectiles of interest on the target per event in the XFP and OBJ scintillators. Unfortunately it was discovered that the XFP scintillator’s detection efficiency was degrading at a rate too rapid for it to be used as a consistent beam monitor for the course of an entire data run, so only the OBJ scintillator was used for monitoring the incident beam flux.
Figure 3.8: Histograms of the CRDC1 and CRDC2 x and y measurements from the $^{25}$Si residues. The top row is the values without the exclusion gate applied to the dead region of CRDC2 and also is not gated on the incident beam particle Time-of-Flight spectrum. The bottom row is the corresponding histogram to the top row for the same set of data except that the CRDC2 exclusion gate is applied and the events are also coincidence gated with the incident $^{26}$Si particles Time-of-Flight signatures. The inflation of events around the bad region of CRDC2.x can be seen in figures above. The difference in the scales of the histograms is due to the incident particle gating. The dip in the CRDC1.x histogram is due in part to the dead section of CRDC2 and possibly whatever event damaged the CRDC2 pad readout had a less severe but still noticeable effect on CRDC1’s pad readout.
Figure 3.9: The above histograms are the dispersive angle trajectory measurements based on the same data sets used for Fig. 3.8. The histogram on the left corresponds to the top row in Fig. 3.8 and the one on the right corresponds to the bottom row in Fig. 3.8. It can be seen that the shape of the dispersion angle in the focal plane is not affected too adversely by the CRDC2.x exclusion gate.
Figure 3.10: The spectrum of the Ion Chambers $\Delta E$ for the $^{26}\text{Si}$ secondary beam when the S800’s spectrograph was set to focus the unreacted secondary beam into the focal plane. The S800 was tuned so the particles of interest had the highest charge state in the of all the isotopes that made it into the focal plane, so the Si isotopes are seen as the grouping of particles to the far right of the spectrum.
Figure 3.11: The spectrum of the Ion Chambers $\Delta E$ for the $^{30}\text{S}$ secondary beam when the S800’s spectrograph was set to focus the unreacted secondary beam into the focal plane. The S800 was tuned so the particles of interest had the highest charge state in the of all the isotopes that made it into the focal plane, so the S isotopes are seen as the grouping of particles to the far right of the spectrum.
Figure 3.12: The time-of-flight between the extended focal plane (XFP) and the S800’s object point (OBJ) scintillators for the $^{26}$Si secondary beam. $^{26}$Si is the grouping to the far right, while the other groupings are all heavier isotopes with longer times-of-flight.
Figure 3.13: The time-of-flight between the extended focal plane (XFP) and the S800’s object point (OBJ) scintillators for the $^{30}$S secondary beam. $^{30}$S is the grouping to the far right, while the other groupings are all heavier isotopes with longer times-of-flight.
Figure 3.14: The effects of the angle in the focal plane corrections on the time-of-flight measurements are shown. For all six spectra the vertical axis is the measured angle in the focal plane (AFP), and the horizontal axis is the time-of-flight between the object scintillator and the focal plane scintillator. The top row are spectra without flight path correction terms for the residues from left to right: $^{25}$Si, $^{29}$S first trial, and $^{29}$S second trial. The spectra on the bottom row are the same as the spectrum directly above it, except it includes a flight path correction term.
Figure 3.15: The effects of the angle in the focal plane corrections on the time-of-flight measurements for the residue particle identification spectra. For all six spectra the vertical axis is the energy loss in the ionization chamber, and the horizontal axis is the time-of-flight between the object scintillator and the focal plane scintillator. The top row are particle identification without flight path correction terms for the residues from left to right: $^{25}$Si, $^{29}$S first trial, and $^{29}$S second trial. The spectra on the bottom row are the same as the spectrum directly above it, except it includes a flight path correction term.
3.3 The Segmented High Purity Germanium Detector Array (SeGA)

Currently there are two popular types of γ-ray detectors in wide use: scintillation detectors and High Purity Germanium (HPGe) detectors. NaI detectors have the benefit of being cheaper to produce, easier to maintain (no cryogenics needed), and can be formed into larger crystals for higher detection efficiency when compared to HPGe detectors, however the photopeak energy resolution of a NaI detector is often 10 times worse or more. For radiation energy detectors, the resolution is a measure of a detector’s intrinsic ability to distinguish between two distinct energy peaks, which is a crucial feature for accurately determining nuclear structure from γ-ray spectroscopy. The typical shape of these photopeaks from a monoenergetic radiation source is close to that of a Gaussian distribution centered about the actual energy value. The resolution $R$ for these cases is defined as the ratio of the full-width-at-half-maximum ($FWHM$ or $\Delta E$) of the Gaussian distribution divided by it’s centroid energy value $E_c$ as

$$R = \frac{\Delta E}{E_c}.$$  \hspace{1cm} (3.17)

The motivation for the Segmented HPGe Array (SeGA) was the need for a high resolution detection system to measure γ-rays emitted from relativistic sources.

A HPGe detector is a semiconductor detector consisting of a germanium crystal functioning effectively as a pin diode. A pin diode is a pn type semiconductor junction with a large insulating region between the n and p type semiconductor regions. The germanium crystal is lightly doped as either a n or p type semiconductor (depending on manufacturing) with a contact edge of the opposite charge carrier to create the junction. The sensitive/active volume of the detector is the large depletion region of the pn-junction as described in Ref. [37] and Ref. [40]. A reverse bias voltage is put across the pn-junction to create the depletion region, the larger the bias voltage the larger the depletion region and the faster the response time, however once the bias voltage becomes too high, some amount of leakage current begins to flow across the junction. The optimal voltage for each detector is determined by the manufacturer to maximize the detector’s response and minimize the electrical noise from impurities and leakage current. The typical bias voltages for HPGe detectors are a few kilovolts and the functional γ-ray energy detection range is from a few keV to around 10 MeV. The high electron drift velocity inside the germanium crystal allows the electrons/holes
to be collected quickly and the signal output is a direct result of the moving charged particles in the detector’s active region.

There are three different ways for an incident $\gamma$-ray to interact inside a detection medium: the photoelectric effect, Compton scattering, and pair production. In the photoelectric effect and Compton scattering, an electron is freed from an atom in the crystal lattice, creating an electron-hole pair in the depletion region. For the case of pair production, an electron-positron pair is created in the detector. One frustration of $\gamma$-ray detection is receiving only part of a $\gamma$-rays total energy. This occurs often from Compton scattering, in which the scattered photon is not recaptured in the detector, and in pair production when the positron is annihilated from interacting with another electron in the detector and the subsequent photons escape from the detector. The partial detection causes what is commonly referred to as a Compton edge effect in the $\gamma$-ray energy spectrum. This effect causes the energy peaks to deviate from the ideal Gaussian distribution shape into a Gaussian with a low energy trailing tail in which the shape of the tail is dependent on the $\gamma$-ray energy and the detector response function, the tail usually runs from the Compton edge all the way to the detector’s low energy cutoff. In germanium detectors, the photoelectric effect is largely dominant at energies below a few hundred keV, however its strength becomes diminished with increasing photon energy. The Compton scattering plays a fairly consistent role in the bulk of the detector’s functional energy range, its contributions also diminish with increasing photon energy, however they do not diminish as quickly as the photoelectric contributions, so the Compton scattering is the dominant interaction for a small energy region as the photoelectric contributions are diminishing and before pair production has picked up. Pair production plays no role in photon interaction until it reaches energies in excess of 1.022 MeV (twice the electron rest mass), at which point its contribution rises quickly and plays a dominant role for energies close to 10 MeV and above.

3.3.1 Doppler Effects

In the case of $\gamma$-rays being emitted from a source moving at with a relativistic velocity, the resolution is further complicated by the Doppler energy shift. For the purposes of nuclear structure studies, the $\gamma$-ray energy must be reconstructed into the emitting particles rest frame. For a $\gamma$-ray detected in the lab frame with energy $E_{\text{lab}}$, emitted from a particle moving with velocity $\beta c$, and detected at an angle $\theta$ from the direction of the particles
velocity from the point of emission, the emitted $\gamma$-ray energy in the particles rest frame is given by

$$E_\gamma = E_{\text{lab}} \gamma (1 - \beta \cos \theta).$$  \hspace{1cm} (3.18)

Following Ref. [41], the emission frame Doppler corrected energy resolution for the $\gamma$-ray ($R_\gamma$) is given by

$$R^2_\gamma = \left( \frac{\beta \sin \theta}{1 - \beta \cos \theta} \right)^2 \Delta^2_\theta + \left( \frac{\beta - \cos \theta}{(1 - \beta^2)(1 - \beta \cos \theta)} \right)^2 \Delta^2_\beta + R^2_{\text{lab}},$$  \hspace{1cm} (3.19)

where $\Delta_\theta$ is the uncertainty in $\theta$, $\Delta_\beta$ is the uncertainty in $\beta$, and $R_{\text{lab}}$ is the intrinsic resolution of the detected photon in the lab frame from Eq. 3.17 measured from a stationary source. It can be seen in Eq. 3.19, that there are more factors then just the intrinsic detector resolution that must be taken into account, which is where the design of SeGA comes into play.

SeGA consist of 18 individual high purity germanium (HPGe) detectors. The unique feature of each detector is the electronic segmentation of the main crystal element into 32 segments that can be read out individually along with a total crystal central contact signal, as seen in Fig. 3.16. Each detector uses a cylindrically-symmetric $n$-type germanium crystal with a coaxial central contact that runs the almost the length of the crystal, with an external diameter of 70 mm and a length of 80 mm as seen in Fig. 3.16 and Ref. [41]. The detector crystal is electronically divided lengthwise into eight 10 mm disks, and each disk is quartered radially to create the 32 segments. This segmentation does cause a small dead layer between the segments, but it is a necessary sacrifice.

As shown in Eq. 3.19, the level of accuracy for determining $\beta$ and $\theta$ plays a large role in the array’s energy resolution, and it becomes even more pronounced at higher velocities and for more forward detection angles (smaller $\theta$). The SeGA detectors are positioned with their axis of symmetry perpendicular to the target to utilize the lateral segmentation to determine the emission angle of the photon in the lab frame. The detectors are arranged into two angle groups with respect to the beam direction, one ring of ten detectors centered about $90^\circ$ where the Doppler shift is minimized and another ring of 7 detectors centered around $37^\circ$ from the beam forward direction as shown in Figs. 3.17 and 3.18. The closest cylindrical edge of each detector is positioned roughly 20 cm from the center of the target.

The $\gamma$-ray emissions of interest are typically coming from the de-excitation of extremely short lived states in the newly formed reaction residues, so for these experiments it is accurate
Figure 3.16: Schematics of a single HPGe crystal’s segmentation from three different perspectives, clockwise from top: viewed perpendicular to the crystals lateral axis; view facing the detectors circular face; and a view from a slight angle just off face. The three diagrams display the labeling scheme of the detector segments. The crystal is divided into 8 disk segments along its lateral axis, and each disk segment is quartered radially to make a total of 32 segments. Each segment has an individual isolated signal output and the entire crystal can be read from the central contact that runs almost the length of the crystal. The outline of the central contact is shown by the dotted line in the upper figure. Each of the 17 detectors used in SeGA contain a single 32-fold segmented germanium crystal. Figure from Ref. [41].

enough to assume that the observed $\gamma$-rays are emitted from the same point in the target where the reaction takes place. With the current SeGA-S800 set-up, it is not possible to determine the exact location of the reaction inside the target, but it is approximated as occurring in the center of the target. Using the orientation of each detector, a segment location map is created with the $x, y,$ and $z$, Cartesian spatial coordinates of the center of each segment. Using this segment map, the angle $\theta$ from the target’s center can be determined as

$$\theta = \arccos \left( \frac{z}{\sqrt{x^2 + y^2 + z^2}} \right).$$  \hspace{1cm} (3.20)

Using the set-up as described, the uncertainty in $\theta$ is $\delta \theta \approx 2^\circ$. A single photon interaction in one of the SeGA detectors can cause one or multiple segments to fire in the same detector. In the trivial case of one segment firing, the triggered segments location map coordinates are used to calculate the angle $\theta$ used for the Doppler energy shift reconstruction for the in
Eq. 3.18, and the energy is taken from the detectors central contact. For the cases where more than one segment in the same detector are triggered for a single photon event, the segment with the most energy deposited in it is considered the point of first contact and its position is used to determine $\theta$.

The projectile nuclei and the projectile-like reaction residues are losing energy and slowing down while they pass through the 376 mg/cm$^2$ thick $^9$Be target in the same manner as the wedge discussed in Sec. 3.1.2. This causes the velocity $\beta$ in Eq. 3.18 to be dependent on how far into the target the reaction occurs. As previously stated, this reaction point can not be determined at present but the best assumption is that on average it is very close to the center.
of the target. As a first approximation, the *Physical Parameter Calculator* application of the software program *LISE++* [42, 43] was used to determine the mid-target velocity. The application uses the relativistic energy losses based on the calculations from the program *ATIMA* [44, 33]. As a first guess, the velocity is averaged between two calculations. One is for the energy loss of the projectile after traveling through the first half of the target with an initial velocity determined from Eq. 3.7 using the pre-target $B\rho$ value. The other is for the reverse energy loss of the projectile-like reaction residue traveling through the second half of the target with the final velocity determined using the post-target $B\rho$ value of the S800’s spectrograph. After applying Eq. 3.18 to the $\gamma$-rays detected in coincidence with the reactions of interest, the $\beta$ value can be adjusted by comparing the Doppler corrected photopeak energy spectra of the $37^\circ$ detector ring to the $90^\circ$ ring. Because of the different $\theta$
values for the two detector rings, the energy correction in Eq. 3.18 for the two rings will only match-up for the correct value of \( \beta \) as can be seen in Fig. 3.19. This \( \beta \) value also corresponds to the optimal photopeak resolution of the total SeGA energy spectrum.

Several months after the completion of the experiment it was determined by a member of the NSCL staff that due to a measurement error of one of the beamline components the target position was shifted 2.6 cm upstream from its proper location at the center of SeGA, and a new segment location map file was created. This shifting of the target location affects the value of \( z \) in Eq. 3.20. In order to determine the correct value for the target position, a \( \gamma \)-ray with a known energy that was being emitted from a relativistic source was needed. To serve this purpose, the established 1795.9(2) keV \( \gamma \)-ray from the first excited state of \(^{26}\text{Si}\) from Ref. [45] was used as a relativistic \( \gamma \)-ray source for target position calibration. The life-time of this state is 430(40) fs, which is fast enough to assume it occurs at the same point in the target that the reaction occurs (approximated as the middle of the target). The population of this state is more then likely from relativistic Coulomb excitation of the primary beam, but the mechanism of creation is not of relevant. A particle identification coincidence gate was placed on the \(^{26}\text{Si}\) particle contaminates in the \(^{26}\text{Si}\rightarrow^{25}\text{Si}\) reaction data runs and \( \gamma \)-rays in coincidence with the \(^{26}\text{Si}\) reaction residues were observed. By adjusting the values of \( \beta \) and \( z \) used in Eqs. 3.18 and 3.20, the Doppler corrected energy photopeak for the 37° and 90° detector rings will both be at 1796 keV for the correct values of both \( z \) and \( \beta \) as shown in Fig. 3.19. After adjusting for the optimal total SeGA energy resolution of the 1796 keV \(^{26}\text{Si}\) photon, it was determined that the target position needed to further be adjusted back downstream by 1 cm. The targets position in the plane perpendicular to the beam axis was also checked by comparing the 1796 keV photopeak between individual detectors in the same ring. There was no noticeable shift in the photopeaks when compared between the detectors, implying that the target was centered in this plane.

### 3.3.2 Energy Calibration

The energy calibrations for each of the SeGA detectors play a crucial role in the accuracy of the \( \gamma \)-ray spectroscopy. The central contact output signal of each detector was adequately gain matched at the analog signal amplifier output before it was digitized, and then the energy spectrum is further calibrated in the analysis software. The central contact energy calibrations were performed for each individual detector using stationary \(^{152}\text{Eu}\) and \(^{56}\text{Co}\)
sources with well known $\gamma$-ray decays as shown in Table 3.1. Calibration data runs with

Table 3.1: The photopeak energies and intensities used for the energy and efficiency calibrations. The $^{152}$Eu source (left two columns) has a known activity of $1.131 \times 10^5 \pm 1.4\%$ decays per second measured on May 1, 1978, and a half-life of $13.537(6)$ years. The $^{56}$Co source (right two columns) has an unknown activity. The intensity is given as a percent chance of the emission of that $\gamma$-ray per decay. The activity of the $^{152}$Eu source is from the National Bureau of Standards Certificate SRM 4218-C-25 that was associated with that particular source, all other data is from Ref. [46].

<table>
<thead>
<tr>
<th>$^{152}$Eu</th>
<th>$^{56}$Co</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (keV)</td>
<td>Energy (keV)</td>
</tr>
<tr>
<td>121.7817 (3)</td>
<td>846.771 (40)</td>
</tr>
<tr>
<td>244.6975 (8)</td>
<td>1037.84 (6)</td>
</tr>
<tr>
<td>344.2785 (12)</td>
<td>1238.282 (7)</td>
</tr>
<tr>
<td>411.1163 (11)</td>
<td>1360.215 (12)</td>
</tr>
<tr>
<td>443.965 (3)</td>
<td>1771.351 (16)</td>
</tr>
<tr>
<td>778.904 (18)</td>
<td>2015.181 (16)</td>
</tr>
<tr>
<td>867.373 (3)</td>
<td>2034.755 (13)</td>
</tr>
<tr>
<td>964.0727 (213)</td>
<td>2598.459 (13)</td>
</tr>
<tr>
<td>1112.069 (3)</td>
<td>3201.962 (16)</td>
</tr>
<tr>
<td>1212.948 (11)</td>
<td>3253.416 (15)</td>
</tr>
<tr>
<td>1299.14 (9)</td>
<td>3272.99 (15)</td>
</tr>
<tr>
<td>1408.006 (3)</td>
<td>1.93 (4)</td>
</tr>
</tbody>
</table>

both sources were performed at the beginning of the experiment before reaction data was collected and again at the end of the experiment after the reaction data had been collected as listed in Table 3.2. The central contact energy spectra were fitted using the computer program RadWare [47], which contains a subprogram called gf3. The gf3 program is specially designed to perform fitting routines on $\gamma$-ray energy photopeaks. The fit function is composed of four component functions, two to fit the actual photopeak and two to fit the background. The background is fit locally to a quadratic polynomial added to a smoothed step function to account for the Compton scattering. The photopeak function is fit to a Gaussian function plus a skewed Gaussian and then added to the background for the best fit. The main concern of the energy calibration was the photopeak centroid. For each detector, the raw central contact energy was adjusted by a quadratic polynomial to align and scale the raw central contact energies to the correct calibration energy. A comparison of the uncalibrated to calibrated energy spectra is shown in Fig. 3.20 and the total calibrated energy spectra for
Table 3.2: All of the runs were performed in 2004. The first four runs on 11/23 were taken before any reaction data was taken and the last two runs were taken at the end of the experiment after the reaction data was taken. There were only two physical radiation sources.

<table>
<thead>
<tr>
<th>Date</th>
<th>Source</th>
<th>Run Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11/23</td>
<td>$^{152}$Eu</td>
<td>3305</td>
</tr>
<tr>
<td>11/23</td>
<td>$^{152}$Eu</td>
<td>3888</td>
</tr>
<tr>
<td>11/23</td>
<td>$^{56}$Co</td>
<td>3434</td>
</tr>
<tr>
<td>11/23</td>
<td>$^{56}$Co</td>
<td>3731</td>
</tr>
<tr>
<td>11/29</td>
<td>$^{152}$Eu</td>
<td>3687</td>
</tr>
<tr>
<td>11/29</td>
<td>$^{56}$Co</td>
<td>7345</td>
</tr>
</tbody>
</table>

both sources is shown in Fig. 3.21. The lab frame calibrated photopeak energy resolutions for the entire SeGA array are shown in Table 3.3.

The energy calibrations of the individual segments for each detector must also be made. As discussed in Sec. 3.3.1, the segments play an important role in determining the value of $\theta$ used in Eq. 3.18. While the energy output of each segment is not as sensitive or critical as that of the detector’s central contact, having a proper segment energy calibration improves the our Doppler corrected energy resolution be minimizing uncertainties in $\theta$ as shown in Eq. 3.19. Once the central contact energy has been calibrated, the segment calibrations become somewhat trivial. By focusing on events where only one segment fired, that segments energy can be calibrated to the energy recorded by the central contact. This procedure was done for all of the source runs listed in Table 3.2, and using the full statistics available for each segments energy correlation to its central contact energy, each segment was calibrated to a quadratic polynomial. The calibrated central contact energy versus the summed calibrated segment energy per event for each detector is shown in Fig. 3.22, which shows a good one-to-one correspondence between the summed segment energies and the central contact energies for each detector.

### 3.3.3 Detection Efficiency

The $\gamma$-rays detected in coincidence with a particular reaction residue are used as a tag for determining the reaction cross section to a particular excited state of that residue. To perform this task effectively, it is important to determine the absolute $\gamma$-ray detection
Table 3.3: Measured energy resolutions of SeGA using RadWare’s [47] fitting routines. The resolutions are taken from a weighted average over all the source runs listed in Table 3.2. The Resolution values are calculated as the ratio of the peaks FWHM determined from the Gaussian width to the energy of the photopeaks centroid.

<table>
<thead>
<tr>
<th>$^{152}$Eu</th>
<th>$^{56}$Co</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Energy (keV)</strong></td>
<td><strong>Resolution</strong></td>
</tr>
<tr>
<td>121.8</td>
<td>0.0539</td>
</tr>
<tr>
<td>244.7</td>
<td>0.0272</td>
</tr>
<tr>
<td>344.3</td>
<td>0.0193</td>
</tr>
<tr>
<td>411.1</td>
<td>0.0166</td>
</tr>
<tr>
<td>444.0</td>
<td>0.0156</td>
</tr>
<tr>
<td>778.9</td>
<td>0.0093</td>
</tr>
<tr>
<td>867.4</td>
<td>0.0083</td>
</tr>
<tr>
<td>964.1</td>
<td>0.0078</td>
</tr>
<tr>
<td>1112.1</td>
<td>0.0067</td>
</tr>
<tr>
<td>1212.9</td>
<td>0.0064</td>
</tr>
<tr>
<td>1299.1</td>
<td>0.0061</td>
</tr>
<tr>
<td>1408.0</td>
<td>0.0058</td>
</tr>
</tbody>
</table>

efficiency of SeGA as a whole. The photon detection efficiency of a HPGe detector is dependent on the photon energy and the intrinsic properties of the detector. The problem with performing efficiency corrections on a Doppler corrected $\gamma$-ray emission is the fact that $\gamma$-rays that have the same energy in the emission frame, can have very different lab frame energies depending on the emission angle, which means that the efficiency corrections have to take this into account. This problem is overcome by using the detection simulation program GEANT3 [48]. GEANT uses the known information about the SeGA detector geometry and composition and the target position, combined with realistic $\gamma$-ray energy response functions, and deviations of the emitting particles velocity and position due to beam spread. Taking this information into account, GEANT uses a Monte-Carlo style approach to simulate the probability of a $\gamma$-ray being emitted and detected in SeGA. Any polarization effects that would cause the $\gamma$-rays to not be emitted uniformly in all directions from the reaction residues are neglected. Because the efficiency corrections for the particle-$\gamma$ coincidence events is based solely from the simulation results, it is important to verify the accuracy of the simulations to a measurable quantity. After configuring the simulations for the experimental conditions, efficiency simulations were run for a stationary source at
the target position emitting photons in all directions over a continuous and random energy spectrum from 0 keV to 4000 keV in 1 keV increments for $5 \times 10^{11}$ events. The simulated emission spectrum is shown in Fig. 3.23 and the corresponding GEANT simulated total SeGA photon detection efficiency is shown in Fig. 3.24.

Of the two $\gamma$-ray calibration sources used, only the $^{152}$Eu source had a known and calibrated decay activity. However the $^{152}$Eu source’s highest photon energy is below 1.5 MeV as shown in Fig. 3.21 and Table 3.1, which is not as high as some of the lab frame $\gamma$-ray energies that will be observed in the experiment. Rather than try to extrapolate the efficiencies from the $^{152}$Eu source, the $^{56}$Co source was used to determine the efficiency at higher energies, although the $^{56}$Co source does not have any calibrated decay activity data. The total detection efficiency for the SeGA array was determined by fitting the detected photopeaks for each source run in Table 3.2, using RadWare as described in the previous section, and using the number of background subtracted counts in the fitted photopeak as the total number of detected photo-events for each peak. The efficiency was then calculated for each energy peak by taking the ratio of the number of detected photo-events in the peak to the total number of $\gamma$-ray emissions that should have occurred based on the calibrated activity life-time adjusted for the amount of time elapsed since the calibration was made times the $\gamma$-ray branch intensity given in Table 3.1. The total SeGA efficiency results of all three $^{152}$Eu calibration runs are shown in Fig. 3.25.

Since the $^{56}$Co source does not have any standardized activity data, only the relative photopeak efficiencies could be determined on a first pass using the decay branching ratios from Table 3.1. The shape of the $\gamma$-ray efficiency curve can be approximated over a limited energy range to a polynomial function of the energy. Using the overlapping energy ranges at the upper end of $^{152}$Eu and the lower energy range of $^{56}$Co it was possible to normalize the relative efficiencies of $^{56}$Co to the total absolute efficiencies. The efficiency as a function of energy was fit to a 2nd degree polynomial over the energy range covering the six highest energy $\gamma$-rays of $^{152}$Eu in Table 3.1. After fixing the parameters of the fitted polynomial, the whole function is multiplied by a scale factor, and the scale factor is adjusted by a $\chi^2$ minimization routine to give the best agreement of the fixed polynomial to the four lowest energies of the $^{56}$Co source in Table 3.1. This scale factor is then used to renormalize the measured $^{56}$Co relative efficiencies to the absolute efficiencies. This process provides absolute efficiency measurements of SeGA over the range of relevant $\gamma$-ray energies shown in Fig. 3.26.
In order to validate the $\gamma$-ray detection efficiencies of the GEANT simulation, it is necessary to compare the actual measured efficiencies in Fig. 3.26 to the simulated efficiencies in Fig. 3.24. Taking the ratio of the measured efficiency to the simulated efficiency at the same energy over the energy ranges relevant to this experiment is shown in Fig. 3.27. The ratio should ideally be unity, but the weighted average of the points is 1.063 with a weighted deviation of $\pm 0.024$. This scale factor of 1.063(24) is applied to all the GEANT simulated photopeaks used in the experiments and after applying the scale factor to the simulated efficiencies, Fig. 3.27 transforms into Fig. 3.28. The simulated to measured efficiencies were also compared for the 37$^\circ$ and 90$^\circ$ detector rings separately, and apart from the lower statistics there was no noticeable difference.

The GEANT simulations for a stationary source are in good agreement with what is observed, so the simulations can be used to reliably determine the total detection efficiencies for a $\gamma$-ray being emitted from a moving source. All of the Doppler reconstructed $\gamma$-ray simulations are done for the emission of $10^7$ monoenergetic $\gamma$-ray events being emitted randomly in all directions in the emission frame from a source moving with the same velocity used for the Doppler energy reconstruction in Eq. 3.18.

### 3.3.4 Timing Signal

The central contact output signal was also used for a timing signal. Looking at the timing difference between the SeGA detectors timing signal and the event triggering signal as shown in Fig. 3.29. By placing a software coincidence logic gate around the main peaks seen in the each detectors timing spectrum in Fig. 3.29, a large amount of the low energy background noise is cut out of the Doppler reconstructed $\gamma$-ray spectra. It can be seen in Fig. 3.30 that the only consequence of applying these timing gates is a large reduction in the low energy background noise in the $\gamma$-ray energy spectra.
Figure 3.19: The Doppler corrected $\gamma$-ray energy spectra detected for the SeGA 37° ring (dashed black line) and the 90° ring (solid red line) in coincidence with $^{26}$Si in the S800’s focal plane with different $\beta$ velocity values and different target offset $\Delta Z$ values. All four spectra are focused on the 1795.9(2) keV $\gamma$-ray produced from the de-excitation of the first excited state of $^{26}$Si. The segment angle file used for these calculations already accounted for a 2.6 cm upstream shift of the target which corresponds to the top left figure with $\Delta Z = 0$. A negative value of $\Delta Z$ corresponds to shifting the target downstream in units of centimeters. It can be seen in the three spectra for $\Delta Z = -1$, that the 90° ring is less effected by changes to $\beta$ then the 37° ring. It is obvious from looking at the 90° detector ring for $\Delta Z = 0$ that the energy of the corrected peak will be above 1800 keV. The bottom left figure shows the best agreement of the 37° and 90° rings with the expected $\gamma$-ray energy, so the target position corresponding to $\Delta Z = -1$ was used for all other measurements. The two figures to the right show the effects of changing the relativistic velocity $\beta$ value with $\Delta Z = -1$. It should be noted that the effects of changing $\beta$ are more pronounced in the forward 37° ring then in the 90° ring which is due to the $\theta$ dependence of the Doppler energy correction in Eq. 3.18. The lower right figure is calculated with the same $\beta$ value as the top left figure, but with a different $\Delta Z$ to illustrate the effects of shifting the target location.
Figure 3.20: A comparison of the uncalibrated raw central contact energy spectra (dashed black line) to the calibrated energy spectra (red line). The top two rows are from a the same $^{152}$Eu data run where each figure is focused in on one of the 12 photopeak energies of interest from Table 3.1, starting with the lowest energy in the top left and increasing in energy from left to right. The bottom two rows are from the same $^{56}$Co data run with a similar peak focus for each figure. All of the spectra are taken by summing the energy spectra of all 17 SeGA detectors together.
Figure 3.21: The calibrated energy spectra for $^{152}\text{Eu}$ and $^{56}\text{Co}$ sources from the calibrated central contact energies summed over all 17 SeGA detectors.
Figure 3.22: A comparison of the calibrated central contact energy (horizontal axis) to the summed calibrated segment energies (vertical axis) for each $\gamma$-ray event. Each of the 17 plots corresponds to the data from one of the 17 SeGA detectors in the array. This data was taken from a $^{56}$Co calibration source run. It can be seen that the majority of the events in each detector lie along a straight line with a slope of 1, which shows that the segment energy calibration parameters are in good agreement with each detector’s central contact energy.
Figure 3.23: The GEANT simulated energy spectrum of the total emitted photons from a stationary source at the SeGA target position. The photons are emitted in all directions for energies of 0 keV to 4000 keV in 1 keV increments.
Figure 3.24: The GEANT simulated total detection efficiency of SeGA corresponding to the total emission spectrum in Fig. 3.23. The detection efficiency takes into account the effects of Compton scattering and does not count an event as being detected unless the amount of total energy deposited in the detectors active region is within the same acceptance region used for the real source efficiency calculations based on the energy resolutions in Table 3.3.
Figure 3.25: The measured SeGA total efficiency for $^{152}$Eu source runs. The data points are for the energies specified in Table 3.1 and all the applicable stationary source data runs in Table 3.2 in which the radiation source was located at the SeGA target position.
Figure 3.26: The measured SeGA total efficiency for all $^{152}$Eu and $^{56}$Co source runs listed in Table 3.2. The $^{152}$Eu data points are the same as Fig. 3.25, with the addition of the $^{56}$Co source efficiency data normalized to the absolute total efficiency.
Figure 3.27: A plot of the ratio of measured efficiencies from Fig. 3.26 to the simulated efficiency over the relevant energy ranges. The horizontal line is the weighted average of the data points and is fixed at 1.063.
Figure 3.28: A plot of the ratio of measured efficiencies to the simulated efficiency including the correction term. This is the same as Fig. 3.27 with the simulation efficiencies adjusted by the scale factor of 1.063. The horizontal line is the weighted average of the data points which is 1.00. This shows a very good agreement between the simulated $\gamma$-ray detection efficiencies and the measured efficiencies.
Figure 3.29: Each plot is for the timing difference between the detectors timing signal and the events trigger signal for each individual SeGA detector. Each detector is labeled by which detector ring angle it is in. The dashed line represents a coincidence logic and-gate that is applied to the detector. The events occurring outside the coincidence gates are from other reactions not associated with the main knockout reaction. This set of histograms is from the $^{26}\text{Si} \rightarrow ^{25}\text{Si}$ reaction data, but the $^{30}\text{S} \rightarrow ^{29}\text{S}$ looks very similar.
Figure 3.30: The particle-$\gamma$ coincidence gated Doppler reconstructed $\gamma$-ray energy spectra for $^{25}\text{Si}$ and $^{29}\text{S}$. The data set without a central contact timing gate is shown as the solid red line, and the same data taken with the timing gate shown in Fig. 3.29 applied is represented by the dashed black line.
3.4 Data Acquisition Triggers and Signal Timing

The data acquisition system used in the experiment was a combination of the individual SeGA and S800 systems. Event data is recorded only if specified conditions are met. These conditions are referred to as triggers, and each recorded data event can be classified by its triggering condition. The experiment used three types of triggering conditions: particle-single (PS) events, $\gamma$-single (GS) events, and particle-$\gamma$ coincidence (COINC) events. PS triggers are initiated by a signal from the first scintillator in the S800 focal plane. The timing signal from each of the SeGA detectors are sent to an OR logic circuit that puts out a signal for the GS trigger if at least one SeGA detector fired. The COINC triggers are a combination of near simultaneous PS and GS trigger events. A short timing logic gate of around 400 ns is opened when a PS event occurs, the GS signal is processed through an appropriate timing delay, and if the time delayed signal occurs during the open logic gate the event is recorded as a COINC event. The data acquisition system is designed to allow any combination of PS, GS, or COINC events to be collected at the same time. Because of the time required to process the signals from the various detectors, the data acquisition allows for each of the three trigger conditions to be independently down scaled by integer factors in an effort to minimize the amount of dead time in the data acquisition system from pile-up effects in the signal collection and digital processing. The down scale factor value (DS) caused the associated triggering event to only be written to disk after the trigger had fired DS number of times. The data acquisition system records the scalar total for each trigger regardless of whether an event is recorded to disk or not. The GS events were used exclusively for SeGA calibration measurements in which the particle data was not necessary. Similarly, the PS events were used exclusively for the particle detector calibrations such as the CRDC mask calibrations discussed in Sec. 3.2.2.1, and the unreacted beam normalization runs as discussed in Sec. 3.2.4. During the residual reaction product particle-$\gamma$ data collection runs, both the PS and COINC data events were taken simultaneously with an appropriate downscale factor applied to the PS trigger and a downscale factor of unity applied to the COINC triggers.

The data acquisition live-time ratio is the amount of time that the data acquisition system was actually available to take data to the total amount of time that events were occurring. The live-time ratio is strongly related to the beam rate. As discussed in Sec. 3.2.2.1, the
CRDCs in the S800’s focal plane have a limiting count rate at which point the data acquisition system begins to miss a large number of good events because of the processing time of collecting and recording the previous event’s signal data. The beam rate was constantly monitored during the experiment to make an effort to keep the counting rate and live time ratio as high as possible. The raw trigger readouts could be measured as a scalar output separately from the events being digitized and written to disk. The beam rates used where low enough that the raw trigger readout can safely be considered to be the absolute number of triggered events that occurred regardless of whether or not the event was written to disk. The live-time ratio \( \tau \) is then determined for each trigger condition separately as

\[
\tau = \frac{n_{\text{etrig}}}{n_{\text{raw}}},
\]

where \( n_{\text{etrig}} \) is the number of the trigger events written to disk and \( n_{\text{raw}} \) is the downscaled raw number of times that specific trigger fired. The advantage of directly comparing the number of recorded events to the actual number of triggers is that it removes any direct beam rate dependency in calculating the live-time.

Timing signals are used in the particle time-of-flight measurements between the extended focal plane (XFP), the objective focal plane (OBJ), and the first S800 focal plane scintillator (E1). Additionally, the timing signals are used as discussed in the previous paragraph for the COINC trigger events as well as to synchronize the signal readouts of all detectors for every data event. PS and COINC events require that a particle be detected in the S800 focal plane detectors, because of this the E1 timing signal is used as a start signal for both of these events. The E1 detector is the last detector and is located at the end of the beamline, so logically, the real timing signals from all of the other upstream detector systems (apart from the S800’s ion chamber and CRDC detectors) occurs before the event start signal is produced, so to remedy this, all of the timing signals are run through separate signal time delays. The amount of time for each delay is adjusted with the projectile cocktail beam on target to place all of the delayed timing signals to occur during a small time window (around 400 ns) after the event start signal from E1. The time-of-flight measurements are the only measurements that are value sensitive to the amount of delay introduced to each timing signal, however as described in Sec. 3.2.3, only a relative time-of-flight difference is required for particle identification, so the time-of-flight measurements are not true to life.

It was discovered several months after the end of the experiment that there was a
computer software bug in the data acquisition system. The bug was introduced because a portion of the stable working code was accidentally replaced with an untested modification that was being worked on for a future release. The untested modification was an effort to test the validity of COINC triggered events after the event was digitized but before it was recorded to a hard-drive disk in order to reduce the number of invalid COINC events written to disk and increase the data acquisition live-time. The portion of code made two boolean checks: one was for a specific condition to be met in the SeGA data packet and the other was for a specific condition in the S800 data packet. If both conditions were met, a logical AND condition on the two checks would allow the data packet to be written out, if it failed then the packet would be dropped and nothing would be written out to disk. The bug was the result of a failure of the S800 valid data condition to be updated for the current event buffer until after the SeGA-S800 AND conditional was checked. A diagram illustrating how the event buffer flow was intended to work and how it actually executed is shown in Fig. 3.31. The standard experimental procedure at the time was to not perform any validation checks on the digital data packets and write all events that satisfied the triggering conditions to disk. The initial problem was that during any experiment using the S800-SeGA set-up, there were random events in which the COINC trigger was fired, but the data packet that was written to disk was empty or missing the SeGA or S800 portion of the packet. Since these occurrences are random, the associated event packets can be ignored during the analysis and the only consequence is added acquisition dead time from writing the corrupted event packet to disk. After thoroughly inspecting the raw event data files and the affected acquisition code, it was determined that only COINC triggered events were affected by the bug. The COINC events were only written to disk if the SeGA validation check for the current COINC data packet was true and the S800 validation check for the previous COINC data packet was true. The result was a loss of good data packets and several data packets written to disk that were labeled as COINC events but were missing the S800 data. The solution was to only use COINC events for which there was a complete data packet written to disk. The only consequence of this bug was an increase in the data acquisition dead time for COINC events only.
Figure 3.31: A flow chart of two sequential data event packets processing from left to right. This procedure was from a portion of code that was still a work in progress and was accidentally placed in the stable version of the data acquisition code. The top diagram was the intended data buffer processing flow and the bottom diagram is what was implemented. The data flow starts at the point in which the data packet has been created by digital conversion of all the detector systems after a COINC triggered event. A process is performed to check the validity of the digitized SeGA and S800 data packets, then these checks are processed through a logical AND process. If the AND comparison is true, then the data packet is written to disk, if it is false it is dropped and nothing is written to disk. The data collection system then is cleared to allow for the next triggered event to be processed. The error in this procedure is shown in the bottom row when the S800 Validity Check process is not processed for the current event packet, but is instead applied to the next data packet, this is a continuous process for all subsequent data packets (e.g., the S800 Validity Check for Event 2 is carried over to Event 3 and so forth).
CHAPTER 4

ANALYSIS AND CONCLUSIONS

The following chapter will present the analysis results of the $^9\text{Be}(^{26}\text{Si},^{25}\text{Si}+\gamma)$ and $^9\text{Be}(^{30}\text{Si},^{29}\text{Si}+\gamma)$ reactions. The first section will present an overview of the analysis procedure building on what was discussed in Ch. 3. The analysis results for the $^{26}\text{Si}\rightarrow^{25}\text{Si}$ are presented in Sec. 4.2 and the results of $^{30}\text{Si}\rightarrow^{29}\text{Si}$ are in Sec. 4.3.

4.1 Analysis Procedure

The two reactions being studied were performed as part of Experiment 03021 at the NSCL running over the dates of Nov. 20-30, in 2004. The proposal for Experiment 03021 was the first test of the two-neutron knockout reaction mechanism. The initial plan was to study the two neutron knockout from $^{26}\text{Si}$, $^{30}\text{Si}$, and $^{32}\text{Ar}$, and by a slight refocusing of the S800 spectrometer, it was determined that it would be feasible to look at the single neutron knockout from $^{26}\text{Si}$ and $^{30}\text{Si}$. The results of the two neutron knockout experiments have been published in Ref. [49] and Ref. [50]. The observable quantities of interest that can be determined from neutron knockout reactions using the SeGA-S800 set-up are the inclusive and partial state reaction cross sections, the longitudinal momentum distributions, and the $\gamma$-ray energies and relative intensities from the de-excitation of the states directly populated in the reaction.

4.1.1 Cross Section Calculation

As discussed in Chap. 2, the cross section measurements from neutron knockout reactions can be used to extract spectroscopic information pertaining to the single particle occupational strengths. A cross section is a measurement of the probability of a reaction populating a specific bound state of the residual nucleus from a specific initial state of the projectile.
nucleus. The inclusive cross section ($\sigma_{inc}$) is the total probability for populating any bound state of the fragment residue from the projectile. Given the rate of beam particles $N_b$ incident on $\nu_t$ target particles per unit area that create $N_f$ fragmentation residues of interest, the inclusive cross section is given by

$$\sigma_{inc} = \frac{N_f}{N_b \nu_t}. \quad (4.1)$$

The cross section for populating a specific bound state of the fragment residue is referred to as a partial cross section. The relationship between the partial state cross sections and the inclusive cross section is

$$\sigma_{\text{partial}}^i = b_i \sigma_{inc}, \quad (4.2)$$

where $b_i$ is the reaction’s branching ratio to that particular state denoted by the subscript $i$. The sum over all the partial state cross sections is equal to the inclusive cross section.

The number of target particles per unit area in Eq. 4.1 is determined by $\nu_t = \nu x$, where $\nu$ is the target particle number density and $x$ is the thickness of the target. The target used in this experiment was a uniform $^9$Be target with $\nu_t = 2.52 \times 10^{-5} \text{ mb}^{-2} (x = 376 \text{ mg/cm}^2)$, where the units are in millibarns and one barn is equal to $10^{-28} \text{ m}^2$. The largest source of error in $\nu_t$ is from a 5% uncertainty in the target’s thickness as quoted from the manufacturer.

The values of $N_f$ and $N_b$ can both be calculated from the generalized formula

$$N_i = \frac{N_{i}^{\text{obs}} \lambda_{DS}}{N_{\text{norm}} \tau_i \varepsilon_i}. \quad (4.3)$$

The two values in the numerator are the number of events recorded with the downscaled PS trigger condition $N_{i}^{\text{obs}}$, and the PS trigger DS factor $\lambda_{DS}$. The denominator consists of three terms: a normalization factor $N_{\text{norm}}$, a live-time correction term $\tau_i$, and a particle detection efficiency correction term $\varepsilon_i$. $N_f$ and $N_b$ have to be determined from separate data runs and are respectively referred to as fragmentation/reaction runs and unreacted beam normalization runs. $N_{\text{norm}}$ serves to normalize the fragmentation reaction runs to the beam normalization runs and must be consistently proportional to the total beam flux steered through the target position. To accommodate this data normalization, the raw scalar output of the extended focal plane (XFP) and object plane (OBJ) scintillators are monitored during both types of runs. Because the XFP scintillator was degrading too rapidly over the full course of the fragmentation reaction runs, it could not be used reliably over the amount of time needed, and only the OBJ scintillator was used for beam flux monitoring. As a
result, $N_{\text{norm}}$ is equal to the total raw scalar output of the OBJ scintillator over the course of the data collection. There are a few sources of systematic errors that must be accounted for in the cross section measurements along with the statistical errors. The systematic errors are from the uncertainty of the particle identification software gates ($\sim 5\%$), uncertainties arising from fluctuations in the beam purity and stability ($\sim 5\%$), and the corrections for the limited momentum/angle acceptance of the S800 ($< 10\%$). These systematic uncertainties are added in quadrature to the statistical errors.

### 4.1.1.1 Beam Normalization Rate

As previously stated in Ch. 3, the projectile beam incident on the secondary target is composed of a cocktail of nuclear species and the beam consistency has to be determined by focusing the unreacted projectile beam into the focal plane of the S800 and identifying the beam purity of the projectile of interest. The $^9\text{Be}$ target is still in place during the beam normalization runs, so the unreacted beam focused in the S800 focal plane does undergo energy loss in the target and the scattering effects are small. Because the beam normalization runs cannot be performed at the same time as the reaction data runs and require adjusting the spectrograph settings, a normalization run is performed shortly before the first reaction data run and also shortly after the last reaction data run, and the results are averaged together to account for any small changes in beam consistency and detector degradation over the course of the reaction data runs. The beam normalization rate runs are used to determine the value of $N_b$ in Eq. 4.1. The live-time $\tau_b$ is determined from the PS trigger live-time as described in Sec. 3.4 and Eq. 3.21. The particles that are steered into the focal plane are the unreacted beam particles, so there is no need to identify the incident beam particles based on time-of-flight between the XFP and OBJ scintillators as described in Sec. 3.2.3, so the XFP scintillator can effectively be ignored in the beam normalization runs. The beam dispersion angles after the target are very small, so the beam’s profile in the CRDC is small enough to avoid the bad section of the CRDC detectors discussed in Sec. 3.2.2.1 and there is no need to determine a CRDC lost count correction factor as described in Sec. 3.2.4. The total particle detection efficiency for the unreacted beam normalization rate is

\[
\varepsilon_b = \varepsilon_{\text{obj}} \times \varepsilon_{\text{crdc1}} \times \varepsilon_{\text{crdc2}}, \tag{4.4}
\]
where $\varepsilon_{obj}$, $\varepsilon_{crdc1}$, and $\varepsilon_{crdc2}$, are the detection efficiencies of the OBJ scintillator, CRDC1, and CRDC2 determined using Eq. 3.15.

The value of $N^\text{obs}_{f}$ is determined by creating a particle-identification logic gate around the particle of interest in the two dimensional particle identification spectrum described in Sec. 3.2.3 and extracting the total number of downscaled PS triggered events that were collected and are inside the logic gate.

### 4.1.1.2 Fragmentation Rate

The fragmentation rate $N_f$ from Eq. 4.1 is determined from collecting data in which the fragmentation residue of interest is steered into the S800’s focal plane detectors. It is important that the secondary beam settings used in the beam normalization rate calculations are the same as those used for the fragmentation rates. The particle identification of the reaction products is described in Sec. 3.2.3. The fragmentation rate calculations require that the XFP scintillator and the OBJ scintillator be used for identification of the incident projectile. The fragmentation residues are more dispersed in the focal plane than the unreacted beam used for the beam normalization runs, so the CRDC counting correction as described in Sec. 3.2.4 must be taken into account. The live-time $\tau_f$ is determined from the downscaled PS trigger live-time as described in Sec. 3.4 and Eq. 3.21. The total particle detection efficiency for the fragmentation rate calculations are

$$\varepsilon_f = (\eta_{crdc} \times \varepsilon_{crdc1} \times \varepsilon_{crdc2}) (\varepsilon_{xfp} \times \varepsilon_{obj}),$$

(4.5)

where $\eta_{crdc} \times \varepsilon_{crdc1} \times \varepsilon_{crdc2}$ is the total CRDC correction from Eq. 3.16, and $\varepsilon_{xfp}$ and $\varepsilon_{obj}$ are the detection efficiencies of the XFP scintillator and the OBJ scintillator calculated using Eq. 3.15.

The number of observed fragment residues, $N^\text{obs}_{f}$, is determined by creating a particle-identification logic gate on the two dimensional particle identification spectrum and another logic gate on the incident beam particle in the one dimensional XFP-OBJ time-of-flight spectrum. The fragmentation rate must be corrected for the number of counts lost in the bad section of the CRDC, so $N^\text{obs}_{f}$ is equal to the number of PS trigger events recorded that satisfy both of the logic gates multiplied by the CRDC correction factor $\eta_{crdc}$. It should be noted that was very little count loss due to the limited acceptance angle of the S800 spectrograph which would have shown up as clipping at the edges of the angle in the focal...
plane (AFP) spectrum or the parallel momentum distribution spectrum \((d_t)\). It is because of this that both the CRDC efficiency and the number of observed events are both corrected by the same \(\eta_{crdc}\) factor. In Eq. 3.15, the \(\eta_{crdc}\) factor cancels itself out in the numerator and denominator, however it is kept in the calculations to properly account for the additional error introduced from the lost counts.

During the course of an experiment, the beam intensity and detection efficiencies are naturally subject to fluctuations, but it can be safely assumed that over the course of one to two hours these fluctuations can be considered negligible. Because of this, the total experimental run time for the fragmentation data was divided into a series of smaller runs in which each run covered an elapsed time of between one to two hours. The calculation of \(N_f\) was performed for each of the smaller runs individually, and then the error weighted average of all of the fragmentation runs is calculated and used for \(N_f\) to calculate the inclusive cross section.

### 4.1.2 \(\gamma\)-Ray Analysis

The Doppler-reconstructed \(\gamma\)-ray energy spectrum provides a means to determine the energy levels and the probabilities of populating selective states in the reaction residue. It also allows for observation of any photo-decay branching cascades from the populated states. The photon detection efficiency is significantly lower than that of the particle detection efficiency, because of this the full set of fragmentation data runs is required to acquire a \(\gamma\)-ray energy spectrum of statistical significance.

#### 4.1.2.1 Determination of Populated Excited States

The \(\gamma\)-rays observed in coincidence with a fragmentation residue only represent the electromagnetic transitions between bound states of the residue. When determining the actual energy separations of the observable bound states based on the \(\gamma\)-ray energy spectrum, it is very important to take into consideration the possible decay branching of excited states into other excited states as well as the ground state. The partial cross sections are determined from the observed photopeak counts, and because they are meant to represent the direct reaction feeding into a specific final state, it is important to take into account any feeding from one excited state into another that would cause an inflation in the photopeak’s intensity that is not the result of a direct reaction population. It is a safe assumption that all of the
bound states observed in the current work are well within the \textit{sd}-shell as described in Sec. 2.1, and as such all of the states are assumed to have a positive parity. As discussed in Sec. 2.1.3 the parity restriction limits the possible electromagnetic transitions of any consequence to \textit{E2} and \textit{M1} transitions.

There are a few techniques that can be used in conjunction with the observed spectrum to determine the appropriate energy level schemes. The first, and most obvious, is to perform particle-\(\gamma\)-\(\gamma\) coincident measurements. This is done by creating additional logic gates around the photopeaks in the \(\gamma\)-ray energy spectrum and creating additional spectra that represent additional \(\gamma\)-rays observed in coincidence with a reaction residue particle and a \(\gamma\)-ray in the photopeak’s region. Separate particle-\(\gamma\)-\(\gamma\) coincidence gates must be created for each observed photopeak. As shown in Fig. 3.26, the single photon detection efficiency of SeGA in the region of interest can be lower then 2\%, therefore the efficiency of detecting two photons simultaneously is much lower and requires better statistical data for particle-\(\gamma\)-\(\gamma\) measurements then what is necessary for particle-\(\gamma\) measurements.

In the absence of reliable particle-\(\gamma\)-\(\gamma\) coincidence data, the relative photopeak intensities can provide some insight into the decay schemes. Logically, the photopeak intensity of an excited state being fed from a higher energy state must have an intensity equal to or greater then the feeding state’s intensity. It is also possible to observe \(\gamma\)-ray decays from states not directly populated in the reaction. A strong indicator of this is the observation of multiple \(\gamma\)-rays with very similar photopeak intensities. This can be explained as cascading decays from a reaction populated state into another excited state that is not directly populated in the reaction.

Another helpful technique is to determine the orbital angular momentum value associated with each photopeak from the momentum distributions as described in Sec. 2.2.1 and Sec. 3.2.2.2. The residual particle’s momentum distribution associated with a specific \(\gamma\)-ray allows the identification of the orbital angular momentum value \(\ell\) of the removed nucleon. The momentum distributions only provide a method to distinguish between \(\gamma\)-rays emitted from different nucleon knockout \(\ell\) values.

The experimental results are compared to other experimental results and theoretical calculations when applicable to affirm and clarify the accuracy of the determined level schemes and measurements. The total comprehension of the reaction residue’s level scheme is enhanced by any previous experimental results that are available. The known structure
and transition strengths of the residue’s isospin mirror are also a good comparison tool. Isospin mirror symmetry provides a rough picture of the angular momentum values and energy separations to be expected of the bound states in the residue. The spectroscopic values of the single proton removal from the isospin mirrors also give some expectations of the relative spectroscopic strengths of the neutron removal reaction. Finally, USDA and USDB shell-model calculations as described in Sec. 2.1.1.1, provide theoretical estimates of the excitation energies, total angular momentum values, and the population probabilities of the reaction residue’s bound states. Shell-model calculations are also implemented to provide rough estimates of the electromagnetic transition strengths between the residue’s bound states.

### 4.1.2.2 Partial State Cross Sections

The γ-ray emission rate \( N_γ \) is determined in a similar way to that of the fragmentation reaction rate \( N_f \) in Eq. 4.3 and Sec. 4.1.1.2. Each detected γ-ray event corresponds to a COINC trigger event as described in Sec. 3.4. The COINC trigger was not downscaled, so the factor \( λ_{DS} \) is not included in any calculations. Because of the particle-γ coincidence required for the COINC triggered events, the γ-ray emission rate is dependent on the particle detection efficiency \( ε_f \) and the γ-ray detection efficiency \( ε_γ \). The calculation of the γ-ray emission rate is

\[
N_γ = \frac{N^{\text{obs}}_γ}{N_{\text{norm}}τ_γε_fε_γ},
\]

where \( τ_γ \) is the COINC trigger live-time correction, \( N^{\text{obs}}_γ \) is the number of observed photopeak events, and \( N_{\text{norm}} \) is the normalization factor. The normalization factor \( N_{\text{norm}} \) is the total raw scalar output of the OBJ scintillator summed over all of the fragmentation runs. \( τ_γ \) is calculated from Eq. 3.21 for the COINC trigger condition, and the particle detection efficiency is taken as the weighted average of \( ε_f \) from all of the fragmentation runs for a specific reaction as described in Sec. 4.1.1.2.

As discussed in Sec. 3.3.3, GEANT simulation software is used to recreate the γ-rays emitted from the relativistic fragment residue. A separate simulation is run for each photopeak in the energy spectrum. Each simulation is run for \( 10^6 \) single photon events emitted in all directions with the exact energy of the measured photopeak’s centroid and then Lorentz boosted into the lab frame. The simulation is adjusted to reasonably account for
the distribution of emission velocities within the target. The resulting simulated detected energy spectrum is then Doppler reconstructed into the emission frame according to the same procedure used for the actual energy spectrum as described in Sec. 3.3.1. The simulated photopeak is the expected actual photopeak for 10^6 γ-ray emissions plus the 6% underestimation factor of the simulated photopeak detection efficiency as discussed in Sec. 3.3.3.

A portion of the observed γ-ray energy spectrum is fit by a function \( f(E) \) that is a summation of the simulated photopeaks \( \xi_i(E) \) each multiplied by its own scale factor \( \alpha_i \) added to a pair of free parameter exponential functions to account for background noise in the spectrum. The fitted equation has the form of

\[
f(E) = a_0e^{a_1E} + a_2e^{a_3E} + \sum_i \alpha_i\xi_i(E),
\]

where \( a_{0-3} \) and \( \alpha_i \) are free parameters and \( i \) is summed over all simulated photopeaks. The fitted value of \( \alpha_i \) is then scaled by the number of simulated events for that photopeak (10^6) and the simulation correction factor of 6% to give the efficiency corrected total number of photon emissions for that photopeak. The photon efficiency corrected number of photon events \( \langle N_\gamma/\varepsilon_\gamma \rangle \) in Eq. 4.6 is determined directly from the simulation results.

Comparing the γ-ray emission rate \( N_\gamma \) to the fragmentation rate \( N_f \), the γ-ray intensity \( (I_\gamma) \) is the probability per fragmentation reaction of observing a specific γ-ray calculated as

\[
I_\gamma = \frac{N_\gamma}{N_f},
\]

where the fragmentation reaction rate is the weighted average \( N_f \) from all of the fragmentation data runs. The reaction branching ratio \( b_i \) from Eq. 4.2 for each observed excited state is determined directly from the associated γ-ray intensities as

\[
b_i = \sum_i I_{\gamma i} - \sum_j I^{\text{feed}}_{\gamma j},
\]

where \( I_{\gamma i} \) is summed over all observed decay branches from the state and \( I^{\text{feed}}_{\gamma j} \) is summed over all de-excitation branches feeding directly into the state. The direct excited state cross sections are calculated from Eq. 4.2. The ground state does not have any associated γ-ray emission tag like the excited states, so the partial cross section to populate the ground state of the fragmentation residue directly in the reaction is

\[
\sigma_{GS} = \sigma_{inc} - \sum_i \sigma^\text{partial}_i.
\]
where $\sigma_i^{\text{partial}}$ is summed over all observed excited state cross sections and is subtracted from the total inclusive cross section $\sigma_{\text{inc}}$.

### 4.1.3 Longitudinal Momentum Distribution

The longitudinal momentum distributions are described in Sec. 2.2 and Sec. 3.2.2.2 and are used primarily to determine the orbital angular momentum value of the removed nucleon. They can also be used as an impromptu test for any noticeable deviations from the approximations used in the reaction theory. The experimental inclusive momentum distribution is determined as described in Sec. 3.2.2.2. The momentum distributions associated with specific excited states are a little more complicated to acquire. The observed Doppler-reconstructed photopeaks are used to tag the momentum distribution for a given excited state by creating a software coincidence logic gate around the photopeak.

The photopeak gated momentum distribution is still not a good representation of the excited state’s momentum distribution, the photopeak gate can contain a large amount of background noise and the Compton tail from other photopeaks which causes the gated momentum distribution to be contaminated by other states. To correct for this background noise, a coincidence logic gate is on the pure background located at energies above any photopeaks. The momentum distribution obtained in coincidence with the background gate is taken as the momentum distribution associated with the background noise for all energies. The momentum distribution corrections for the excited states must be dealt with starting with the highest energy photopeak and making corrections sequentially in decreasing order of photopeak energy. Utilizing Eq. 4.7, the fitted function is decomposed into individual peak components for each GEANT simulated photopeak and a single background component. The integral of each component across the photopeak gate is used to normalize the associated momentum distributions to their respective component of the total photopeak gated momentum distribution. For the highest energy photopeak, the total gated momentum distribution only needs the background component subtracted to determine the pure excited state momentum distribution.

Once the pure momentum distribution of the first photopeak (highest energy) is acquired, the procedure is repeated for the next photopeak’s total gated momentum distribution. The second photopeak’s total gated momentum distribution contains contaminant components of the background noise and also of the first photopeak’s pure momentum distribution.
Using the fitted component integrals of Eq. 4.7 over the second photopeak’s gate limits, the pure background momentum distribution and the first photopeak’s pure momentum distribution are respectively normalized and subtracted from the second photopeak’s total gated momentum distribution, resulting in the second photopeak’s pure momentum distribution. This procedure is repeated for all subsequent photopeaks, taking into consideration all contaminate photopeak counts in each \( \gamma \)-ray energy gate. The momentum distribution of the ground state can be determined by normalizing the pure excited state momentum distributions with their respective branching ratios and subtracting the normalized distributions from the inclusive momentum distribution, however this is not completely necessary if the inclusive cross section is dominated by the ground state cross section in which case the ground state momentum distribution can be approximated by the inclusive distribution.

Theoretical momentum distributions are created for each bound state as described in Sec. 2.2.1.1. The theoretical momentum distributions must be convoluted with the momentum distribution of the projectile beam nuclei to account for the beam’s inherent momentum dispersion. The convoluted momentum distributions are then compared to the experimentally determined momentum distributions were it is possible.

4.2 Analysis of \( ^9\text{Be}(^{26}\text{Si}, ^{25}\text{Si}+\gamma) \)

The \(^{26}\text{Si} \rightarrow ^{25}\text{Si} \) single neutron knockout reaction experiment marks the first time \( \gamma \)-ray spectroscopy has been performed on \(^{25}\text{Si} \) and the second time that excited state structural measurements have been made on the isotope. The reaction \(^{28}\text{Si}(^{3}\text{He},^{6}\text{He})^{25}\text{Si} \) was studied by Ref. [51] in 1971 and that study only focused on measuring the excited state energy levels of \(^{25}\text{Si} \). There have also been several studies done of the isospin mirror \(^{25}\text{Na} \) collected in Ref. [52], that are used to help determine the present level scheme of \(^{25}\text{Si} \). The energy levels and angular momentum of the first four lowest bound states from previous studies of \(^{25}\text{Si} \) and \(^{25}\text{Na} \) are shown in Table 4.1.

The theoretical shell-model calculations from the USD, USDA, and USDB models are in fair agreement with one another, as well as with the experimental \(^{25}\text{Si} \) values from previous work and also with the isospin mirror \(^{25}\text{Na} \). A diagram comparing the three shell model calculations has already been presented in Sec. 2.1.1.1 as Fig. 2.6, and the theoretical energy level calculations are given in Table 4.1.
Table 4.1: The energies and angular momentum values of the lowest four observed bound states in $^{25}$Si and $^{25}$Na from previous studies and shell model calculations. The energy values for $^{25}$Si in the second column are taken from the $^{28}$Si($^3$He,$^6$He)$^{25}$Si reaction studied in Ref. [51] and the spin assignments for the second column are assumed from the isospin mirror and shell model calculations. The values shown for $^{25}$Na are taken from Ref. [52] and represent the results of several different reaction studies. The shell model calculations are calculated using Ref. [53].

<table>
<thead>
<tr>
<th>$J^\pi$</th>
<th>$^{25}$Si</th>
<th>$^{25}$Na</th>
<th>USD</th>
<th>USDA</th>
<th>USDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>5/2+</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3/2+</td>
<td>40(5)</td>
<td>89.53(10)</td>
<td>132</td>
<td>181</td>
<td>114</td>
</tr>
<tr>
<td>1/2+</td>
<td>815(15)</td>
<td>1069.32(19)</td>
<td>1159</td>
<td>1028</td>
<td>966</td>
</tr>
<tr>
<td>3/2+</td>
<td>1963(15)</td>
<td>2202.0(10)</td>
<td>2130</td>
<td>2015</td>
<td>1981</td>
</tr>
</tbody>
</table>

4.2.1 Inclusive Reaction Measurements

The $^{26}$Si radioactive isotope beam was created from a primary beam of 150 MeV/nucleon $^{36}$Ar as described in Sec. 3.1. The secondary cocktail beam had a $^{26}$Si beam purity in the focal plane of roughly 12.5%. The particle identification of the secondary cocktail beam is shown in Fig. 4.1.

Two beam normalization runs were performed around the $^{25}$Si fragmentation reaction runs. The calculated values of $\tau_b$, $\varepsilon_b$, and $N_b$ from Sec. 4.1.1.1 for each run are shown in Table 4.2. The weighted average unreacted beam normalization rate $N_b$ is $8.94(9) \times 10^{-2}$.

Table 4.2: The beam normalization run data for the $^{26}$Si secondary cocktail beam. The livetime correction factor $\tau_b$, the total particle detection efficiency $\varepsilon_b$, and the beam normalization rate $N_b$ calculations are described in Sec. 4.1.1.1.

<table>
<thead>
<tr>
<th>Run #</th>
<th>Live Time</th>
<th>Efficiency</th>
<th>Beam Rate $N_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>182</td>
<td>0.64</td>
<td>0.997</td>
<td>$9.10(13) \times 10^{-2}$</td>
</tr>
<tr>
<td>220</td>
<td>0.64</td>
<td>0.996</td>
<td>$8.81(12) \times 10^{-2}$</td>
</tr>
</tbody>
</table>

$^{26}$Si particles per raw count in the objective plane scintillator.

The $^{25}$Si fragmentation reaction runs were performed in one consecutive series with a total of 15.75 hours of beam time on target with a PS trigger downsacle factor of 20. The
The particle identification spectrum of the \(^{26}\text{Si}\) secondary cocktail beam from a beam normalization run is shown in Fig. 4.1. The particle identification logic gate used in the \(^{26}\text{Si}\) beam normalization runs is shown. The particle identification spectrum of the \(^{25}\text{Si}\) fragmentation residues is shown in Fig. 4.2 and the time-of-flight spectrum for the identification of the \(^{26}\text{Si}\) incident particles is shown in Fig. 4.3. The average \(^{26}\text{Si}\) cocktail beam total particle rate per run as measured in the object plane scintillator is shown in Fig. 4.4, with an average per run beam rate for the full data set of \(2.40 \times 10^5\) counts per second.

The CRDC correction factor \(\eta_{\text{crdc}} = 1.21(6)\) was determined from the \(d_t\) spectrum as described in Sec. 3.2.4. The particle detection efficiency of the S800 detectors for the \(^{25}\text{Si}\) fragmentation runs is shown in Fig. 4.5, with an average total particle detection efficiency \(\varepsilon_f\) of \(36.7(4)\%\). The live-time correction factors per run for the PS and COINC triggers are shown in Fig. 4.6. The average PS live-time correction factor \(\tau_f\) was \(80.26(7)\%\) with the
average COINC live-time correction factor $\tau_\gamma$ of 58.39(2)%. The fragmentation reaction rate $N_f$ per run is plotted in Fig. 4.7, with an error weighted average $N_f = 5.87(8) \times 10^{-5}$. Using Eq. 4.1 and the error weighted average values of $N_b$ and $N_f$, the inclusive cross section for the $^{26}\text{Si} \rightarrow ^{25}\text{Si}$ reaction is determined to be 26.1(3) mb.

### 4.2.2 γ-Ray Analysis

The pre-target $B_\rho$ was set to 2.973 Tm and the post-target $B_\rho$ was set to 2.973 Tm. Using Eq. 3.7, these settings correspond to velocities of $\beta = 0.458$ for the pre-target $^{26}\text{Si}$ projectiles and $\beta = 0.425$ post-target $^{25}\text{Si}$ projectile-like fragmentation residues. The $^{26}\text{Si} \rightarrow ^{25}\text{Si}$ reaction was determined to have an optimal mid-target velocity of 44.6% of the speed of light for the $\gamma$-
Figure 4.3: The time-of-flight difference spectrum between the extended focal plane and the object plane scintillators for the \(^{26}\text{Si}\) cocktail beam from the fragmentation data runs. There are four large visible peaks, each corresponding to a different isotope in the secondary beam. The \(^{26}\text{Si}\) identification logic gate is shown.

Ray energy Doppler reconstruction. The Doppler corrected \(\gamma\)-ray energy spectrum is shown in Fig. 4.8. Two photopeaks are seen with energies of 821(15) keV and 1088(22) keV. GEANT simulations were created for the 821 keV and 1088 keV photopeak detection efficiencies. The simulations were fit to the data as shown in Fig. 4.9 and described in Sec. 4.1.2.2. The 821 keV photopeak had a measured emission rate of \(N_\gamma(821\text{keV}) = 1.15(5) \times 10^{-5}\) which corresponds to a \(\gamma\)-ray intensity from Eq. 4.8 of \(I_\gamma(821\text{keV}) = 0.196(9)\). The 1088 keV photopeak was found to have \(N_\gamma(1088\text{keV}) = 2.37(3) \times 10^{-5}\) and \(I_\gamma(1088\text{keV}) = 0.040(6)\).

Unfortunately the statistics were too low to perform particle-\(\gamma\)-\(\gamma\) coincidence measurements and the parallel momentum distributions for the populated excited states were
compromised too much by the damaged CRDC section to make reliable comparison’s with theoretical distributions. Comparing the observed photopeaks with the expected values from Table 4.1, three possible decay schemes could be constructed, one in which the 1088 keV γ-ray feeds into the 821 keV state, another in which the 1088 keV and the 821 keV state are both de-excitation branches from the same state at 1088 keV, and the third being that the 821 keV and 1088 keV are distinct and separate decays from two different excited states. If the 821 keV and the 1088 keV γ-rays were both decaying from an excited state at 1088 keV, then the 821 keV γ-ray would have to decay into a state at 267 keV. If this were the case, there should be a γ-ray emitted from the 267 keV state’s de-excitation to the ground state, and the corresponding photopeak should have an intensity at least equal to if not
Figure 4.5: The particle detection efficiency values for each run used in the $^{26}\text{Si} \rightarrow ^{25}\text{Si}$ fragmentation data set. The individual detector efficiencies are shown, along with the total detection efficiency. The total detection efficiency includes the CRDC correction factor $\eta_{crdc}$. Note that the horizontal axis is scaled by run number, not the total elapsed beam time for each run.

greater then 821 keV photopeak intensity. A photopeak simulation was created for the hypothetical 267 keV $\gamma$-ray, and it is shown in Fig. 4.10 that this scenario of the 1088 keV and 821 keV $\gamma$-rays being emitted from the same initial state is incorrect since the 821 keV to 267 keV $\gamma$-ray cascade would create a very large 267 keV photopeak that the experimental data does not corroborate. Of the other possible level schemes that can be constructed, the scenario in which the 1088 keV $\gamma$-ray is feeding into the 821 keV excited state from a higher energy state at 1909 keV provides a better agreement with the excited state energy levels previously measured for $^{25}\text{Si}$ in Ref. [51] and also is in a better agreement with the
Figure 4.6: The PS and COINC trigger live-time corrections for each run used in the $^{26}$Si$\rightarrow^{25}$Si fragmentation data set. Note that the horizontal axis is scaled by run number, not the elapsed beam time for each run.

shell-model calculations and the isospin mirror scheme. Fig. 4.10 also shows the photopeak simulation results for a 1909 keV $\gamma$-ray emission from $^{25}$Si. The simulated 1909 keV $\gamma$-ray emissions is scaled to the same intensity as the 1088 keV photopeak. Because there is no obvious photopeak in the experimental $\gamma$-ray energy spectrum around 1909 keV, it must be assumed that the intensity of this $\gamma$-ray must be too small for it to appear in the current data set. Judging from the results of the simulation, it can safely be said that the electromagnetic transition of the 1909 keV state to the ground state or the low lying 40 keV state must have a smaller or at most equal branching rate to that of the 1088 keV decay branch. The very low 40 keV energy state reported by Ref. [51] is below the SeGA energy threshold in this experimental set-up, so there is no way to make any measurements on this low lying excited
state. The 821 keV state is assumed to decay directly to the ground state because of the agreement this would have with the 815 keV level reported by Ref. [51]. There is also some evidence for this from the isospin mirror $^{25}$Na, in which the decay from the 1069 keV $1/2^+$ state to the 89 keV $3/2^+$ state is an order of magnitude more likely than the decay to the $5/2^+$ ground state, which is indicative of an $M1$ dominated electromagnetic transition. Since the decay branching is $M1$ dominated in the isospin mirror, it is logical to assume that the $E2$ transition will dominate the $M1$ transition in $^{25}$Na’s mirror $^{25}$Si. This decay scheme is also in good agreement with the theoretical USDB electromagnetic transition calculations from Table 2.4.
Correcting for feeding of the 821 keV excited state from the 1088 keV decay from the 1909 keV state, and approximating that the 1088 keV photo-decay accounts for all of the 1909 keV level’s decay strength, the partial cross sections for the direct population of the excited states in $^{25}\text{Si}$ from the neutron knockout from $^{26}\text{Si}$ are $\sigma_{822}^{\text{partial}} = 4.06(61)$ mb and $\sigma_{1909}^{\text{partial}} = 1.06(21)$ mb. Since no distinction can be made in this experiment between the low lying 40 keV state and the ground state in $^{25}\text{Si}$, the calculation of the direct ground state population cross section using Eq. 4.10 is actually the combined cross section to the low lying 40 keV state and the ground state. The direct reaction cross section of the 40 keV
state and the ground state is $\sigma_{GS+40} = 21.0(35)$ mb, however the contributions from the 40 keV state’s reaction channel should only be a small fraction of the ground state’s reaction channel. A level scheme diagram of $^{25}\text{Si}$ along with appropriate experimental and theoretical comparisons is provided in Fig. 4.11.

### 4.2.3 Longitudinal Momentum Distributions

The longitudinal momentum distributions are shown in Fig. 4.12, the inclusive $^{25}\text{Si}$ momentum distribution shows a good agreement with the $\ell = 2$, $d_{5/2}$ ground state, which should be expected since it is a very dominant reaction channel. There was not enough quality data to make any positive identification of the orbital angular momentum values for any of the
excited states from their pure momentum distributions.
Figure 4.10: The top row shows the photopeak detection simulations for a 267 keV, 821 keV, 1088 keV, and 1909 keV $\gamma$-ray emission from the $^{25}$Si fragment residue. The 267 keV simulation is efficiency scaled to the same $\gamma$-ray intensity as the 821 keV photopeak, and the 1909 keV simulation is scaled to the same intensity as the 1088 keV photopeak. The bottom two figures show the peaks from the top row added to the background function that was fit to the experimental data. The bottom left figure is focused on the 267 keV and 821 keV photopeaks, while the bottom right figure is focused on the 1088 keV and 1909 keV photopeaks. If the 267 keV photopeak existed it would have easily observed, because it was not seen in the experimental energy spectrum the possibility of the 1088 keV and 821 keV $\gamma$-rays decaying from an excited state at 1088 keV can be ruled out. The 1909 keV photopeak would have been just barely observable at a equal intensity to the 1088 keV photopeak, because the 1909 keV photopeak was not observed in the experimental energy spectrum, it is safe to assume that the decay branch of the 1909 keV excited state directly to the ground state is less then or at most equal to the decay branch to the 821 keV excited state via the 1088 keV $\gamma$-ray.
Figure 4.11: Four level diagrams are presented. From left to right: $^{25}$Si from the present work; $^{25}$Si from the previous work in Ref. [51]; $^{25}$Si from the USDB shell-model calculations; and the isospin mirror $^{25}$Na from experimental evidence collected in Ref. [52]. The spectroscopic factor ($C^2S$) for $^{26}$Si$\rightarrow$$^{25}$Si is shown for each excited state in the USDB shell-model calculation and the available $C^2S$ values from the $^{26}$Mg($d$,3He)$^{25}$Na reaction are given for the $^{25}$Na energy levels. The electromagnetic transitions observed in the present study are also shown.
Figure 4.12: The longitudinal momentum distributions of $^{25}$Si. The theoretical momentum distributions are shown as lines for comparison with the experimental momentum distributions. The solid line is for the $\ell = 0$, $s_{1/2}$ theoretical distribution and the dashed line is for the $\ell = 2$, $d_{5/2}$ and $d_{3/2}$ theoretical distribution. The figure on the left hand side is the inclusive momentum distribution, it is in fairly good agreement with the $\ell = 2$ distribution line, which is expected from the $d_{5/2}$ ground state dominated reaction cross section. The top right figure is the pure momentum distribution of the 821 keV photopeak, and the bottom right is the pure momentum distribution of the 1088 keV photopeak.
4.3 Analysis of $^9\text{Be}(^{30}\text{S},^{29}\text{S}+\gamma)$

The $^{30}\text{S}\rightarrow^{29}\text{S}$ single neutron knockout reaction experiment is the first study of $^{29}\text{S}$’s excited state structural properties. There have been several previous studies done of the isospin mirror $^{29}\text{Al}$ collected in Ref. [54] that were used along with shell-model calculations as comparisons to assist in determining the level scheme of $^{29}\text{S}$ from the single neutron knockout reaction. The first seven lowest energy states and corresponding angular momentum values of $^{29}\text{S}$ from shell-model calculations and $^{29}\text{Al}$ from previous experimental studies are shown in Table 4.3. The level scheme of the isospin mirror $^{29}\text{Al}$ seems to be in fair agreement with

Table 4.3: The energies and angular momentum values of the lowest seven bound states in $^{29}\text{Al}$ from previous studies and $^{29}\text{S}$ from shell model calculations. The values shown for $^{29}\text{Al}$ are taken from Ref. [54] and represent the results of several different reaction studies. The shell model calculations are calculated using Ref. [53].

<table>
<thead>
<tr>
<th>$J^\pi$</th>
<th>$^{29}\text{Al}$</th>
<th>$^{29}\text{Al}$ USD</th>
<th>$^{29}\text{Al}$ USDA</th>
<th>$^{29}\text{Al}$ USDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5/2^+$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$1/2^+$</td>
<td>1398.05(16)</td>
<td>1214</td>
<td>1301</td>
<td>1214</td>
</tr>
<tr>
<td>$7/2^+$</td>
<td>1754.28(16)</td>
<td>1799</td>
<td>1854</td>
<td>1858</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>2224.10(19)</td>
<td>1959</td>
<td>2193</td>
<td>2076</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>2865.70(22)</td>
<td>2735</td>
<td>2617</td>
<td>2704</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>3061.81(23)</td>
<td>2801</td>
<td>3091</td>
<td>2993</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>3184.54(18)</td>
<td>3017</td>
<td>3116</td>
<td>3095</td>
</tr>
</tbody>
</table>

the $^{29}\text{Al}$, $^{29}\text{S}$, and $^{29}\text{AlS}$ shell-model calculations. A diagram comparing the shell-model calculations has been presented as in Sec. 2.1.1.1 as Fig. 2.7.

4.3.1 Inclusive Reaction Measurements

The $^{30}\text{S}$ radioactive isotope beam was created from a primary beam of 150 MeV/nucleon $^{36}\text{Ar}$ as described in Sec. 3.1. The full data set was broken up into two separate smaller data sets. The reason for this was that only a limited amount of beam time for experiment 03021 could be used for each experimental reaction (three two-neutron knockout reactions and two single-neutron knockout reactions). On the last day of beam time for experiment 03021, it was decided to extend the beam time for the $^{30}\text{S}\rightarrow^{29}\text{S}$ knockout reaction. In the time between the initial data set and the second data set, the timing signals had been changed
and the extended focal plane scintillator had degraded quite a bit, so the particle detection information of the first and second data set had to be analyzed as separately and the results of each data set averaged together for the final result. It was necessary to perform the $\gamma$-ray analysis on the entire data set as a whole, however the calculations for the partial state cross sections are performed separately for each data set and then averaged. The first data set was collected for 8.6 hours of beam time on target on Nov. 25, 2004, with a PS trigger downscale factor of 100. The second data set was collected over 4.4 hours of beam on target on Nov. 30, 2004, with a PS trigger downscale factor of 50. The secondary cocktail beam had a $^{30}\text{S}$ beam purity in the focal plane of roughly 10.5% for the first data set and 11.7% in the second set. The particle identification of the $^{30}\text{S}$ secondary cocktail beam for both data sets is shown in Fig. 4.13.

Beam normalization runs were performed around each of the $^{29}\text{S}$ fragmentation reaction run data sets for a total of three beam normalization runs per reaction data set. The calculated values of $\tau_b$, $\varepsilon_b$, and $N_b$ from Sec. 4.1.1.1 for each run are shown in Table 4.4. The weighted average unreacted beam normalization rates $N_b$ for the first and second data sets respectively are $8.85(7) \times 10^{-2}$ and $7.80(7) \times 10^{-2}$ $^{30}\text{S}$ particles per raw count in the objective plane scintillator.

Table 4.4: The beam normalization run data for the $^{30}\text{S}$ secondary cocktail beam. The livetime correction factor $\tau_b$, the total particle detection efficiency $\varepsilon_b$, and the beam normalization rate $N_b$ calculations are described in Sec. 4.1.1.1. The first three runs were used for the first data set and the last three runs were used for the second data set.

<table>
<thead>
<tr>
<th>Run #</th>
<th>Live Time $\tau_b$</th>
<th>Efficiency $\varepsilon_b$</th>
<th>Beam Rate $N_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>72</td>
<td>0.44</td>
<td>0.987</td>
<td>$8.66(18) \times 10^{-2}$</td>
</tr>
<tr>
<td>73</td>
<td>0.45</td>
<td>0.988</td>
<td>$8.87(8) \times 10^{-2}$</td>
</tr>
<tr>
<td>108</td>
<td>0.87</td>
<td>0.991</td>
<td>$8.91(15) \times 10^{-2}$</td>
</tr>
<tr>
<td>287</td>
<td>0.75</td>
<td>0.997</td>
<td>$8.56(14) \times 10^{-2}$</td>
</tr>
<tr>
<td>300</td>
<td>0.79</td>
<td>0.996</td>
<td>$7.34(12) \times 10^{-2}$</td>
</tr>
<tr>
<td>301</td>
<td>0.78</td>
<td>0.997</td>
<td>$7.66(12) \times 10^{-2}$</td>
</tr>
</tbody>
</table>

The particle identification spectrum of the $^{29}\text{S}$ fragmentation residues is shown in Fig. 4.14 and the time-of-flight spectrum for the identification of the $^{30}\text{S}$ incident particles is shown in Fig. 4.15.
Figure 4.13: The particle identification spectrum of the $^{30}$S secondary cocktail beam from a beam normalization run. The particle identification logic gate used in the $^{30}$S beam normalization runs is shown.

The average $^{30}$S cocktail beam particle rate per run as measured in the object plane scintillator is shown in Fig. 4.16. The average beam particle rate per run for the first data set is $1.81 \times 10^5$ counts per second, and the second data set has an average beam particle rate per run of $4.10 \times 10^5$ counts per second.

The particle detection efficiencies of the S800 detectors per run during both of the $^{29}$S fragmentation runs is shown in Fig. 4.17. The average total particle detection efficiency $\varepsilon_f$ of the first data set is $84.5(12)\%$ and $32.3(8)\%$ for the second data set. As discussed earlier and shown in Fig. 4.17, the extended focal plane scintillator’s degraded detection efficiency was the main cause of the particle detection efficiency loss. The object plane scintillator has also degraded some between the first data set and the second data set, but this is also partially
caused by a higher beam intensity on the object plane scintillator. The noticeable dip in the extended focal plane and the object plane scintillators’ detection efficiency was caused by an increase in the beam intensity between run numbers 86 and 89. The CRDC correction factor $\eta_{crdc} = 1.24(7)$ was determined from the $d_t$ spectrum of the combined data set and as described in Sec. 3.2.4. The live-time correction factors per run for the PS and COINC triggers are shown in Fig. 4.18. For the first data set, the average live-time correction factors of the PS and COINC triggers are 75.2(1)% and 67.08(3)% respectively. The second data set had average live-time correction factors of 61.3(1)% for the PS trigger and 53.34(3)% for the COINC trigger. The fragmentation reaction rate $N_f$ per run is plotted in Fig. 4.19, with an error weighted average $N_f$ for the first and second data set respectively of $5.94(12) \times 10^{-5}$ and $5.59(20) \times 10^{-5}$ reaction residues per object scintillator count. Using Eq. 4.1 and the error weighted average values of $N_b$ and $N_f$, the inclusive cross section for the $^{30}\text{S} \rightarrow^{29}\text{S}$ reaction is determined to be 27.5(26) mb. This is the weighted average of the calculations from the first data set of 26.7(36) mb and the second data set of 28.5(40) mb.

4.3.2 $\gamma$-Ray Analysis

The pre-target $B_\rho$ was set to 3.05 Tm and the post-target $B_\rho$ was set to 2.67 Tm. Using Eq. 3.7, these settings correspond to velocities of $\beta = 0.464$ for the pre-target $^{30}\text{S}$ projectiles and $\beta = 0.429$ post-target $^{29}\text{S}$ projectile-like fragmentation residues. The $^{30}\text{S} \rightarrow^{29}\text{S}$ reaction was determined to have an optimal mid-target velocity of 43.5% of the speed of light for the $\gamma$-ray energy Doppler reconstruction. The Doppler corrected $\gamma$-ray energy spectrum is shown in Fig. 4.20. Three photopeaks are seen with energies of 1160(16) keV, 1222(30) keV, and 1727(37) keV. Three GEANT simulations were performed to determine the SeGA’s detection efficiency of the observed photopeaks, one simulation per photopeak. The simulations were fit to the data as shown in Fig. 4.21 and described in Sec. 4.1.2.2. The $\gamma$-ray energy spectrum is taken as the summed spectrum of both data sets. This summed spectrum is used to determine the total number of efficiency corrected photopeak emissions from the reaction residues. Because of the differences between the two $^{29}\text{S}$ fragmentation data sets, it is necessary to split the total number of efficiency adjusted photopeak counts for the combined data sets into the appropriate separate counts for each data set. The total efficiency adjusted photopeak count rate from the GEANT simulated photopeak fits, is split into the counts for the first data set and the counts for the second data set in accordance
Table 4.5: The $\gamma$-ray emission rates $N_\gamma$ per count in the object plane scintillator and the relative $\gamma$-ray intensity $I_\gamma$ per fragmentation reaction for the $^{30}\text{S} \rightarrow ^{29}\text{S}$ knockout reaction. The calculations are performed according to Eq. 4.6 and Eq. 4.8 for both $^{29}\text{S}$ data sets separately. The far left column is the observed photopeak energy.

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>First Set $N_\gamma$</th>
<th>First Set $I_\gamma$</th>
<th>Second Set $N_\gamma$</th>
<th>Second Set $I_\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1160(16)</td>
<td>$3.62(33) \times 10^{-6}$</td>
<td>$6.10(56)%$</td>
<td>$3.51(32) \times 10^{-6}$</td>
<td>$6.29(62)%$</td>
</tr>
<tr>
<td>1222(30)</td>
<td>$6.58(40) \times 10^{-6}$</td>
<td>$11.1(7)%$</td>
<td>$6.39(41) \times 10^{-6}$</td>
<td>$11.4(8)%$</td>
</tr>
<tr>
<td>1727(37)</td>
<td>$4.47(38) \times 10^{-6}$</td>
<td>$7.51(65)%$</td>
<td>$4.33(38) \times 10^{-6}$</td>
<td>$7.75(72)%$</td>
</tr>
</tbody>
</table>

with the ratios of the particle gated COINC triggers from each data set. Once the efficiency adjusted photopeak counts for each data set is determined, the $\gamma$-ray emission rates and intensities are determined for each data set separately. These calculations for the first and second $^{29}\text{S}$ data sets are performed using Eq. 4.6 and Eq. 4.8 for each photopeak and the results are shown in Table 4.5.

Unfortunately the statistics were too low to perform particle-$\gamma$-$\gamma$ coincidence measurements and the parallel momentum distributions for the populated excited states were compromised too much by the damaged CRDC section to make reliable comparison’s with theoretical distributions.

The electromagnetic decay schemes and excited state energy levels for $^{29}\text{S}$ were determined by comparing the observed photopeaks with the expected values from the USDB shell-model calculations and the experimental values of the isospin mirror $^{29}\text{Al}$. Judging from the theoretical calculations, it would appear that the possibility of having three distinct states at 1160 keV, 1222 keV, and 1727 keV is not a possibility and there is feeding from one excited state into another. The observed 1727 keV $\gamma$-ray matches up well with the predicted energy of the first $7/2^+$ state at 1858 keV, however the direct population of this state is forbidden for the direct neutron knockout reaction from the ground state of $^{30}\text{S}$. This can be explained by a direct feeding of the 1727 keV state from a state at 2887 keV via the observed 1160 keV $\gamma$-ray, rationalized by the similar $\gamma$-ray intensities of the observed 1727 keV photopeak and the 1160 keV photopeak. The population of an excited state at 2887 keV also corroborates well with the $5/2^+$ state predicted at 2993 keV by the USDB shell-model. The assumption that the experimentally determined 2887 keV state corresponds to the 2993
keV USDB state is the relative strength of this state’s theoretical spectroscopic factor to that of the other states in this energy region as shown in Table 2.2. This accounts for both the 1727 keV and the 1160 keV observed γ-rays, leaving only the 1222 keV γ-ray to be assigned a corresponding state. The observed 1222 keV photopeak is most likely the decay from the first 1/2+ state predicted at 1214 keV to the ground state.

To summarize, it is determined that two excited states are populated in the 29S reaction residue, a 1/2+ state at 1222(20) keV and a 5/2+ state at 2887(40) keV. The populated 1/2+ excited state decays directly to the ground state. The populated 5/2+ state decays by an 1160(16) keV γ-ray to the 7/2+ state at 1727(37) keV which then decays directly to the ground state. This decay scheme is in good agreement with the theoretical USDB electromagnetic transition calculations given in Table 2.4. The possibility of a direct decay of the 2887 keV state directly to the ground state is a possibility, however there was no observed 2887 keV photopeak. A GEANT simulated response function was created for a 2887 keV photopeak. As shown in Fig. 4.22, a 2887 keV γ-ray should have been observed if this decay branch had an equal intensity to that of the 1727 γ-ray. The simulated 2887 keV photopeak becomes difficult to distinguish from the background noise at an intensity equal to roughly half that of the measured 1727 keV photopeak, so it is safe to assume that the 2887 keV γ-ray decay branch is less than or at most equal to half of the 1160 keV γ-ray decay branch for the populated 5/2+ state.

Using the proposed energy level and γ-ray decay scheme, the partial state cross sections are determined for the direct population of the 1222 keV and 2887 keV excited states. The partial state branching reaction ratio \( b_i \) from Eq. 4.9 for the 1222 keV state is just equal to the 1222 keV γ-ray’s intensity \( I_\gamma \). It is approximated that the 2887 keV state is completely accounted for by the 1160 keV γ-ray decay branch, resulting in both the individual 1160 keV and 1727 keV photopeak intensities being equal to the partial cross section’s branching ratio for the direct population of the state at 2887 keV. Because of this the 2887 keV state’s partial cross section is determined as the error weighted average of the individual calculations using both the 1160 keV photopeak’s intensity and the 1727 keV photopeak’s intensity in Eq. 4.9 and Eq. 4.2.

As previously stated, the partial state cross sections were calculated for each data set independently and then averaged together to determine the final results. The final calculations of the partial cross sections for the direct population of the excited state in
$^{29}\text{S}$ from the neutron knockout from $^{30}\text{S}$ are $\sigma_{1222}^\text{partial} = 3.09(33)$ mb and $\sigma_{2887}^\text{partial} = 1.86(15)$ mb. The partial cross section to the ground state was calculated using the averaged results from both data sets and Eq. 4.10. The direct reaction cross section to the ground state is $\sigma_{\text{GS}} = 22.6(27)$ mb. A level scheme diagram of $^{29}\text{S}$ along with appropriate experimental and theoretical comparisons is provided in Fig. 4.23.

4.3.3 Longitudinal Momentum Distributions

The longitudinal momentum distributions are shown in Fig. 4.24, the inclusive $^{29}\text{S}$ momentum distribution shows a good agreement with the $\ell = 2$, $d_{5/2}$ ground state, which should be expected since it is a very dominant reaction channel. The 1160 keV and 1222 keV photopeaks were too close in energy to untangle their respective momentum distributions from coincidence measurements, so only the momentum distribution in coincidence with the combined 1160 keV and 1222 keV $\gamma$-rays could be obtained as well as the momentum distribution in coincidence with the 1727 keV photopeak. There was not enough quality data to make any positive identification of the orbital angular momentum values for any of the excited states from their pure momentum distributions.
Figure 4.14: The particle identification spectrum of the $^{29}\text{S}$ fragmentation reaction data runs. The top figure is from the first data set and the bottom figure is from the second data set. The particle identification logic gate used is shown and labeled. As shown, some of the unreacted $^{30}\text{S}$ projectiles still make it into the S800’s focal plane detectors.
Figure 4.15: The time-of-flight difference spectrum between the extended focal plane and the object plane scintillators for the $^{30}$S cocktail beam from the fragmentation data runs. The top figure is from the first data set and the bottom figure is from the second data set. There are four large visible peaks, each corresponding to a different isotope in the secondary beam. The $^{30}$S identification logic gate is shown.
Figure 4.16: The average per run total beam rate measured in the object plane (OBJ) scintillator per run from the $^{30}\text{S} \rightarrow ^{29}\text{S}$ fragmentation reaction data runs. The data is taken for all particles in the secondary beam passing through the object plane scintillator.
Figure 4.17: The particle detection efficiency values for each run used in the $^{30}\text{S} \rightarrow ^{29}\text{S}$ fragmentation data sets. The figure is broken horizontally to separate the runs in the first data set on the left-hand side from the runs of the second data set on the right-hand side. The individual detector efficiencies are shown, along with the total detection efficiency. The total detection efficiency includes the CRDC correction factor $\eta_{crdc}$. Note that the horizontal axis is scaled by run number, not the total elapsed beam time for each run.
Figure 4.18: The PS and COINC trigger live-time corrections for each run used in the $^{30}\text{S} \rightarrow ^{29}\text{S}$ fragmentation data sets. The figure is broken horizontally to separate the runs in the first data set on the left-hand side from the runs of the second data set on the right-hand side. Note that the horizontal axis is scaled by run number, not the elapsed beam time for each run.
Figure 4.19: The fragmentation reaction rate for each run used in the $^{30}\text{S} \rightarrow ^{29}\text{S}$ data sets. The figure is broken horizontally to separate the runs in the first data set on the left-hand side from the runs of the second data set on the right-hand side. Note that the horizontal axis is scaled by the run number, not the elapsed beam time for each run. A horizontal line is drawn for error weighted average of all of the data points at $N_f = 5.84 \times 10^{-5}$.
Figure 4.20: The Doppler reconstructed $\gamma$-ray energy spectrum of $^{29}\text{S}$ collected from all of the $^{30}\text{S} \rightarrow ^{29}\text{S}$ fragmentation reaction data runs. The top figure compares the 37° SeGA detector ring (dashed red line) to the 90° SeGA detector ring (solid black line). The bottom figure shows the summed SeGA $\gamma$-ray energy spectrum for $^{29}\text{S}$. The Doppler reconstruction was performed with a velocity of $\beta = 0.435$. 
Figure 4.21: The simulated photopeaks (shown as dashed lines) are added to a background noise function as described in Sec. 4.1.2.2 and then fit to the $^{29}\text{S}$ $\gamma$-ray energy spectrum. The fitted function is shown as a solid line.
Figure 4.22: The top row shows the photopeak detection simulations for a 1160 keV, 1222 keV, 1727 keV, and 2887 keV γ-ray emission from the $^{29}$S fragment residue. The 2887 keV simulation is efficiency scaled to the same γ-ray intensity as the 1727 keV photopeak. The bottom figure shows the peaks from the top row added to the background function that was fit to the experimental data. It can be seen that the 2887 keV photopeak should have been observable if it was at an equal intensity to the 1727 keV photopeak.
Figure 4.23: Three level diagrams are presented. From left to right: $^{29}\text{S}$ from the present work; $^{29}\text{S}$ from the USDB shell-model calculations; and the isospin mirror $^{29}\text{Al}$ from experimental evidence collected in Ref. [54] and Ref. [55]. The electromagnetic transitions observed in the present study are also shown.
Figure 4.24: The longitudinal momentum distributions of $^{26}$S. The theoretical momentum distributions are shown as lines for comparison with the experimental momentum distributions. The solid line is for the $\ell = 0$, $s_{1/2}$ theoretical distribution and the dashed line is for the $\ell = 2$, $d_{5/2}$ and $d_{3/2}$ theoretical distribution. The figure on the left hand side is the inclusive momentum distribution, it is in fairly good agreement with the $\ell = 2$ distribution line, which is expected from the $d_{5/2}$ ground state dominated reaction cross section. The top right figure is the pure momentum distribution in coincidence with the 1160 keV and 1222 keV photopeaks, and the bottom right figure is the pure momentum distribution of the 1727 keV photopeak.
CHAPTER 5

DISCUSSION AND CONCLUSIONS

The results obtained for both $^{25}\text{Si}$ and $^{29}\text{S}$ represent the first observations of electromagnetic decays from either isotope and the first observation of any excited states of $^{29}\text{S}$. In each of the two nuclei measured here, we have observed one state that the USDB shell model calculation indicates should be connected to the ground state by a strong $E2$ transition. These states, at 821 keV in $^{25}\text{Si}$ and 1727 keV in $^{29}\text{S}$, can be interpreted as rotational excitations of the ground state. Since the single neutron knockout reaction very selectively populates states that represent a neutron-hole coupled to the projectile, it would be beneficial to run future Coulomb excitation measurements, as described in Refs. [56, 57, 6], to determine the full electromagnetic transition spectrum up to the proton separation energy cut-off of 3.4 MeV in $^{25}\text{Si}$ and 3.3 MeV in $^{29}\text{S}$.

Using the measured cross sections from Chap. 4 and the theoretical single particle cross sections presented in Table 2.5 and Table 2.6, it is possible to calculate the inclusive and individual state quenching reduction factors ($R_S$) from Eq. 2.5. The $R_S$ values are given in Table 5.1 as well as a summary of the pertinent results obtained in the present study.

The separation energy difference, $\Delta S$ from Eq. 2.6 and Sec. 2.1.2.1, is 13.5 MeV for $^{26}\text{Si}$ with $S_n = 19041(10)$ keV and $S_p = 5518(3)$ keV. $^{30}\text{S}$, with $S_n = 18980(50)$ keV and $S_p = 4400(3)$ keV, has $\Delta S = 14.6$ MeV. The observed reduction in spectroscopic strength in relationship to $\Delta S$ is in good agreement with other results obtained from $(e, e'p)$, proton knockout, and other neutron knockout results as shown in Fig. 5.1, and Table 5.2, Table 5.3, and Table 5.4. Fig. 5.1, is an update of Fig.6 in Ref. [20], to include all nucleon knockout data to date. There has been some recent debate proposed in Ref. [67] as to the accuracy of the reaction model used here. The experiment in Ref. [67] used a DWBA reaction model to calculate spectroscopic strengths from a $(p, d)$ neutron transfer reaction for several Ar
Table 5.1: The table presents a summary of the relevant results from the present study. The methods used to determine or calculate all of the quantities are discussed in the text. The shell model spectroscopic factors $C^2S_{SM}$ are from the USDB Hamiltonian calculations, and these are used to determine the theoretical single reaction cross section $\sigma_{th}$ from Eq. 2.8. The quenching reduction factors $R_S$ are calculated using Eq. 2.5. The angular momentum and parity $J^\pi$ values in parentheses are tentatively assigned based on comparisons with shell model calculations as described in Chap. 4.

<table>
<thead>
<tr>
<th>Residue</th>
<th>$E_{level}(\text{keV})$</th>
<th>$E_\gamma(\text{keV})$</th>
<th>$\sigma_{exp}(\text{mb})$</th>
<th>$J^\pi$</th>
<th>$C^2S_{SM}$</th>
<th>$\sigma_{th}(\text{mb})$</th>
<th>$R_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{25}\text{Si}$</td>
<td>1909(27)</td>
<td>1088(22)</td>
<td>1.06(21)</td>
<td>$(3/2^+)$</td>
<td>0.18</td>
<td>2.36</td>
<td>0.45(9)</td>
</tr>
<tr>
<td></td>
<td>821(15)</td>
<td>821(15)</td>
<td>4.06(61)</td>
<td>$(1/2^+)$</td>
<td>0.25</td>
<td>3.64</td>
<td>1.12(17)</td>
</tr>
<tr>
<td>$^{40}(5)$[Ref. [51]]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G.S.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G.S.+$40\text{keV}$</td>
<td>21.0(35)</td>
<td>41.6</td>
<td>0.50(9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inclusive</td>
<td>26.1(35)</td>
<td>47.6</td>
<td>0.55(7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{29}\text{S}$</td>
<td>2887(40)</td>
<td>1160(16)</td>
<td>1.86(15)</td>
<td>$(5/2^+)$</td>
<td>0.80</td>
<td>9.32</td>
<td>0.20(2)</td>
</tr>
<tr>
<td></td>
<td>1727(37)</td>
<td>1727(37)</td>
<td></td>
<td>$(7/2^+)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1222(20)</td>
<td>1222(20)</td>
<td>3.09(33)</td>
<td>$(1/2^+)$</td>
<td>0.36</td>
<td>4.89</td>
<td>0.63(7)</td>
</tr>
<tr>
<td>G.S.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inclusive</td>
<td>22.6(27)</td>
<td>5/2+</td>
<td>3.63</td>
<td>45.9</td>
<td>0.49(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Reactions that had been measured in neutron knockout reactions. The large reductions seen in the neutron knockout reactions were not observed in the transfer reactions. On the other hand, a recent $^9\text{C}$ and $^9\text{B}$ proton knockout experiment presented in Ref. [24], measured separately, both the stripping and the diffraction cross sections as described in Sec. 2.2. The results were in excellent agreement with theory. In light of these studies and the implications that the reduction factors have on the current state of shell model and nuclear structure in both exotic and stable nuclei, it is important to test the reaction models that are being created for the new generations of exotic beam experiments. As discussed in Refs. [6, 10] and shown in the present work, the systematic reduction of spectroscopic strengths from the theoretical predictions provides valuable insight into a deviation from current standard shell model theories that will hopefully help in creating the next generation of nuclear structure models.
Figure 5.1: A cumulative plot of inclusive quenching reduction factors $R_S$ versus their respective separation energy differences $\Delta S$. This is an update to Fig.6 in Ref. [20]. The values for the $(e,e'p)$ reaction data points are given in Table 5.2. The values used for the proton knockout data points are given in Table 5.3. The values used for the neutron knockout data points are given in Table 5.4.
Table 5.2: The inclusive reduction factors $R_S$ and separation energy differences $\Delta S$ calculated from several $(e, e'p)$ experiments. Ref. [58] recalculated the reduction factors from their original results.

<table>
<thead>
<tr>
<th>$(e, e'p)$ Reaction</th>
<th>$\Delta S$ (MeV)</th>
<th>$R_s$</th>
<th>Parent Nuclei</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5.86</td>
<td>0.54(4)</td>
<td>$^{48}$Ca</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>2.90</td>
<td>0.58(5)</td>
<td>$^{30}$Si</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>2.73</td>
<td>0.63(6)</td>
<td>$^7$Li</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>0.64</td>
<td>0.49(5)</td>
<td>$^{208}$Pb</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-2.76</td>
<td>0.60(4)</td>
<td>$^{12}$C</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-2.99</td>
<td>0.49(4)</td>
<td>$^{51}$V</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-3.54</td>
<td>0.64(7)</td>
<td>$^{16}$O</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-3.62</td>
<td>0.56(5)</td>
<td>$^{90}$Zr</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-5.01</td>
<td>0.68(4)</td>
<td>$^{31}$P</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-7.31</td>
<td>0.65(5)</td>
<td>$^{40}$Ca</td>
<td>Ref. [58]</td>
</tr>
</tbody>
</table>

Table 5.3: The inclusive reduction factors $R_S$ and separation energy differences $\Delta S$ calculated from several proton knockout experiments.

<table>
<thead>
<tr>
<th>$p$-Knockout Reaction</th>
<th>$\Delta S$ (MeV)</th>
<th>$R_s$</th>
<th>Parent Nuclei</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-2.76</td>
<td>0.56(3)</td>
<td>$^{12}$C</td>
<td>Ref. [21]</td>
</tr>
<tr>
<td></td>
<td>-2.76</td>
<td>0.53(2)</td>
<td>$^{12}$C</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-3.54</td>
<td>0.68(4)</td>
<td>$^{16}$O</td>
<td>Ref. [21]</td>
</tr>
<tr>
<td></td>
<td>-3.54</td>
<td>0.68(4)</td>
<td>$^{16}$O</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-12.88</td>
<td>0.86(7)</td>
<td>$^8$B</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-12.88</td>
<td>0.86(7)</td>
<td>$^8$B</td>
<td>Ref. [24]</td>
</tr>
<tr>
<td></td>
<td>-12.96</td>
<td>0.82(6)</td>
<td>$^9$C</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td></td>
<td>-12.96</td>
<td>0.84(5)</td>
<td>$^9$C</td>
<td>Ref. [24]</td>
</tr>
<tr>
<td></td>
<td>-17.79</td>
<td>0.79(4)</td>
<td>$^{24}$Si</td>
<td>Ref. [20]</td>
</tr>
<tr>
<td></td>
<td>-19.04</td>
<td>0.90(7)</td>
<td>$^{28}$S</td>
<td>Ref. [20]</td>
</tr>
</tbody>
</table>
Table 5.4: The inclusive reduction factors $R_S$ and separation energy differences $\Delta S$ calculated from several neutron knockout experiments.

<table>
<thead>
<tr>
<th>$\Delta S$ (MeV)</th>
<th>$R_S$</th>
<th>Parent</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.14</td>
<td>0.24(3)</td>
<td>$^{32}$Ar</td>
<td>Ref. [59]</td>
</tr>
<tr>
<td>19.14</td>
<td>0.25(3)</td>
<td>$^{32}$Ar</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td>19.04</td>
<td>0.31(3)</td>
<td>$^{28}$S</td>
<td>Ref. [20]</td>
</tr>
<tr>
<td>17.79</td>
<td>0.39(4)</td>
<td>$^{24}$Si</td>
<td>Ref. [20]</td>
</tr>
<tr>
<td>14.58</td>
<td>0.46(4)</td>
<td>$^{30}$S</td>
<td>Pres. Work</td>
</tr>
<tr>
<td>13.88</td>
<td>0.35(3)</td>
<td>$^{22}$Mg</td>
<td>Ref. [60]</td>
</tr>
<tr>
<td>13.52</td>
<td>0.55(7)</td>
<td>$^{26}$Si</td>
<td>Pres. Work</td>
</tr>
<tr>
<td>13.47</td>
<td>0.53(7)</td>
<td>$^{33}$Cl</td>
<td>Ref. [61]</td>
</tr>
<tr>
<td>12.41</td>
<td>0.41(7)</td>
<td>$^{34}$Ar</td>
<td>Ref. [61]</td>
</tr>
<tr>
<td>12.41</td>
<td>0.41(7)</td>
<td>$^{34}$Ar</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td>6.18</td>
<td>0.56(7)</td>
<td>$^{32}$S</td>
<td>Ref. [61]</td>
</tr>
<tr>
<td>3.54</td>
<td>0.56(3)</td>
<td>$^{16}$O</td>
<td>Ref. [21]</td>
</tr>
<tr>
<td>3.54</td>
<td>0.56(3)</td>
<td>$^{16}$O</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td>2.76</td>
<td>0.50(3)</td>
<td>$^{12}$C</td>
<td>Ref. [21]</td>
</tr>
<tr>
<td>2.76</td>
<td>0.49(2)</td>
<td>$^{12}$C</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td>1.64</td>
<td>0.88(3)</td>
<td>$^{8}$Be</td>
<td>Ref. [21]</td>
</tr>
<tr>
<td>-9.63</td>
<td>1.10(13)</td>
<td>$^{37}$S</td>
<td>Ref. [62]</td>
</tr>
<tr>
<td>-10.03</td>
<td>0.85(12)</td>
<td>$^{46}$Ar</td>
<td>Ref. [63]</td>
</tr>
<tr>
<td>-10.03</td>
<td>0.85(12)</td>
<td>$^{46}$Ar</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td>-10.34</td>
<td>0.72(2)</td>
<td>$^{45}$Cl</td>
<td>Ref. [64]</td>
</tr>
<tr>
<td>-11.20</td>
<td>1.03(12)</td>
<td>$^{34}$Si</td>
<td>Ref. [62]</td>
</tr>
<tr>
<td>-16.32</td>
<td>1.02(18)</td>
<td>$^{35}$Si</td>
<td>Ref. [62]</td>
</tr>
<tr>
<td>-16.41</td>
<td>0.70(6)</td>
<td>$^{22}$O</td>
<td>Ref. [58]</td>
</tr>
<tr>
<td>-16.98</td>
<td>0.83(4)</td>
<td>$^{44}$S</td>
<td>Ref. [65]</td>
</tr>
<tr>
<td>-19.86</td>
<td>0.90(4)</td>
<td>$^{15}$C</td>
<td>Ref. [66]</td>
</tr>
<tr>
<td>-19.86</td>
<td>0.96(4)</td>
<td>$^{15}$C</td>
<td>Ref. [58]</td>
</tr>
</tbody>
</table>
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